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Preface

This volume captures about three-fourths of the proceedings of the Ninth International Conference on Domain Decomposition Methods, which was hosted by the University of Bergen in the resort village of Ullensvang, Norway, June 3–8, 1996. Approximately 180 mathematicians, engineers, physical scientists, and computer scientists from 21 countries came to this annual gathering.

Since three parallel sessions were employed at the conference in order to accommodate as many presenters as possible, attendees and non-attendees alike may turn to this volume to keep up with the diversity of subject matter that the umbrella "domain decomposition" inspires throughout the community. Its contributors are to be commended for their efforts to write for a diverse audience while staying within eight pages. Page quotas are essential to accommodate by far the largest title count in the nine-volume history of the conference.

The interest of so many authors in meeting the editorial demands and page limitations of this proceedings volume resoundingly resolves the annual and proper
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question of whether the common thread of domain decomposition is sufficient to justify an annual conference. It may be observed that the percentage of contributions advancing new theorems has gradually fallen from the earliest volumes, suggesting that available algebraic and function-theoretic foundations have largely been uncovered. (Perhaps there will be new graph-theoretic contributions, or infusions from other areas of mathematics in the future. In addition, we can expect relaxation of hypotheses to continue extending the theory to less ideal problems.) Meanwhile, the variety of algorithms and the variety of problems to which they are applied continue to grow, and the total number of contributions has been increasing dramatically. "Divide and conquer" may be the most basic of algorithmic paradigms, but theoreticians and practitioners alike are still seeking — and finding — incrementally more effective forms, and value the interdisciplinary forum provided by this proceedings series.

Besides inspiring elegant theory, domain decomposition methodology satisfies the architectural imperatives of high-performance computers better than methods operating only on the finest scale of the discretization (with no hierarchy) and, seemingly, better than methods operating simultaneously on all scales (with many levels of hierarchy). These imperatives include: spatial data locality, temporal data locality, reasonably small communication-to-computation ratios, and reasonably infrequent process synchronization (measured by the number of useful floating-point operations performed between synchronizations). Spatial data locality refers to the proximity of the addresses of successively used elements, and temporal data locality refers to the proximity in time of successive references to a given element. Spatial and temporal locality are both enhanced when a large computation based on nearest-neighbor updates is processed in contiguous blocks. On cache-based computers, subdomain blocks may be tuned for working set sizes that reside in cache. On message-passing or cache-coherent nonuniform memory access (cc-NUMA) parallel computers, the concentration of gridpoint-oriented computations — proportional to subdomain volume — between external stencil edge-oriented communications — proportional to subdomain surface area, combined with a synchronization frequency of at most once per volume computation, gives domain decomposition excellent parallel scalability on a per iteration basis, provided only that the number of points per subdomain is not allowed to go below some problem-dependent and machine-dependent minimum in the scaling. In view of these important architectural advantages for domain decomposition methods, it is fortunate, indeed, that mathematicians studied the convergence behavior aspects of the subject in advance of the commercial arrival of these architectures, and showed how to endow domain decomposition iterative methods with some measure of algorithmic scalability, as well.

Domain decomposition has proved to be an ideal paradigm not only for execution on advanced architecture computers, but also for the development of reusable, portable software. Since the most complex operation in a Schwarz-type domain decomposition iterative method — the application of the preconditioner — is logically equivalent in each subdomain to a conventional preconditioner applied to the global domain, software developed for the global problem can readily be adapted to the local problem, instantly presenting lots of "legacy" scientific code for to be harvested for parallel implementations. Furthermore, since the only sharing of data between subdomains in domain decomposition codes occurs in two archetypal communication operations — ghost point updates in overlapping zones between neighboring subdomains, and
global reduction operations, as in forming an inner product — domain decomposition methods map readily onto optimized, standardized message-passing environments, such as MPI.

Finally, it should be noted that domain decomposition is often a natural paradigm for the modeling community. Physical systems are often decomposed into two or more contiguous subdomains based on phenomenological considerations, such as the importance or negligibility of viscosity or reactivity, or any other feature, and the subdomains are discretized accordingly, as independent tasks. This physically-based domain decomposition may be mirrored in the software engineering of the corresponding code, and leads to threads of execution that operate on contiguous subdomain blocks, which can either be further subdivided or aggregated to fit the granularity of an available parallel computer, and have the correct topological and mathematical characteristics for scalability.

Organizing the contents of an interdisciplinary proceedings is an interesting job, and our decisions will inevitably surprise a few authors, though we hope without causing offense. It is increasingly artificial to assign papers to one of the four categories of theoretical foundations, algorithmic development, parallel implementation, and applications, that are traditional for this proceedings series. Readers are encouraged not to take the primary divisions very seriously, but to trace all the connections.

These proceedings will be of interest to mathematicians, computer scientists, and applications modelers, so we project its contents onto relevant classification schemes below.

American Mathematical Society (AMS) 1991 subject classifications include:

05C85 Graph algorithms
49J20 Optimal control
65C20 Numerical simulation, modeling
65D07 Spline approximation
65F10 Iterative methods for linear systems
65F15 Eigenproblems
65M55 Multigrid methods, domain decomposition for IVPs
65N30 Finite elements, Rayleigh-Ritz and Galerkin methods, finite methods
65N35 Spectral, collocation and related methods
65N55 Multigrid methods, domain decomposition for BVPs
65R20 Integral equations
65Y05 Parallel computation
68N99 Mathematical software

Association for Computing Machinery (ACM) 1998 subject classifications include:
D2 Programming environments, reusable libraries
E1 Distributed data structures
F2 Analysis and complexity of numerical algorithms
G1 Numerical linear algebra, optimization, differential equations
G4 Mathematical software, parallel implementations, portability
J2 Applications in physical sciences and engineering

Applications for which domain decomposition methods have been specialized in this proceedings include:

- **fluids** Stokes, Euler, Navier-Stokes, two-phase flow, reacting flow
- **geophysics** porous media, atmospheric transport
- **manufacturing processes** extrusion, free surface phenomena
- **physics** neutron diffusion, semiconductor device physics
- **structures** thermoelasticity, nonlinear elasticity, modal analysis
- **wave propagation** acoustics, electromagnetics

For the convenience of readers coming recently into the subject of domain decomposition methods, a bibliography of previous proceedings is provided below, along with some major recent review articles and related special interest volumes. This list will inevitably be found embarrassingly incomplete. (No attempt has been made to supplement this list with the larger and closely related literature of multigrid and general iterative methods, except for the books by Hackbusch and Saad, which have significant domain decomposition components.)
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Stabilization Techniques for Domain Decomposition Methods with Non-Matching Grids

F. Brezzi, L. P. Franca, D. Marini and A. Russo

1 Introduction

The use of domain decomposition methods with non-matching grids is becoming increasingly popular. In particular, its use is recommended when the splitting into subdomains is dictated by physical and/or geometrical reasons rather than merely by computational ones. Without underestimating the relevance of this latter group of applications (which can be extremely important and even crucial in a number of practical cases), we shall concentrate on the former one. To fix ideas, let us consider a “toy-problem” which will show well enough what we have in mind without using too heavy notation. Suppose therefore that we have a domain $\Omega = [0,1] \times [0,1]$ split into $\Omega_1 = [-1,0] \times [0,1]$ and $\Omega_2 = [0,1] \times [0,1]$. In order to solve the problem, say,

$$-\Delta u = f \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial \Omega,$$  \hphantom{(1.1)}

we decompose separately $\Omega_1$ and $\Omega_2$ by means of two finite element grids $\mathcal{T}_h^1$ and $\mathcal{T}_h^2$ respectively, and we want to approximate (for $i = 1, 2$) $u^i$ (restriction of $u$ to $\Omega_i$) by $u^i_h$, continuous and piecewise linear on the grid $\mathcal{T}_h^i$. Clearly, on the interface $\Gamma = \{0\} \times [0,1]$ we have two 1-d decompositions, induced by $\mathcal{T}_h^1$ and $\mathcal{T}_h^2$, which, in general, do not match. A typical solution to this (as in the mortar method [Mar90]) is to choose one of the two, say $\mathcal{T}_h^2$, and require that $u^1_h$ and $u^2_h$ only in some weak sense, with the use of suitable Lagrange multipliers. (In the mortar method terminology, the nodes of $\mathcal{T}_h^2$ will be “masters” and the nodes of $\mathcal{T}_h^1$, “slaves”.)
However, in certain cases, it can be useful to choose a third 1-d decomposition on \( \Gamma \), (say \( \mathcal{T}_h^3(\Gamma) \) or simply \( \mathcal{T}^3 \)) and have both the \( \mathcal{T}_h^1|\Gamma \) and \( \mathcal{T}_h^2|\Gamma \) nodes as “slaves”. An example where this approach can be convenient is when both \( \mathcal{T}_h^1|\Gamma \) and \( \mathcal{T}_h^2|\Gamma \) are non uniform (being dictated by approximation problems that might occur in \( \Omega_1 \) and \( \Omega_2 \), or by self-adaptive procedures that have been used in both subdomains), but a uniform grid on \( \Gamma \) is recommended in order to apply a better preconditioner on the final interface problem. This suggests the use of two different Lagrange multipliers, one for matching \( u_h^1 \) with \( u_h^0 \), and the other one for matching \( u_h^2 \) with \( u_h^0 \), where, obviously, we denoted by \( u_h^0 \) the discretization of \( u|\Gamma \). As it is well known, this requires suitable inf-sup conditions (see e.g. [GPP96]) to be fulfilled, one on each side of \( \Gamma \). Recently, an intensive study has been carried out in order to avoid this type of inf-sup conditions by adding of suitable stabilizing terms, thus allowing more freedom in the choice of grids and multipliers (see e.g. [AG93, GG95]). In turn, in different contexts, these techniques have been reinterpreted and/or improved as the addition-elimination of suitable bubble functions to the finite element spaces in use (see e.g. [Pes72, Glo84]).

In this paper, we present a new way for stabilizing Dirichlet problems with Lagrange multipliers for the particular case where \( u \) is approximated by a piecewise linear continuous function, and the Lagrange multipliers are approximated by piecewise constant functions on a nonmatching grid. Our stabilization is made by adding suitable bubble functions only on the triangles having an edge on the boundary. It is interesting to note that elimination of the bubbles by static condensation leads to a scheme very similar to that introduced a long time ago by Nitsche [DW95] and recently reprouosed and analyzed in [Osw95].

For the sake of simplicity, we shall only discuss a single-domain problem. The extension to many subdomains can then be carried out by means of the usual coupling procedures (Dirichlet-Dirichlet or Neumann-Neumann or something else).

The organization of the paper is the following. In Sect. 2 we present the single-domain problem, where the Dirichlet condition is imposed via Lagrange multipliers. In Sect. 3 we discuss its discretization with nonmatching grids and the bubble stabilization. In Sect. 4 we show that it is possible to eliminate both bubbles and Lagrange multipliers, thus obtaining a scheme that is easy to implementation and that strongly resembles the one discussed in [DW95, Osw95]. If needed, the Lagrange multipliers can be recovered by a simple and economical post-processing. This will be useful in a true domain decomposition situation, in order to carry out the iterative procedure.

2 The Single Domain Problem

In order to introduce our stabilization technique we shall consider a problem on a single domain, thinking of it as one of the subdomains. Always referring for simplicity to the global problem (1.1), at each step of the domain decomposition procedure we have to solve, in each subdomain, a problem of the type

\[-\Delta u = f \quad \text{in } \Omega, \quad u = g \quad \text{on } \partial \Omega =: \Gamma, \quad (2.2)\]
where Ω is now the subdomain under consideration (that we assume to be a polygon), and \( g \) denotes any continuous function which, eventually, should be the value of the solution of (1.1) on \( \partial \Omega \equiv \) interface between subdomains. By enforcing the boundary conditions in (2.1) with Lagrange multipliers [Ben95b], the variational formulation of (2.1) reads

\[
\begin{align*}
\left\{
\begin{array}{l}
\int_{\Omega} \nabla u \cdot \nabla v \, dx - \int_{\Gamma} \lambda v \, ds = \int_{\Omega} f v \, dx \quad \forall v \in V, \\
\int_{\Gamma} u \mu \, ds = \int_{\Gamma} g \mu \, ds \quad \forall \mu \in M,
\end{array}
\right.
\end{align*}
\]

where \( \lambda \) is the multiplier, and \( V \) and \( M \) are the spaces

\[
V := H^1(\Omega), \quad M := H^{-1/2}(\Gamma)
\]

with their usual norms (see [Ben95a]). With this choice for \( V \) and \( M \), the abstract theory applies (see [GPP96]) so that problem (2.2) has a unique solution \((u, \lambda)\), verifying

\[
\begin{align*}
\left\{
\begin{array}{l}
-\Delta u = f & \text{in } \Omega \\
\lambda = \frac{\partial u}{\partial n} & \text{on } \Gamma \\
u = g & \text{on } \Gamma.
\end{array}
\right.
\end{align*}
\]

The usual finite element approximation of (2.2) would be to choose a decomposition \( \mathcal{T}^u \) of \( \Omega \) for discretizing the \( u \) variable, and take as a decomposition of \( \Gamma \) for the \( \lambda \) variable the restriction of \( \mathcal{T}^u \) to \( \Gamma \). Next, finite element spaces verifying the Inf-Sup condition can easily be constructed in many ways. This cannot be done in our case. Actually, in order that the discretization of (2.2) mimic the situation occurring in the domain decomposition procedure, we have to assume that the decompositions for \( u \) and \( g \) are given by \( \mathcal{T}^u \) and \( \mathcal{T}^g \), which do not match. Consequently, we have to introduce another decomposition of \( \Gamma \), say \( \mathcal{T}^h \), for dealing with the multipliers \( \lambda \) and \( \mu \). This decomposition cannot be chosen arbitrarily, since it has to guarantee some Inf-Sup condition between the \( \lambda \)’s and the \( g \)’s, and therefore either has to coincide with \( \mathcal{T}^g \) or depend on it strongly. More precisely, \( \mathcal{T}^h \) can be chosen finer than \( \mathcal{T}^g \) without violating the Inf-Sup condition between the variables \( \mu \) and the interface variables \( g \), but it cannot be coarser. In the next section we shall deal with this problem.

### 3 Discretization and Stabilization

Let us turn to the discretization of (2.2). Let then \( \mathcal{T}^h \) be a decomposition of \( \Omega \) into triangles \( \{T\} \), \( h \) being the mesh size, and let \( \mathcal{T}^h_\lambda \) be a decomposition of \( \Gamma \) into intervals \( I, \) \( h \) being the mesh size. We define

\[
V_H = \{ v \in H^1(\Omega) : v|_T \in P_1(T) \ \forall T \in \mathcal{T}^h \},
\]

\[
M_h = \{ \mu \in L^2(\Gamma) : \mu|_I \in P_0(I) \ \forall I \in \mathcal{T}^h_\lambda \}.
\]

We now look for an approximate solution \((u_H, \lambda_h)\) of (2.2), with \( u_H \in V_H \) and \( \lambda_h \in M_h \). As already pointed out, the two decompositions \( \mathcal{T}^H \) and \( \mathcal{T}^h_\lambda \) are not
compatible, that is, the decomposition $T_H^\lambda$ generates a decomposition of $\Gamma$ which is, in general, different from the decomposition $T_h^\lambda$ of $\Gamma$. Our first step will then be to relate the two decompositions of $\Gamma$, the second step will consist in the introduction of the bubble functions, and the final step will be to analyze the stabilized problem.

1st step - Generation of a new decomposition.

We create a new decomposition of $\Gamma$, say $\tilde{T}_h^\lambda$, by merging the two decompositions $T_H^\lambda$ and $T_h^\lambda$, i.e., we add to $T_h^\lambda$ the nodes of $T_H^\lambda$ belonging to $\Gamma$. In doing this, it may occur that some of the nodes of $T_h^\lambda$ get too close to each other, thus complicating the analysis of our procedure. To avoid this we may proceed as follows: when the distance between two nodes of $\tilde{T}_h^\lambda$ is less than or equal to some tolerance, one of the two nodes is eliminated. This can be easily done by slightly changing either the $T_H^\lambda$ or the $T_h^\lambda$ decomposition, so that the two nodes become coincident. In other words, we are making the following assumption: for every triangle $T$ in $T_H^\lambda$ having an edge $E$ on the boundary, let $H_T$ be the diameter of $T$, and let $h_T$ be the smallest length of the intervals of $\tilde{T}_h^\lambda$ belonging to $E$. We assume that there exists a constant $\gamma$ independent of the decompositions, such that

$$h_T \geq \gamma H_T. \tag{3.7}$$

2nd step - Introduction of the bubbles.

We add to the discretization of $u$ as many bubble functions as the intervals of $\tilde{T}_h^\lambda$. More precisely, we proceed as follows. Let $T$ be a triangle having an edge on $\Gamma$. Let $T'$ be such an edge; in general, we will have a situation of the type $T' = \cup I_k$, $I_k \in \tilde{T}_h^\lambda$ and, accordingly, $T = \cup T_k$ (see Fig. 1 as an example). We call bubble a function $b_k \in H^1(\Omega)$ such that $\text{supp}(b_k) \subset T_k$ , and $\int_{T_k} b_k \, ds \neq 0$. (See Fig. 2). In order to have uniform estimates, we need however that the bubbles have "similar" shape. For that, let $\hat{T}$ be the reference triangle: $\hat{T} = \{(\xi, \eta) : 0 \leq \xi \leq 1, \ 0 \leq \eta \leq 1 - \xi\}$, and let $\hat{b}$ be a function in $H^1(\hat{T})$, with $\hat{b} = 0$ on the edges $\xi = 0$ and $\eta = 0$, and $\int_{\partial \hat{T}} \hat{b} \, ds \neq 0$. (As a simple example, we can take $\hat{b}(\xi, \eta) = \xi \eta$. Many other choices are possible, and the optimal shape of $\hat{b}$ is still under investigation.) Our bubble $b_k$ will then be given by $b_k(x, y) = \hat{b}(\xi, \eta)$ under the affine mapping $(\xi, \eta) \rightarrow (x, y)$ from $\hat{T}$ to $T_k$ which maps the edge $\eta = 1 - \xi$ on the boundary edge $I_k$.

3rd step - The stabilized problem.

Let $B_h$ be the space spanned by the bubbles introduced above. We then write the new discrete problem with $V_H$ replaced by

$$\tilde{V}_H := V_H \oplus B_h, \tag{3.8}$$

and $M_h$ replaced by

$$\tilde{M}_h = \{ \mu \in L^2(\Gamma) : \mu|_I \in P_0(I) \ \forall I \in \tilde{T}_h^\lambda \}. \tag{3.9}$$
The approximate problem now reads

\[
\begin{aligned}
\text{Find } u_H \in \widetilde{V}_H, \lambda_h \in \widetilde{M}_h \text{ such that } \\
\int_{\Gamma} \nabla u_H \cdot \nabla v_H \, dx - \int_{\Gamma} \lambda_h v_H \, ds = \int_{\Gamma} f v_H \, dx & \quad \forall v_H \in \tilde{V}_H, \\
\int_{\Gamma} \mu u_H \, ds = \int_{\Gamma} g \mu \, ds & \quad \forall \mu \in \tilde{M}_h.
\end{aligned}
\]

(3.10)

Existence, uniqueness, and optimal error bounds for the solution of (3.6) will follow if we can prove the following Inf-Sup condition relating \(\tilde{V}_H\) and \(\tilde{M}_h\):

\[
\begin{aligned}
\exists \beta > 0 \text{ independent of } h \text{ such that:} \\
\frac{\int_{\Gamma} \mu v \, ds}{\|\mu\|_{L^\infty} \|v\|_{V}} \geq \beta & \quad \forall v \in \tilde{V}_H, \forall \mu \in \tilde{M}_h.
\end{aligned}
\]

(3.11)

As the Inf-Sup condition holds for the continuous problem, (3.7) will follow from the general results of [For77], if we prove the following theorem.

**Theorem 3.1** There exists a constant \(C\), and, for every \(H\), a linear continuous operator \(\Pi_H : V \rightarrow \tilde{V}_H\) such that

\[
\int_{\Gamma} (\Pi_H v - v) \mu \, ds = 0 \quad \forall \mu \in \tilde{M}_h,
\]

(3.12)

and

\[
\|\Pi_H v\|_V \leq C \|v\|_V \quad \forall v \in V.
\]

(3.13)

**Proof.** We start by observing, cf. [GPP94], that it is possible to construct a linear operator \(\Pi_H^0 : V = H^1(\Omega) \rightarrow V_H\) with the following properties:

\[
\Pi_H^0 v = v \quad \forall v \in V_H
\]

(3.14)

\[
\|\Pi_H^0 v\|_V \leq C \|v\|_V \quad \forall v \in V,
\]

(3.15)

\[
\forall T^e \in (T^e_H)_{\Gamma} \quad \|\Pi_H^0 v\|_{0,E} \leq C \|v\|_{0,E} \quad \forall v \in V,
\]

(3.16)
where, here and in the following, $\tilde{E}$ is the union of the boundary edges in $T_H$ having at least one vertex in common with $E$, $||v||_{0,E}$ is the norm in $L^2(D)$, $||v||_{s,D}$ the norm in $H^s(D)$, and $C$ denotes a constant independent of the mesh size. We want to check that, for every edge $E$ on $\Gamma$, we also have

$$||v - \Pi_H^{-1}v||_{0,E} \leq CH_T^{1/2}||v||_{1/2,E}. \tag{3.17}$$

For this, using interpolation theory (see [Ben95a, DSW96]) and (3.12), we only need to show that, for all $v$ in $H^1(\tilde{E})$, we have

$$||v - \Pi_H^{-1}v||_{0,E} \leq CH_T||v||_{1,\tilde{E}}, \tag{3.18}$$

which easily follows from (3.12) and (3.10) by the following standard argument:

$$||v - \Pi_H^{-1}v||_{0,E} \leq \inf_p ||(v - p) - \Pi_H^{-1}(v - p)||_{0,E} \leq C \inf_p ||v - p||_{0,\tilde{E}} \leq CH_T||v||_{1,\tilde{E}}, \tag{3.19}$$

where the infimum is taken over the polynomials $p$ of degree $\leq 1$ in $\tilde{E}$. Then, define another linear continuous operator $\Pi^2_H : V \rightarrow B_h$ as

$$\int_\Gamma (\Pi^2_H v - v) \mu \, ds = 0 \quad \forall \mu \in \tilde{M}_h. \tag{3.20}$$

It can be proved that $\Pi^2_H$ is uniquely defined by (3.16), and verifies

$$||\Pi^2_H v||_{0,T} \leq CH_T^{1/2}||v||_{0,E} \quad \forall T \in T_H^\nu, \tag{3.21}$$

$$||\Pi^2_H v||_{1,T} \leq Ch_T^{-1}||\Pi^2_H v||_{0,T} \quad \forall T \in T_H^\nu. \tag{3.22}$$

Finally, define $\Pi_H$ as

$$\Pi_H v := \Pi_H^1 v + \Pi^2_H (v - \Pi_H^1 v) \quad v \in V. \tag{3.23}$$

It is immediate to check that $\Pi_H$ is linear and verifies (3.8), since, from (3.19), (3.16) we have

$$\int_\Gamma (v - \Pi_H v) \mu \, ds = \int_\Gamma (v - \Pi_H^1 v - \Pi^2_H (v - \Pi_H^1 v)) \mu \, ds = 0 \quad \forall \mu \in \tilde{M}_h. \tag{3.24}$$

It remains to prove that $\Pi_H$ verifies (3.9). We first remark that $\Pi_H v = \Pi_H^1 v$ in all triangles $T$ that do not have edges belonging to $\Gamma$. For the remaining triangles, using (3.18)-(3.17), and (3.13) gives

$$||\Pi_H^2 (v - \Pi_H^1 v)||_{1,T} \leq Ch_T^{-1} H_T^{1/2}||v - \Pi_H^1 v||_{0,E} \leq Ch_T^{-1} H_T ||v||_{1/2,\tilde{E}}, \tag{3.25}$$

so that, from the definition (3.19), using (3.11) and (3.21) we have

$$||\Pi_H v||_V \leq C \left(||\Pi_H^1 v||_V + \left(\sum_E ||\Pi_H^2 (v - \Pi_H^1 v)||_{1,T}^2\right)^{1/2}\right) \leq C \left(||v||_V + \left(\sum_E h_T^{-2} H_T^2 ||v||_{1,\tilde{E}}^2\right)^{1/2}\right) \leq C ||v||_V, \tag{3.26}$$
where, in the last inequality, we used (3.3) and the fact that 
\[ \sum_E \|\nu\|^2_{1,2,E} \leq 3\|\nu\|^2_{1,2,G} \leq C\|\nu\|^2. \]  
(3.27)

4 Interpretation of the Scheme

We will show in this section that the approximation (3.6) is directly related to Nitsche’s scheme recently analyzed in Stenberg [Osw95]. For that, we rewrite (3.6) using the splitting (3.4) for trial and test functions in \( \tilde{V}_H \)

\[ u_H = u + \beta, \quad v_H = v + b, \quad u, v \in V_H, \quad \beta, b \in B_h, \]  
(4.28)

and we obtain

\[ \begin{align*}
\text{Find } u & \in V_H, \quad \beta \in B_h, \quad \lambda_h \in \tilde{M}_h \text{ such that} \\
\int_\Omega (\nabla u + \nabla \beta) : \nabla v dx - \int_\Gamma \lambda_h v ds &= \int_\Omega f v dx \quad \forall v \in V_H, \\
\int_\Omega (\nabla u + \nabla \beta) : \nabla b dx - \int_\Gamma \lambda_h b ds &= \int_\Omega f b dx \quad \forall b \in B_h, \\
\int_\Gamma (u + \beta) ds &= \int_\Gamma g ds \quad \forall \mu \in \tilde{M}_h.
\end{align*} \]  
(4.29)

Let us point out that, by construction, \( B_h \) and \( \tilde{M}_h \) have the same dimension, say \( NB \). As a basis in \( B_h \) it is natural to use the functions \( \{b_k\} \) defined in the previous Section (2nd step), while a natural basis in \( \tilde{M}_h \) will be given by the functions \( \mu_k = \text{the characteristic function of } I_k \), for \( k = 1, \ldots, NB \). Then, we can write

\[ \beta = \sum_k \beta_k b_k, \quad \lambda_h = \sum_k \lambda_k \mu_k. \]  
(4.30)

From the third equation of (4.2) we can derive the coefficients \( \beta_k \) in terms of the linear unknown \( u \). Taking \( \mu = \mu_k \) we have

\[ \beta_k = \frac{\int_{I_n} (g - u) \, ds}{\int_{I_n} b_k \, ds} \quad \forall k. \]  
(4.31)

From the second equation of (4.2), taking \( b = b_k \) we can express the \( \lambda_k \)'s in terms of \( u \) and \( \beta_k \)

\[ \lambda_k = \frac{(\int_{I_n} \nabla u \cdot \nabla b_k \, dx + \beta_k \int_{I_n} |\nabla b_k|^2 \, dx - \int_{I_n} f b_k \, dx)}{\int_{I_n} b_k \, ds} = \frac{(\int_{I_n} b_k u_{/n} \, ds + \beta_k \int_{I_n} |\nabla b_k|^2 \, dx - \int_{I_n} f b_k \, dx)}{\int_{I_n} b_k \, ds} \quad \forall k \]  
(4.32)

where we have integrated the first integral by parts, and where \( u_{/n} \) denotes the outward normal derivative of \( u \). Using (4.3), the first equation of (4.2) becomes

\[ \int_{\Omega} \nabla u \cdot \nabla v \, dx + \sum_k \beta_k \int_{I_n} b_k v_{/n} \, ds - \sum_k \lambda_k \int_{I_n} v \, ds = \int_{\Omega} f v \, dx \quad \forall v \in V_H, \]  
(4.33)
where again we have integrated the second integral by parts. From (4.4) and 
$v_j = \text{constant}$ on $I_k$ we have

$$
\sum_k \beta_k \int_{I_k} b_k v_{j/n} \, ds = \sum_k \int_{I_k} (g - u)v_{j/n} \, ds = \int_{\Gamma} (g - u)v_{j/n} \, ds.
$$

(4.34)

Setting

$$
C_k = \int_{T_k} |\nabla b_k|^2 \, dx / \left( \int_{I_k} b_k \, ds \right)^2,
$$

(4.35)

we deduce from (4.5)

$$
\sum_k \lambda_k \int_{I_k} \nu \, ds = \sum_k \int_{I_k} \nu u_{j/n} \, ds + \sum_k C_k \left( \int_{I_k} (g - u) \, ds \right) \int_{I_k} \nu \, ds - F(\nu),
$$

(4.36)

where, for the sake of simplicity, we set

$$
F(\nu) = \sum_k \left( \int_{T_k} f b_k \, dx \right) \left( \int_{I_k} \nu \, ds \right) / \left( \int_{I_k} b_k \, ds \right).
$$

(4.37)

The second integral in the right-hand side of (4.9) can be rewritten by using the mean value $\overline{\nu}$ of $\nu$ on $I_k$, leading to

$$
\sum_k C_k h_k \int_{I_k} (g - u) \overline{\nu} \, ds = \sum_k C_k h_k \int_{I_k} (\overline{\nu} - \overline{\nu}) \overline{\nu} \, ds,
$$

(4.38)

where, obviously, $h_k$ is the length of $I_k$. To simplify the notation, we can also set

$$
B_\Gamma(u, \nu) = \sum_k C_k h_k \int_{I_k} \overline{\nu} \overline{\nu} \, ds.
$$

(4.39)

Substituting (4.7) and (4.9) into (4.6), and using (4.10), (4.12) we finally obtain

$$
\left\{ \begin{array}{l}
\text{Find } u \in V_H \text{ such that : } \\
\int_{\Omega} \nabla u \cdot \nabla \nu \, dx - \int_{\Gamma} u \nu_{j/n} \, ds - \int_{\Gamma} \nu u_{j/n} \, ds + B_\Gamma(u, v) = 0 \\
\int_{\Omega} f \nu \, dx - \int_{\Gamma} g \nu_{j/n} \, ds + B_\Gamma(g, v) - F(\nu) \forall \nu \in V_H.
\end{array} \right.
$$

(4.40)

It is interesting to compare (4.13) with Nitsche’s method that, as studied in [Osw96], reads

$$
\left\{ \begin{array}{l}
\text{Find } u \in V_H \text{ such that : } \\
\int_{\Omega} \nabla u \cdot \nabla \nu \, dx - \int_{\Gamma} u \nu_{j/n} \, ds - \int_{\Gamma} \nu u_{j/n} \, ds + \alpha \int_{\Gamma} \nu \, ds = 0 \\
\int_{\Omega} f \nu \, dx - \int_{\Gamma} g \nu_{j/n} \, ds + \alpha \int_{\Gamma} g \nu \, ds \forall \nu \in V_H,
\end{array} \right.
$$

(4.41)

where $\alpha$ is a positive parameter to be adjusted, typically, to be of the order of the inverse of the mesh size. As we can see, the only differences between (4.13) and (4.14) are: i) the use of $B_\Gamma(u, v)$ (defined in (4.12)) instead of $\alpha \int_{\Gamma} \nu \, ds$, and ii) the addition of the term $F(\nu)$ to the right-hand side. In what follows, we will indicate a simple way
for computing $B_T(u, v)$ and $F(v)$ when using quadratic bubbles, thus producing an estimate of their order of magnitude.

Let then $T$ be a boundary triangle, and let $T_k$ be a subtriangle as in Fig. 1. We denote by $e_{k,i}$, $i = 1, 2, 3$ the edges of $T_k$, and assume $e_{k,3}$ to be the boundary edge; $M_k$ is the midpoint of $e_{k,3}$, and the $\lambda$'s are the usual barycentric coordinates of $T_k$ (see Fig. 3.) With this notation, the bubble is $b_k(x, y) = \lambda_1(x, y)\lambda_2(x, y)$. With usual techniques we find

$$\int_{I_k} b_k \, ds = |e_{k,3}|/6, \quad \int_{T_k} |\nabla b_k|^2 \, dx = \frac{(\sum_{i=1}^3 |e_{k,i}|^2)}{48|T_k|}, \quad (4.42)$$

so that (4.8) becomes

$$C_k = \frac{3(\sum_{i=1}^3 |e_{k,i}|^2)}{4|T_k||e_{k,3}|^2}. \quad (4.43)$$

Since $u$ and $v$ are linear on $e_{k,3}$, combining (4.12) and (4.16), and noting that in this case $h_k = |e_{k,3}|$, we obtain the following expression for $B_T(u, v)$

$$B_T(u, v) = \frac{3}{4} \sum_{k=1}^{NB} \frac{(\sum_{i=1}^3 |e_{k,i}|^2)}{|T_k|} u(M_k)v(M_k). \quad (4.44)$$

Notice that, when $g$ is used instead of $u$, the value $u(M_k)$ has to be replaced by the mean value of $g$ in $I_k$. We also point out that, comparing (4.17) with (4.14), we see that our method corresponds to choosing, in each $I_k$, a value of $\alpha$ of the order of $H_T/h_k^2$.

We now turn to the computation of the term $F(v)$, assuming that $f$ is constant in $T_k$ and $v$ is a basis function in $V_H$. Clearly, from (4.10) we have $F(v) = 0$ if $v$ is associated with an internal vertex of $T_H$. Otherwise, a simple computation shows that

$$F(v) = \sum_{k=1}^{NB} \int_{T_k} v \, ds. \quad (4.45)$$

In addition, it can easily be checked that

$$\int_{I_k} v \, ds = \frac{|I_k|v(M_k)}{2} = \frac{3}{4} \int_{T_k} v \, dx. \quad (4.46)$$
Hence,

\[ F(v) = \frac{3}{4} \sum_{k=1}^{N_B} \int_{T_k} f v \, dx. \]  \hfill (4.47)

Finally, we point out that, in domain decomposition procedures, the explicit knowledge of the Lagrange multiplier \( \lambda_k \) in (3.6) is needed in order to update the interface unknown \( g \) during an iterative solution. With our approach, once \( u \) has been computed out of (4.13), the value of \( \lambda_k \) in each \( I_k \) can be easily recovered from (4.5), which gives

\[ \lambda_k = (u_{/n})|_{I_k} + C_k \int_{I_k} (g - u) \, ds - f_k |T_k|/(2|e_{i,j}|). \]  \hfill (4.48)

5 Conclusions

The single-domain Dirichlet problem for a linear elliptic operator can be solved by the Lagrange multipliers technique, which is well suited when the boundary condition is given on a grid which does not match with the one used within the domain. If the problem with Lagrange multipliers is stabilized by boundary bubbles, it is possible (with “paper and pencil”) to eliminate a priori both bubbles and Lagrange multipliers. The resulting scheme, which is quite simple to implement, results in a variant of the Nitsche’s method [DW95]. As needed in domain decomposition procedures, the Lagrange multipliers can then be computed afterwards, in each subdomain, by an easy and economical post-processing.
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Preconditioning in $H(\text{div})$ and Applications

Douglas N. Arnold, Richard S. Falk and Ragnar Winther

1 Introduction

This paper summarizes the work of [Pes72], in which we consider the solution of the system of linear algebraic equations which arises from the finite element discretization of boundary value problems in two space dimensions for the differential operator $I - \text{grad div}$. The natural setting for the weak formulation of such problems is the space:

$$H(\text{div}) = \{ u \in L^2(\Omega) \mid \text{div } u \in L^2(\Omega) \}.$$  

Let $(\cdot, \cdot)$ denote the $L^2(\Omega)$ inner product of both scalar and vector-valued functions and

$$J(u, v) := (u, v) + (\text{div } u, \text{div } v)$$

denote the inner product on $H(\text{div})$. If $f \in L^2(\Omega)$, the weak formulation is to find $u \in H(\text{div})$ such that for all $v \in H(\text{div}),$

$$J(u, v) = (f, v).$$

This corresponds to the boundary value problem

$$(I - \text{grad div}) u = f \text{ in } \Omega, \quad \text{div } u = 0 \text{ on } \partial \Omega.$$  

Note that if $u$ is a gradient, then $(I - \text{grad div}) u = -\Delta u + u$, while if $u$ is a curl, then $(I - \text{grad div}) u = u$. A simple situation in which the operator $I - \text{grad div}$ arises occurs in the computation of $u = \text{grad } p$, where $p$ is the solution of the Dirichlet problem

$$-\Delta p + p = g \text{ in } \Omega, \quad p = 0 \text{ on } \partial \Omega.$$  

Then $u \in H(\text{div})$ satisfies

$$J(u, v) = -(g, \text{div } v) \text{ for all } v \in H(\text{div}).$$
Given a finite element subspace \( V_h \) of \( \mathbf{H}({\text{div}}) \), the natural finite element approximation scheme is: Find \( u_h \in V_h \) such that

\[
J(u_h, v_h) = (f, v_h) \quad \text{for all} \quad v_h \in V_h.
\]

We shall consider the case when \( V_h \) consists of the Raviart–Thomas space of index \( k \geq 0 \), i.e., functions which on each triangle are of the form

\[
v(x, y) = p(x, y) + (x, y)q(x, y), \quad p \in \mathcal{P}_k \times \mathcal{P}_k, \quad q \in \mathcal{P}_k,
\]

(where \( \mathcal{P}_k \) denotes the polynomials of degree \( \leq k \)) and for which \( v \cdot n \) is continuous from triangle to triangle. The goal is to find an efficient procedure for solving the discrete linear system corresponding to this discretization, which we write as \( J_h u_h = f_h \). Denoting the eigenvalues of \( J_h \) by \( \sigma(J_h) \), since the spectral condition number

\[
\kappa(J_h) := \frac{\max |\sigma(J_h)|}{\min |\sigma(J_h)|}
\]

of the operator \( J_h \) is \( O(h^{-2}) \), we will clearly need to precondition any standard iterative scheme if we want the number of iterations needed to achieve a given accuracy to be independent of \( h \).

## 2 Preconditioning in the Abstract

Let \( X_h \subset L^2 \) be a finite dimensional normed vectorspace. We identify \( X_h \) and \( X_h^* \) as sets, but put the dual norm on the latter (dual with respect to the \( L^2 \) inner product). Let \( A_h : X_h \to X_h^* \) be an \( L^2 \)-symmetric linear isomorphism. We suppose that \( X_h \) is endowed with an appropriate (energy) norm, i.e., we suppose that

\[
\| A_h \|_{L(X_h, X_h^*)}, \quad \| A_h^{-1} \|_{L(X_h^*, X_h)} = O(1).
\]

Given \( f_h \in X_h \), we wish to solve \( A_h x_h = f_h \) by applying a standard iterative method such as CG or MINRES to the equation \( \mathcal{B}_h A_h x_h = \mathcal{B}_h f_h \), where \( \mathcal{B}_h : X_h \to X_h \) is an \( L^2 \)-symmetric, positive definite preconditioner. Our goal is to define \( \mathcal{B}_h \) so that the action of \( \mathcal{B}_h \) is easily computable and \( \kappa(\mathcal{B}_h A_h) \) is bounded uniformly with respect to \( h \). Since

\[
\max |\sigma(\mathcal{B}_h A_h)| \leq \| \mathcal{B}_h A_h \|_{L(X_h, X_h)} \leq \| A_h \|_{L(X_h, X_h^*)} \| \mathcal{B}_h \|_{L(X_h^*, X_h)}
\]

and

\[
\frac{1}{\min |\sigma(\mathcal{B}_h A_h)|} \leq \| (\mathcal{B}_h A_h)^{-1} \|_{L(X_h^*, X_h)} \leq \| A_h^{-1} \|_{L(X_h^*, X_h)} \| \mathcal{B}_h^{-1} \|_{L(X_h, X_h^*)}
\]

\( \mathcal{B}_h \) is an effective preconditioner if

\[
\| \mathcal{B}_h \|_{L(X_h^*, X_h)} \| \mathcal{B}_h^{-1} \|_{L(X_h, X_h^*)} = O(1).
\]

In other words, \( \mathcal{B}_h \) is an effective preconditioner if it has the same mapping properties as \( A_h^{-1} \). Note that the energy norm, and not the detailed structure of \( A_h \), determine
these properties. Thus to solve the problem $J_h u_h = f_h$, we need to construct an efficiently computable operator $K_h : V_h \to V_h$ for which
\[
\| K_h \|_{L(V_h^*, V_h)} , \| K_h^{-1} \|_{L(V_h, V_h^*)} = O(1).
\]
We will show how this can be done using domain decomposition and multigrid techniques.

3 Applications

We are interested in the operator $I - \text{grad div}$ not for its own sake, but for its appearance in several important problems. Besides the example mentioned in the introduction, we will restrict our attention to two problems: the least squares formulation and the mixed formulation of second order scalar elliptic problems. Other examples are discussed in [Peh72]. We first discuss the least squares variational principle.

Consider the elliptic boundary value problem
\[
\text{div}(A \text{grad } p) = g \text{ in } \Omega, \quad p = 0 \text{ on } \partial \Omega,
\]
where the coefficient matrix $A$ is assumed measurable, bounded, symmetric, and uniformly positive definite on $\Omega$. Introducing $u = A \text{grad } p$ leads to the first order system
\[
u - A \text{grad } p = 0 \text{ in } \Omega, \quad \text{div } u = g \text{ in } \Omega, \quad p = 0 \text{ on } \partial \Omega.
\]
The least squares variational principle characterizes the solution $(u, p)$ as the minimizer of the functional
\[
\| v - A \text{grad } q \|^2 + \| \text{div } v - g \|^2
\]
over the space $H(\text{div}) \times \hat{H}^1$, where $\| \cdot \|$ denotes the $L^2(\Omega)$ norm and $\hat{H}^1$ denotes the subspace of functions in $H^1(\Omega)$ which vanish on the boundary of $\Omega$. Equivalently, we have the weak formulation
\[
B(u, p; v, q) = (g, \text{div } v) \quad \text{for all } (v, q) \in H(\text{div}) \times \hat{H}^1,
\]
where
\[
B(u, p; v, q) = (u - A \text{grad } p, v - A \text{grad } q) + (\text{div } u, \text{div } v).
\]
To discretize the least squares formulation, we let $X_h = V_h \times W_h$ be a finite-dimensional subspace of $H(\text{div}) \times \hat{H}^1$. Then $x_h := (u_h, p_h)$ is the minimizer over $X_h$ of
\[
\| v - A \text{grad } q \|^2 + \| \text{div } v - g \|^2,
\]
or in weak form,
\[
B(u_h, p_h; v, q) = (g, \text{div } v) \quad \text{for all } (v, q) \in X_h.
\]
Defining $A_h : X_h \to X_h$ by $(A_h x, y) = B(x, y)$ and $f_h \in X_h$ by $(f_h, (v, q)) = (g, \text{div } v)$, we may rewrite our problem as $A_h x_h = f_h$.

The key to the convergence theory for the least squares method is the following theorem (cf. Pehlivanov, Carey, Lazarov [Mar90] and Cai, Lazarov, Manteuffel, and McCormick [AG93]).
**Theorem 2.1** The bilinear form \( B \) is an inner product on \( \mathbf{H}(\text{div}) \times \tilde{H}^1 \) equivalent to the usual one.

A direct consequence of the theorem is that \( \mathcal{A}_h : X_h \to X_h \) is symmetric, positive definite and satisfies

\[
\|\mathcal{A}_h\|_{\mathcal{L}(X_h, X_h^*)}, \|\mathcal{A}_h^{-1}\|_{\mathcal{L}(X_h^*, X_h)} = O(1).
\]

Thus we need a preconditioner with the opposite mapping properties. Since \( X_h = V_h \times W_h \), we can choose a block diagonal preconditioner

\[
B_h = \begin{pmatrix}
K_h & 0 \\
0 & M_h
\end{pmatrix},
\]

where \( K_h \) is a good preconditioner in \( \mathbf{H}(\text{div}) \), i.e., it maps like \( \mathbf{J}_h^{-1} : V_h \to V_h \), and \( M_h \) is a good preconditioner in \( \tilde{H}^1 \), i.e., it maps like \( \Delta_h^{-1} : W_h \to W_h \). Hence we conclude that a good preconditioner for the discrete least squares system is obtained using an \( \mathbf{H}(\text{div}) \) preconditioner for the vector variable and a standard \( \tilde{H}^1 \) preconditioner for the scalar variable.

We next consider a mixed variational formulation of this boundary value problem. The mixed variational principle characterizes \((u, p)\) as a saddle point of

\[
\frac{1}{2}(A^{-1}v, v) + (q, \text{div } v) - (g, q),
\]

over \( \mathbf{H}(\text{div}) \times L^2 \), or, in weak form,

\[
(A^{-1}u, v) + (p, \text{div } v) = 0 \quad \text{for all } v \in \mathbf{H}(\text{div}),
\]

\[
(\text{div } u, q) = (g, q) \quad \text{for all } q \in L^2.
\]

Choosing \( X_h = V_h \times S_h \subset \mathbf{H}(\text{div}) \times L^2 \), we can define a discrete solution \( x_h = (u_h, p_h) \in V_h \times S_h \) by restricting either the variational or weak formulation. This may be written \( \mathcal{A}_h x_h = f_h \), with \( \mathcal{A}_h : X_h \to X_h \) \( L^2 \)-symmetric but indefinite, since \( \mathcal{A}_h \) has the form

\[
\mathcal{A}_h = \begin{pmatrix}
a & b \\
b^t & 0
\end{pmatrix}.
\]

The convergence of this method depends on the choice of \( V_h \) and \( S_h \). The key hypotheses for the convergence analysis are the Brezzi conditions:

\[
(A^{-1}v, v) \geq \gamma_1 \| v \|_{\mathbf{H}(\text{div})} \quad \text{for all } v \in V_h \text{ with } \text{div } v \perp S_h,
\]

\[
\inf \left\{ \sup_{q \in S_h} \frac{(q, \text{div } v)}{\| q \|_{\mathbf{H}(\text{div})}} \right\} \| v \|_{\mathbf{H}(\text{div})} \geq \gamma_2.
\]

These conditions are satisfied if \( V_h \) is the Raviart–Thomas space of index \( k \) and \( S_h \) the space of (discontinuous) piecewise polynomials of degree \( k \). Brezzi’s theorem states that if both hypotheses are satisfied, then \( \mathcal{A}_h \) is an isomorphism and \( \| \mathcal{A}_h^{-1} \|_{\mathcal{L}(X_h^*, X_h)} \) may be bounded in terms of the \( \gamma_i \).
We thus base our choice of $B_h$ on the discrete version of the isomorphism

$$
\begin{pmatrix}
A & -\grad \\
div & 0
\end{pmatrix} : H(\text{div}) \times L^2 \to H(\text{div})^* \times L^2.
$$

We again use a simple block-diagonal preconditioner, which this time takes the form

$$
B_h = \begin{pmatrix}
K_h & 0 \\
0 & I
\end{pmatrix},
$$

where $I$ is the identity on $S_h$ and again $K_h$ is a good preconditioner in $H(\text{div})$, i.e., it maps like $J_h^{-1} : \mathbf{V}_h \to \mathbf{V}_h$.

We remark that most other work on preconditioning such mixed methods uses the alternate isomorphism

$$
\begin{pmatrix}
A & -\grad \\
div & 0
\end{pmatrix} : L^2 \times \tilde{H}^1 \to L^2 \times H^{-1},
$$

which leads to a different (and less natural) choice of preconditioner.

### 4 An Additive Schwarz Preconditioner for $J_h$

We let $\mathcal{T}_h = \{\Omega_n\}_{n=0}^N$, denote the coarse mesh and $\mathcal{R}_h$ a refinement (the fine mesh). We let $\{\Omega_n^*\}_{n=1}^N$ be an overlapping covering aligned with the fine mesh such that $\Omega_n \subset \Omega_n^*$. We make the standard assumption of sufficient but bounded overlap. Let $V_n$ denote the Raviart–Thomas space approximating $H(\text{div}, \Omega_n)$ with the boundary condition $v \cdot n = 0$ on $\partial \Omega_n \setminus \partial \Omega$. Let $V_0$ denote the Raviart–Thomas approximation to $H(\text{div}, \Omega)$ using the coarse mesh.

Given $f \in V_h$, define $u_n \in V_n$ by $J(u_n, v) = (f, v)$ for all $v \in V_n$. The additive Schwarz preconditioner is then defined by $K_h f := \sum_{n=0}^N u_n$. Our main result for this domain decomposition preconditioner is the following theorem (cf. [Pes72] for the proof).

**Theorem 2.2** There exists a constant $c$ independent of both $h$ and $H$ for which $\kappa(K_h J_h) \leq c$.

Following the theoretical framework of Dryja–Widlund [GG95] or Xu [GPP96], a critical step of the proof is the following decomposition lemma.

**Lemma 2.1** For all $v \in V_h$, there exist $v_n \in V_n$ with $v = \sum_{n=0}^N v_n$ and

$$
\sum_{n=0}^N \|v_n\|^2_{H(\text{div})} \leq c \|v\|_{H(\text{div})}.
$$

The standard proof uses a partition of unity $\{\theta_n\}_{n=1}^N$ and takes $v_0 \in V_0$ a suitable approximation of $v$ and $v_n = \Pi_h[\theta_n(v - v_0)]$ with $\Pi_h$ a suitable local projection into $V_h$. The analysis leads to the following estimates.

$$
\|\text{div} v_n\| \leq c \|\text{div}[\theta_n(v - v_0)]\|
\leq c \|\grad \theta_n\| L^\infty \|v - v_0\| + \|\theta_n\| L^\infty \|\text{div}(v - v_0)\|
\leq c H^{-1} \|v - v_0\| + \|\text{div}(v - v_0)\|.
$$
In the standard elliptic case we bound the first term using \( \| v - v_0 \| \leq CH \| v \|_1 \). However it is not true that \( \| v - v_0 \| \leq CH \| v \|_{H(\text{div})} \), so this approach fails. We are able to get around this problem by using a discrete Helmholtz decomposition, which we now describe.

Let \( V_h \) denote the Raviart–Thomas space of index \( k \), \( S_h \) the space of piecewise polynomials of degree \( k \), and \( W_h \) the space of \( C^0 \) piecewise polynomials of degree \( k + 1 \). Then we have the following discrete Helmholtz decomposition.

\[
V_h = \text{curl} \, W_h \oplus \text{grad} \, S_h,
\]

where \( \text{grad} : S_h \to V_h \) is defined by \( (\text{grad} \, s, v) = -(s, \text{div} \, v) \).

Returning to the decomposition lemma, we write \( v = \text{curl} \, w + \text{grad} \, s \) and observe that

\[
\| v \|_{H(\text{div})}^2 = \| \text{curl} \, w \|^2 + \| \text{grad} \, s \|_{H(\text{div})}^2.
\]

We then decompose each term separately. Since \( \| \text{curl} \, w \|_{H(\text{div})} \approx \| w \|_1 \), we can use the standard decomposition lemma on \( w \) to write

\[
w = \sum_{j=0}^{n} w_j, \quad \sum_{j=0}^{n} \| w_j \|_1^2 \leq c \| w \|_1^2.
\]

Taking curls gives us the desired result on the \( \text{curl} \, w \) term.

For \( v = \text{grad} \, s \) and \( v_0 = \text{grad} \, s_0 \), where \((s_0, v_0)\) is the mixed method approximation to \((s, v)\) in the space \( S_0 \times V_0 \), we can prove using standard results from the theory of mixed finite element approximations that

\[
\| v - v_0 \| \leq CH \| v \|_{H(\text{div})},
\]

and conclude the proof. The key is that although the above estimate does not hold for all \( v \in V_h \), it does hold when \( v = \text{grad} \, s \).

5  \textbf{V-cycle Preconditioner}

We consider a nested sequence of meshes \( \mathcal{T}_1, \mathcal{T}_2, \ldots, \mathcal{T}_N \), and let \( V_n \) be the Raviart-Thomas space of some fixed order subordinate to the mesh \( \mathcal{T}_n \). This gives a nested sequence of spaces \( V_1 \subset V_2 \subset \cdots \subset V_N = V_h \) and corresponding operators \( J_n : V_n \to V_n \).

We also require smoothers \( R_n : V_n \to V_n \), which we discuss below and the \( H(\text{div}) \)-projection operators \( P_n : H(\text{div}) \to V_n \). Multigrid then defines \( K_n : V_n \to V_n \) recursively starting with \( K_1 = J_1^{-1} \). We shall make use of the following multigrid convergence result.

\textbf{Theorem 2.3} Suppose that for each \( n = 1, 2, \ldots, N \) the smoother \( R_n \) is \( L^2 \)-symmetric and positive semi-definite and satisfies the conditions

\[
J([I - R_n]v, v) \geq 0
\]

\[
(R_n^{-1}[I - P_{n-1}]v, [I - P_{n-1}]v) \leq \alpha J([I - P_{n-1}]v, [I - P_{n-1}]v).
\]
Table 1  Condition numbers for the operator $J_h$ and for the preconditioned operator $K_hJ_h$, and iterations counts to achieve an $\varepsilon$ error reduction factor of $10^6$.

<table>
<thead>
<tr>
<th>level</th>
<th>$h$</th>
<th>elements</th>
<th>$\dim V_h$</th>
<th>$\kappa(J_h)$</th>
<th>$\kappa(K_hJ_h)$</th>
<th>iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>38</td>
<td>1.00</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1/2</td>
<td>8</td>
<td>16</td>
<td>153</td>
<td>1.32</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>1/4</td>
<td>32</td>
<td>56</td>
<td>646</td>
<td>1.68</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>1/8</td>
<td>128</td>
<td>208</td>
<td>2,650</td>
<td>2.17</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>1/16</td>
<td>512</td>
<td>800</td>
<td>10,670</td>
<td>2.34</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>1/32</td>
<td>2,048</td>
<td>3,136</td>
<td>42,810</td>
<td>2.40</td>
<td>8</td>
</tr>
<tr>
<td>7</td>
<td>1/64</td>
<td>8,192</td>
<td>12,416</td>
<td>-</td>
<td>-</td>
<td>8</td>
</tr>
</tbody>
</table>

Then there exists a constant $C$ independent of $h$ and $N$ such that the eigenvalues of $K_hJ_h$ lie in the interval $[1 - \delta, 1]$ where $\delta = C/(C + 2m)$, $m$ denoting the number of smoothings.

For standard elliptic operators many smoothers can be shown to satisfy the hypotheses, the simplest of which is the scalar smoother. However, the proof for the scalar smoother and some others fails in $H(div)$ and the multigrid preconditioner constructed with these smoothers is not effective. We shall consider an additive Schwarz smoother, defined in the following way. For each vertex of the mesh, consider the patch of elements containing that vertex. These patches form an overlapping covering of $\Omega$ and so determine an additive Schwarz operator. We use this operator as our smoother. The verification of the first hypothesis is routine. The standard proof of the second fails, but the difficulty can be surmounted by again using the discrete Helmholtz decomposition in a manner similar to that used for the proof of domain decomposition. The complete proof is given in [Pes72].

6 Numerical Results

First we made a numerical study of the condition number of $J_h$ and the effect of preconditioning. In Table 1.1, the level $m$ mesh is a uniform triangulation of the unit square into $2^{2m-1}$ triangles and has mesh size $h = 1/2^{m-1}$. The space $V_h$ is taken as the Raviart–Thomas space of index 0 on this mesh. The preconditioner $K_h$ is the V-cycle multigrid preconditioner using one application of the standard additive Schwarz smoother with the scaling factor taken to be 1/2. The fifth column of the table clearly displays the expected growth of the condition number of $J_h$ as $O(h^{-2})$, and the sixth column the boundedness of the condition number of the preconditioned operator $K_hJ_h$.

As a second numerical study, we used the Raviart–Thomas mixed method to solve the factored Poisson equation

$$u = \text{grad} \ p, \quad \text{div} \ u = g \quad \text{in} \ \Omega, \quad p = 0 \quad \text{on} \ \partial \Omega,$$

again on the unit square using the same sequence of meshes as in the first example. We chose $g = 2(x^2 + y^2 - x - y)$ so that $p = (x^2 - x)(y^2 - y)$. The discrete solution $(u_h, p_h)$
belongs to the space $V_h \times S_h$, with $V_h$ the Raviart–Thomas space described above and $S_h$ the space of piecewise constant functions on the same mesh. We solved the discrete equations both with a direct solver and by using the minimum residual method preconditioned with the block diagonal preconditioner having as diagonal blocks $K_h$ and the identity (as discussed previously). Full multigrid was used to initialize the minimum residual algorithm. That is, the computed solution at each level was used as an initial guess at the next finer level, beginning with the exact solution on the coarsest (two element) mesh. In Table 1.2, we show the condition number of the discrete operator $A_h$ and of the preconditioned operator $B_h A_h$. While the former quantity grows linearly with $h^{-1}$ (since this is a first order system), the latter remains small.

Table 2: Condition numbers for the indefinite operator $A_h$ corresponding to the mixed system and for the preconditioned operator $B_h A_h$.

<table>
<thead>
<tr>
<th>level</th>
<th>$h$</th>
<th>$\dim V_h$</th>
<th>$\dim S_h$</th>
<th>$\kappa(A_h)$</th>
<th>$\kappa(B_h A_h)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>8.25</td>
<td>1.64</td>
</tr>
<tr>
<td>2</td>
<td>1/2</td>
<td>16</td>
<td>8</td>
<td>15.0</td>
<td>1.32</td>
</tr>
<tr>
<td>3</td>
<td>1/4</td>
<td>56</td>
<td>32</td>
<td>29.7</td>
<td>1.68</td>
</tr>
<tr>
<td>4</td>
<td>1/8</td>
<td>208</td>
<td>128</td>
<td>59.6</td>
<td>2.18</td>
</tr>
<tr>
<td>5</td>
<td>1/16</td>
<td>800</td>
<td>512</td>
<td>119</td>
<td>2.34</td>
</tr>
</tbody>
</table>
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Scalable Substructuring by Lagrange Multipliers in Theory and Practice

Charbel Farhat and Jan Mandel

1 Introduction

The FETI (Finite Element Tearing and Interconnecting) method is a non-overlapping domain decomposition algorithm for the iterative solution of systems of equations arising from the finite element discretization of self-adjoint elliptic partial differential equations. It is based on using direct solvers in subdomains and enforcing continuity at subdomain interfaces by Lagrange multipliers. The dual problem for the Lagrange multipliers is solved by a preconditioned conjugate gradient (PCG) algorithm. The FETI method was developed in [Far91, FR91, FR92], and discussed in detail in the monograph [FR94]. Unlike other related domain decomposition methods using Lagrange multipliers as unknowns [GW88, Rou90], the FETI method uses the null spaces of the subdomain stiffness matrices (rigid body modes) to construct a small “coarse” problem that is solved in each PCG iteration. It was recognized in [FMR94] and proved mathematically in [MT96] that solving this coarse problem accomplishes a global exchange of information between the subdomains and results in a method which, for elasticity problems, has a condition number that grows only polylogarithmically with the number of elements per subdomain, and is bounded independently of the number of subdomains. For time-dependent problems, one has to solve a linear problem with positive definite subdomain matrices in each time step. The coarse space built from null spaces is lost, resulting in deteriorating convergence with growing number of subdomains. Quasi-optimal convergence properties were retained by introducing an artificial coarse space [FCM95]. For plate bending problems, the condition number was observed to grow fast with the number of elements per subdomain [FMR94]. This was resolved by adding to the coarse space Lagrange multipliers that enforce continuity at the corners [MTF]. A related idea has been employed in the Balancing Domain Decomposition (BDD) method for plates [LMV94], where approximate continuity of the iterates at crosspoints is enforced by adding new basis functions associated with corners to the original coarse space [Man93, MB96].
While the underlying ideas of FETI and BDD are in a way dual, FETI is not the BDD method applied to the dual problem. The distinguishing features of both FETI and the BDD method is that they are non-overlapping and work for standard plate and shell finite elements used in everyday engineering practice.

The formulation of the FETI method presented here is based on [MTF], where more details can be found. This formulation covers the original FETI for solids as well as extensions to time-dependent problems and plates and shells. The extension to shells and practical results draw partially on [FCMR95, FM95].

2 Abstract Formulation of FETI

Let $\Omega$ be a domain in $\mathbb{R}^2$ decomposed into $N_s$ non-overlapping subdomains $\Omega_1, \Omega_2, \ldots, \Omega_{N_s}$. We assume that there is a conforming finite element discretization defined on $\Omega$, such that each subdomain is a union of some of the elements. The discrete problem arising from this discretization can be formulated as the minimization of the energy subject to intersubdomain continuity conditions,

$$\mathcal{E}(u) = \frac{1}{2} u^T K u - f^T u \to \min \quad \text{subject to } Bu = 0. \quad (1)$$

Here,

$$u = \begin{bmatrix} u_1 \\ u_2 \\ \vdots \\ u_{N_s} \end{bmatrix}, \quad f = \begin{bmatrix} f_1 \\ f_2 \\ \vdots \\ f_{N_s} \end{bmatrix}, \quad K = \begin{bmatrix} K_1 & 0 & \cdots & 0 \\ 0 & K_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & K_{N_s} \end{bmatrix},$$

with $u_s$, $K_s$, and $f_s$ being the vector of degrees of freedom, the local stiffness matrix, and the load vector, respectively, associated with the subdomain $\Omega_s$, and $B = [B_1, B_2, \ldots, B_{N_s}]$ a given matrix such that $Bu = 0$ expresses the condition that the values of the degrees of freedom associated with two or more subdomains coincide.

The local stiffness matrices $K_s$ and hence $K$ are positive semidefinite. The algorithm will use a given full rank matrix

$$Z = \begin{bmatrix} Z_1 & 0 & \cdots & 0 \\ 0 & Z_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & Z_{N_s} \end{bmatrix}, \quad \text{Range } Z = \text{Ker } K.$$

We assume that the global structure is not floating, that is, the solution of (1) is unique, which is equivalent to $\text{Ker } K \cap \text{Ker } B = \{0\}$.

Introducing Lagrange multipliers $\lambda$ for the constraint $Bu = 0$, the problem (1) becomes

$$\begin{align*}
K u + B^T \lambda &= f \\
Bu &= 0
\end{align*} \quad (2)$$

A solution $u$ of the first equation in (2) exists if and only if $f - B^T \lambda \in \text{Range } K$, and

$$u = K^\dagger (f - B^T \lambda) + Z \alpha \quad \text{if } f - B^T \lambda \perp \text{Ker } K, \quad (3)$$
where \( \alpha \) is to be determined. Substituting \( u \) from (3) into the second equation of (2) yields \( BK^1(f - B^T\lambda) + BZ\alpha = 0 \). It follows that \( \lambda \) satisfies the system of equations

\[
P(F\lambda - d) = 0, \quad (4)
\]
\[
G^T\lambda = e, \quad (5)
\]

where \( G = BZ, F = BK^1B^T, d = BK^1f, P = I - G(G^TG)^{-1}G^T, e = Z^Tf \). Note that \( P \) is the orthogonal projection onto \( \text{Ker} \, G^T \). It can be proved that \( (G^TG)^{-1} \) exists [FR94, MTF].

It is easy to see that any two solutions \( \lambda \) of (4), (5) can differ only by a vector from \( \text{Ker} \, B^T \), and that any solution \( \lambda \) of (4), (5) yields the same solution \( u \) of (1) by (3) with \( \alpha = -(G^TG)^{-1}G^T(d - F\lambda) \).

The physical interpretation is that the Lagrange multipliers \( \lambda \) are *interface forces and moments*. From (3) and the definition of \( F \), the residual \( P(F\lambda - d) = -Bu \) has the interpretation of *jumps in the values of the degrees of freedom* between subdomains.

The condition \( f - B^T\lambda \perp \text{Ker} \, K \) means that the action of the loads and intersubdomain forces and moments does not excite rigid body motions.

To obtain more flexibility in the algorithm design, we add to the system (4), (5) a redundant weighted residual condition, and require that all iterates satisfy along with (5) a weighted residual condition

\[
C^TP(F\lambda - d) = 0, \quad (6)
\]

where \( C \) is another given matrix. The conditions (5), (6) will be enforced throughout the iterations by projecting the increments. For applications to static problems with solid elements, the additional constraint (6) is not necessary, but a proper choice of \( C \) is essential for time-dependent problems as well as plate and shell problems.

Increments that preserve (5), (6) form the subspace

\[
V' = \{ \mu | G^T\mu = 0, C^TPF\mu = 0 \}
\]

The operator \( PF \) is symmetric on \( \text{Ker} \, G^T \) in the sense that

\[
\langle PF\lambda, \lambda' \rangle = \langle \lambda, PF\lambda' \rangle, \quad \text{for all } \lambda, \lambda' \in \text{Ker} \, G^T,
\]

and positive definite on the factorspace \( \text{Ker} \, G^T / \text{Ker} \, B^T \), cf., [MTF].

To get an initial approximation \( \lambda_0 \) that satisfies (5), (6), we solve a system of equations for a given \( \lambda_0 \)

\[
\begin{align*}
G^TF(\lambda_0 + G\alpha + C\beta) + G^TG\mu &= G^Td, \\
C^TF(\lambda_0 + G\alpha + C\beta) + C^TG\mu &= C^Td, \\
G^T(\lambda_0 + G\alpha + C\beta) &= e
\end{align*}
\]

(7)

for unknowns \( \alpha, \beta, \mu \), and set \( \lambda_0 = \lambda_0 + G\alpha + C\beta \). We will use an analogous process to update a tentative search direction so that it satisfies (6): given \( \lambda \), one finds a projected search direction \( \lambda = \lambda + G\alpha + C\beta \), with \( \alpha, \beta \) determined from

\[
\begin{align*}
G^TF(\lambda + G\alpha + C\beta) + G^TG\mu &= 0, \\
C^TF(\lambda + G\alpha + C\beta) + C^TG\mu &= 0, \\
G^T(\lambda + G\alpha + C\beta) &= 0
\end{align*}
\]
Then $\lambda = Q\bar{\lambda}$, with $Q$ given by

$$Q = I - \begin{bmatrix} G & C & 0 \end{bmatrix} \begin{bmatrix} G^T F G & G^T F C & G^T G \end{bmatrix}^\dagger \begin{bmatrix} G^T F \cr C^T F G \cr G^T G \end{bmatrix},$$

where the superscript $\dagger$ denotes a generalized inverse. It can be proved that $[MTF]$

$$Q^2 = Q, \quad \text{Range } Q^T + \text{Ker } B^T = \text{Range } PF + \text{Ker } B^T. \quad (8)$$

Our formulation of the generalized FETI method is now the method of conjugate gradients in the space $V'$ for the operator $PF$, preconditioned by $QDQ^T$, where $D$ is symmetric positive semidefinite. It follows from (8) that the preconditioner $QDQ^T$ can be replaced by $QD$ without changing the method. Therefore, the following algorithm is obtained.

Algorithm 1 (Generalized FETI) Given an initial $\bar{\lambda}_0$, compute the initial $\lambda_0$ using (7), and compute the initial residual by

$$r_0 = P(F\lambda_0 - d).$$

Repeat for $k = 1, 2, \ldots$ until convergence:

$$z_{k-1} = Dr_{k-1}$$

$$y_{k-1} = Qz_{k-1}$$

$$\xi_k = \nu_k^T y_{k-1}$$

$$p_k = y_{k-1} + \frac{\xi_k}{\xi_{k-1}} p_{k-1} \quad (p_1 = y_0)$$

$$\nu_k = \frac{\xi_k}{p_k^T PFp_k}$$

$$\lambda_k = \lambda_{k-1} + \nu_k p_k$$

$$r_k = r_{k-1} - \nu_k PFp_k$$

3 Selection of Common Algorithm Components

Continuity Constraint $Bu = 0$

For a node $x_i$ at the intersection of two subdomains $\partial\Omega_r \cap \partial\Omega_s$, we define the continuity constraint on the displacement degrees of freedom by

$$(Bw)_r(x_i) = \sigma_{rs}(w_r(x_i) - w_s(x_i)) = 0.$$ 

We use a similar condition for derivative or rotation degrees of freedom, if present. Here, $\sigma_{rs} = 1$ or $\sigma_{rs} = -1$ is a constant assigned to the edge (in 2D) or side (in 3D). In particular, the entries of $B$ are $-1, 0, +1$, and they are constant along an edge or side between subdomains. Note that this construction of $B$ results in redundant constraints at all degrees of freedom that belong to more than two subdomain. This slightly increases the number of the Lagrange multipliers and complicates the analysis, but makes a simpler parallel implementation possible.
**Dirichlet Preconditioner**

Decompose the space of all the degrees of freedom into the space of the degrees of freedom lying on the subdomain interfaces, and the degrees of freedom internal to the subdomains

\[ W = W_b \times W_i, \]

where the subscript \( b \) denotes the block of degrees of freedom on subdomain boundaries, and the subscript \( i \) denotes degrees of freedom internal to the subdomains. Then,

\[ B = [B_b, 0], \]

since \( B \) has nonzero entries for the subdomain interface degrees of freedom only. Also,

\[ Z = \begin{bmatrix} Z_b \\ Z_i \end{bmatrix}, \quad G = BZ = B_bZ_b, \quad \text{Ker} \ B^T = \text{Ker} \ B_b^T. \]

Let \( S \) be the Schur complement of \( K \) obtained by elimination of the degrees of freedom internal to all subdomains:

\[ S = K_{bb} - K_{bi}K_{ii}^{-1}K_{ib}. \]  \hspace{1cm} (9)

It is easy to see that

\[ F = BK^T + B^T = B_bS_b^T B_b^T, \]

and that \( \text{Ker} \ S = \text{Range} \ Z_b \). It is well known that the evaluation of the matrix-vector product \( S^T u \) reduces to the solution of independent Neumann problems on all subdomains. Analogously to (10), we choose \( D = B_bS_bB_b^T \), giving the preconditioner

\[ QD = QB_bS_bB_b^T. \]  \hspace{1cm} (11)

This preconditioner is called the **Dirichlet preconditioner**, since evaluating the matrix-vector product \( Sr \) is equivalent to solving independent Dirichlet problems on all subdomains.

**Lumped Preconditioner**

This is a simplified version of the Dirichlet preconditioner (11), which trades mathematical quasi-optimality for a lower cost per PCG iteration. The Schur complement \( S \) of \( K \) obtained from (9) is replaced simply by its leading term \( K_{bb} \). This is equivalent to “lumping” each subdomain stiffness on its interface boundary. The resulting preconditioner is given by

\[ QD = QB_bK_{bb}B_b^T \]

\hspace{1cm} (12)

4 Special Instances of FETI

**FETI for Solid Mechanics (Second-Order Elasticity)**

The original FETI algorithm [Far91, FR91, FR92] is obtained by omitting the condition (6). Then, \( Q \) becomes the identity, and an initial approximation \( \lambda_0 \) is only
required to satisfy $G^T \lambda_0 = e$. It was proved in [MT96] that for the Laplace equation, $P_1$ conforming elements, and the Dirichlet preconditioner both in 2D and 3D, and under the usual technical assumptions about the shape regularity of the elements and the subdomains, one has the following upper bound on the condition number

$$\kappa = \frac{\lambda_{\text{max}}(QDPF)}{\lambda_{\text{min}}(QDPF)} \leq C \left( 1 + \log \frac{H}{h} \right)^\gamma \quad (13)$$

where $h$ is the characteristic element size, $H$ the characteristic subdomain size, and $\gamma = 3$. If there are no nodes shared between more than two subdomains, and in some other special cases, (13) holds with $\gamma = 2$.

The bound (13) no longer holds for the lumped preconditioner, but one observes a superconvergence effect instead [FMR94]. Because the operator $PF$ is a discretization of the inverse of a differential operator, which is compact, the eigenvalues are clustered around zero. Since the convergence of conjugate gradients after $k$ steps is determined by the spectrum left after removing $k$ extremal eigenvalues, this distribution of eigenvalues results in fast convergence. Unfortunately, as the number of subdomains increases, the spectrum fills in and the superconvergence effect is observed to disappear.

**FETI for Time-dependent Problems**

The solution of time-dependent problems by an implicit method calls for the repeated solution of linear systems with the subdomain matrices $K_s$ of the form

$$K_s = \tilde{K}_s + (\Delta t)^{-1} M_s, \quad (14)$$

where $\tilde{K}_s$ now denotes the subdomain stiffness matrix, $M_s$ is the subdomain mass matrix and $\Delta t$ is the time step. Because the mass matrix is positive definite, $\text{Ker} \ K \neq \{0\}$, $Z$ is void. Therefore, the natural coarse problem for the unknowns $\alpha$ is lost and the number of iterations increases with the number of subdomains. This can be corrected by the selection $C = B \tilde{Z}$, where $\tilde{Z}$ is chosen so that $\tilde{Z} = \text{diag} \bar{Z}_s$, Range $\bar{Z}_s = \text{Ker} \ K_s$. Then, it was again observed that the number of iterations is independent on the number of subdomains. It was proved that the iterates approach the static case in the following sense. Consider the FETI iterative process on a linear system with the matrices $K_s$ from (14) with $0 < \Delta t \leq +\infty$, and a fixed right hand side. Let $\lambda^k(\Delta t)$ denote the approximate solution after $k$ iterations of FETI for a given $\Delta t$. Then, for all $k$,

$$\lim_{\Delta t \to +\infty} \lambda^k(\Delta t) = \lambda^k(+\infty).$$

For further details, see [FCM95].

**FETI for Plates**

Here, the columns of $C$ are chosen as vectors with a one at the position of the Lagrange multiplier that enforces the continuity of the transversal displacement at a crosspoint, and zeroes elsewhere. A crosspoint is an interface node adjacent to at least three subdomains or to two subdomains and the complement of $\Omega$. That is,
Lagrange multipliers that correspond to crosspoints are enforced exactly throughout the iterations.

The condition number bound (13) was proved in [MTF95, MTF] for a general class of plate bending elements that have the property that the local stiffness matrix of the element is spectrally equivalent to that of the HCT element for the biharmonic equation [LMV94]:

$$c_1 K_T^{\text{HCT}} \leq K_T \leq c_2 K_T^{\text{HCT}}$$

where $K_T^{\text{HCT}}$ is the reduced HCT element stiffness matrix of the biharmonic equation [CT66], with the rotations interpreted as derivatives of the transversal displacement, and $K_T$ is the element stiffness matrix for a triangular or rectangular element with one displacement and two rotation degrees of freedom per node. The spectral equivalence (15) was proved in [LMV] for the particular case of the DKT element [BBH80], and for a general class of non-locking $P1$ Reissner-Mindlin elements that have the element energy functional equivalent to

$$\int_T \|\nabla \theta \|^2 \, dx + \frac{1}{\ell^2 + h^2} \int_T \|\theta - \nabla u\|^2 \, dx$$

with $u \in P_1(T), \theta \in (P_1(T))^2, h = \text{diam}(T), u$ the transversal displacement, and $\theta$ the rotation. This includes the DKT plate bending element as restated in [Pit87].

**FETI for Shells**

The ideas and theory governing the FETI method for plates [FCMR95, FM95] suggest that, for shell problems, the continuity of the component of the displacement field that is normal to the shell surface should be enforced at the substructure crosspoints throughout the PCG iterations. One approach for implementing this requirement and bypassing the difficulties associated with defining normals for non-smooth shell surfaces consists in enforcing the continuity of the displacement field at the substructure crosspoints in the direction of all three coordinate axes. Clearly,
this would automatically enforce the continuity of the normal component of the
displacement field at the crosspoints, while requiring only a minor modification of the
implementation of the FETI method for plates. More precisely, only the construction
of the $C$ matrix needs to be modified to have a one at the position of each of the three
Lagrange multipliers that enforce the continuity of each of the three displacement
degrees of freedom at a crosspoint. In [FCMR95], the authors have shown numerically
that, even for irregular shell problems with junctures, such an extension of the FETI
method preserves the quasi-optimal convergence properties proved mathematically
in [MTF95, MTF] for plate problems.

However, the extension of the FETI method to shell problems summarized above
generates a coarse crosspoint problem that is three times larger than that for plate
problems, because the continuity of all three displacement degrees of freedom rather
than the transversal displacement is enforced at the substructure crosspoints. Hence,
wherever the shell structure has a smooth surface, one can enforce only the continuity
of the normal component of the displacement field at a crosspoint. This is done by
setting $C_{ij} = n_x$, $C_{i+1,j} = n_y$, $C_{i+2,j} = n_z$ at that crosspoint and $C_{ij} = 0$ elsewhere,
and incurs the same computational cost as for plate problems. Here, $n_x$, $n_y$, and $n_z$
denote the three components of the normal to a shell surface at a given crosspoint.

5 Parallel Implementation and Computational Results

The parallel implementation of the FETI method is straightforward, except for the
solution of the coarse problem, which has been discussed in detail in [FC94, Far95].
Because of space limitation, we focus here on illustrating only the scalability properties
of this method with respect to the number of substructures and processors. The
additional scalability of the FETI method with respect to the mesh size has already
been demonstrated and reported in all the FETI references cited in this paper.

For this purpose, we consider the stress analysis on a Paragon XP/S system of
a submarine structure loaded by a standing pressure wave (Fig. 1). The finite element
model contains 60332 nodes, 120064 three-noded shell elements, a total of 361735
active degrees of freedom, and many structural junctures. The mesh is partitioned
into 30, 40, 60, and 80 substructures with good aspect ratios [FMB95] for parallel
computations on a Paragon XP/S system (2).

For structural analyses were performed using the FETI method for shells. The corresponding performance results are summarized in Table 1.

Clearly, scalability is well demonstrated for the solution of the coarse problems as well as the solution of the overall problem. The size of the coarse problem increases with the number of substructures and processors, but the CPU time elapsed in forming and solving iteratively the repeated coarse problems is shown to remain almost constant. Moreover, the convergence rate is observed to be almost independent of the number of substructures, and the measured total solution time decreases superlinearly with the number of processors.
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An Asymptotically Optimal Substructuring Method for the Stokes Equation

Boris N. Khoromskij and Gabriel Wittum

1 Introduction

In this paper, we propose and analyze an asymptotically optimal Schur complement interface reduction for the Stokes equation on plane polygonal domains. It is based on using special Poincaré-Steklov (PS) operators, see also [QV91]. We refer to [KW96] for the related results based on a coupling of the stream function-vorticity formulation and the decomposition approach from [GP79]. The multigrid methods of finite elements (FE) for the Stokes and Navier-Stokes equations have been considered, e.g. in [Wit89].

The main ingredient of our method is an appropriate factorization of the matrix-valued traction operator $S_T^{-1} : u \rightarrow (\sigma_{nn}, \sigma_{nt})^T$ which maps the trace of the velocity vector into the normal and shear stress components $\sigma_{nn}$ and $\sigma_{nt}$. We introduce a symmetric and positive definite (s.p.d.) Poincaré-Steklov operator $S_m$ for the Stokes equation, see (10), which maps the trace of the pressure into the normal velocity component under the constraints $u_{nn} = div u_n = 0$. This interface operator admits a stable FE approximation providing an asymptotically optimal stiffness matrix compression. We study the mapping properties of the continuous PS operator and briefly discuss the corresponding discrete FE approximations. In the case of a rectangular domain, we apply the algorithm of the complexity $O(N \log^2 N)$ for the fast Schur complement matrix-vector multiplication, where $N$ is the number of degrees of freedom on the (subdomain) boundary, see [KW97]. For domains composed of $M \geq 1$ rectangular substructures, our interface reduction is shown to have a complexity $O(MN \log^{q_r} N)$, where $q_r = 2$ for the multilevel BPX interface preconditioner [JHBX90] and $q_r = 3$ in the case of a BPS type [BPS86] preconditioner. Using an interface reduction by the refined skeleton in the case of polygonal boundaries, see [Kho96, KP95, KS96, KW96], yields an algorithm of the same complexity as above, where $q_r + 1$ must be substituted for $q_r$. The approach proposed may be extended to the 3D case.

Let $\Omega \in R^2$ be a bounded domain with either a smooth or convex polygonal
boundary $\Gamma = \bigcup_{j=1}^{J} \Gamma_j$ composed of linear pieces $\Gamma_j$. For given $\alpha, \nu > 0$, $f \in L^2(\Omega)^2$ and $g \in \{ u \in H^{1/2}(\Gamma)^2 : (u_n, 1)_{L^2(\Gamma)} = 0 \}$, consider the Stokes equation:

Find $(u, p) \in X \times M$ such that

$$
\begin{align*}
\alpha u - \nu \Delta u + \nabla p &= f & \text{in } \Omega \in \mathbb{R}^2 \\
\text{div} u &= 0 & \text{in } \Omega \\
u u &= g & \text{on } \Gamma,
\end{align*}
$$

where $M = L^2_0(\Omega) = \{ p \in L^2(\Omega); \int_{\Gamma} p \, dx = 0 \}$, $X = H^1(\Omega)^2$.

For ease of presentation, consider the case $\alpha = 0$. Denote by $n = (n_1, n_2)^T$ and $\tau = (-n_2, n_1)^T$ the unit outward normal and tangential vectors, respectively. We use the standard notations $X_0 = H_0^1(\Omega)^2$, $V = \{ v \in X : \text{div} v = 0 \}$ and $V_0 = V \cap X_0$ and define the continuous bilinear form $a : X \times X \to R$ by

$$
a(u, v) := 2 \sum_{i,j=1}^{2} \int_{\Omega} \varepsilon_{ij}(u) : \varepsilon_{ij}(v) \, dx,
$$

where $\varepsilon_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right)$.

The $V_0$-ellipticity of $a(\cdot, \cdot)$, the trace theorem and validity of the LBB inf-sup condition

$$
\exists \beta > 0 : \sup_{v \in X_0} \frac{(q, \text{div} v)_{L^2(\Omega)}}{|v|_{1, \Omega}} \geq \beta \| q \|_{0, \Omega}, \quad \forall q \in M,
$$

imply a priori estimate $\| u \|_{1, \Omega} + \| p \|_{0, \Omega} \leq c \left( \| f \|_{-1, \Omega} + \| g \|_{1/2, \Gamma} \right)$, see [GR86, Lad69].

## 2 Poincaré-Steklov Operators for the Stokes equation

Introduce the Poincaré-Steklov (traction) operator

$$
S_{T}^{-1} u := \left( \begin{array}{c} S_{nn} \cr S_{tn} \cr S_{rn} \cr S_{\tau\tau} \end{array} \right) \left( \begin{array}{c} u_n \cr u_t \cr s_{nr} \cr s_{\tau\tau} \end{array} \right) := \left( \begin{array}{c} \sigma_{nn} \cr \sigma_{tn} \cr \sigma_{rn} \cr \sigma_{\tau\tau} \end{array} \right) : X_{n\tau} \to X_{n\tau}',
$$

by the identity

$$
(S_{T}^{-1} u, v)_\Gamma := \langle \sigma_{nn}(u), v_n \rangle_{L^2(\Gamma)} + \langle \sigma_{tn}(u), v_t \rangle_{L^2(\Gamma)} = \nu a(Tu, Tv),
$$

for $u, v \in X_{n\tau}(\Gamma)$, where $T : X_{n\tau}(\Gamma) \to V$ is the Stokes solution (extension) operator defined by (1) with $f = 0$. Here, $X_{n\tau}(\Gamma)$ is a trace space of the normal and tangential velocity components

$$
X_{n\tau}(\Gamma) := \{ v_{n\tau} = \left( \begin{array}{c} v_n \\ v_t \end{array} \right) : v \in H^{1/2}(\Gamma)^2, (v_n, 1)_{L^2(\Gamma)} = 0 \}, \quad \| v_{n\tau} \|_{X_{n\tau}} = \| v \|_{1/2, \Gamma}.
$$

Our purpose is the construction of an efficient FE approximation to the PS operator $S_{T}^{-1}$. To that end, we construct such approximations for the inverse to the block-diagonal components $S_{nn}^{-1}$ and $S_{\tau\tau}^{-1}$ defined as the PS operators on the subspaces
\( V_n = \{ v \in X_{nr} : v_r = 0 \} \) and \( V_r := \{ v \in X_{nr} : v_n = 0 \} \) respectively, each of which may be identified with a certain subspace of \( Y' \), where

\[
Y := \begin{cases} 
H^{-1/2}(\Gamma) = \left( H^{1/2}(\Gamma) \right)' & \text{if } \Gamma \in C^{1,1} \\
\prod_{j=1}^{J} H^{-1/2}(\Gamma_j) = \left( \prod_{j=1}^{J} H^{1/2}(\Gamma_j) \right)' & \text{if } \Gamma \text{ is a polygon.}
\end{cases}
\]

Denote \( Y'_\Gamma = \{ u \in Y' : (u,1)_{L^2(\Gamma)} = 0 \} \).

Consider more precisely the block structure of the \( 2 \times 2 \) matrix valued-operator \( S^{-1}_\Gamma \).

First introduce the basic PS operators associated with the Laplace and biharmonic equations (see [KW96, KS90] for the corresponding variational formulations)

\[
S^{-1}_\Delta : \mu \mapsto \frac{\partial}{\partial n} u|_\Gamma \in H^{-1/2}(\Gamma); \quad \begin{cases} 
\Delta u = 0, & u \in H^1(\Omega) \\
u|_\Gamma = \mu \in H^{1/2}(\Gamma),
\end{cases} \quad (5)
\]

\[
S^{-1}_{\Delta^2} : \gamma \mapsto -\Delta \psi|_\Gamma \in Y; \quad \begin{cases} 
\Delta^2 \psi = 0, & \psi \in H^2(\Omega) \cap H^1_0(\Omega) \\
\frac{\partial \psi}{\partial n} = \gamma \in Y'.
\end{cases} \quad (6)
\]

Introduce the operator \( \tilde{S}_\Delta : g \mapsto \psi|_\Gamma \), where \( \psi \in H^1(\Omega) \) solves the equation

\[
\begin{cases} 
\Delta \psi = \frac{1}{\text{meas } \Gamma} \int g ds \text{ in } \Omega \\
\frac{\partial \psi}{\partial n} = g \text{ on } \Gamma.
\end{cases} \quad (7)
\]

This operator coincides with \( S_\Delta \) for \( g \in H^{-1/2}_1(\Gamma) = \{ u \in H^{-1/2}_1(\Gamma) : (u,1)_{L^2(\Gamma)} = 0 \} \).

Let \( D = \frac{d}{ds} \) and \( D^{-1} u = \int_{\Gamma} u(s) ds, \forall u \in H^{-1/2}_1(\Gamma) \). Note that the operators \( S^{-1}_\Delta \) and \( D \) provide isomorphisms from \( H^{1/2}_1(\Gamma) = \{ u \in H^{1/2}_1(\Gamma) : (u,1)_{L^2(\Gamma)} = 0 \} \) onto \( H^{-1/2}_1(\Gamma) \) and \( \text{Ker } S^{-1}_\Delta = \text{Ker } D = \text{span}\{1\} \). The operator \( S^{-1}_{\Delta^2} : H^{1/2}_1(\Gamma) \to H^{-1/2}_1(\Gamma) \) is s.p.d., while \( D = -D^* \) is a skew-symmetric one. Due to [KS90], we know that the mapping \( S^{-1}_{\Delta^2} : Y' \to Y \) is continuous and s.p.d.

**Lemma 2.1** The operator \( S^{-1}_\Gamma : X_{nr} \to X_{nr}' \) is continuous, symmetric and positive semidefinite. The representation

\[
S^{-1}_\Gamma u = \left( \begin{array}{cc}
-D^{-1} S^{-1}_\Delta S^{-1}_{\Delta^2} D^{-1} & -D^{-1} S^{-1}_\Delta S^{-1}_{\Delta^2} - 2D \\
S^{-1}_{\Delta^2} D^{-1} & S^{-1}_{\Delta^2}
\end{array} \right) \begin{pmatrix} u_n \\ u_r \end{pmatrix}
\]

holds for \( \forall u \in X_{nr}(\Gamma) \).

**Proof.** The first assertion follows from definition (4) along the line of the proof of Theorem 3.1. To prove (8), we pass to the stream function-vorticity formulation \( \nu = \text{curl} \psi, \psi \in H^2(\Omega), \psi(x_0) = 0, x_0 \in \Gamma \)

\[
\begin{cases} 
\nu(\Delta \psi, \Delta \phi)_{L^2(\Omega)} = (f, \text{curl} \phi) & \forall \phi \in H^2_0(\Omega) \\
\psi = \int_{x_0} \phi ds; & \frac{\partial \psi}{\partial n} = -g_r & \text{on } \Gamma
\end{cases}
\]

(9)
using the properties of the biharmonic PS operator $S_{\Delta}^{-1}$ studied in [KS96]. More
detailed analysis of the representation (8) may be found in [KW96].

Since FE discretization to the operators $D$, $D^{-1}$ and $S_{\Delta}^{-1}$ is a rather standard topic,
a crucial point in the implementation of the matrix-valued operator (8) is an efficient
approximation to the operator $S_{\Delta}^{-1}$ associated with the bi-Laplacian. A mixed FE
approximation $S_{\Delta}^{-1}$ to $S_{\Delta}^{-1}$ by $P_1 - P_1$ elements has been developed in [KS96]. It was
shown to have the complexity $C(S_{\Delta}^{-1}) = O(N \log^q N)$, where $q = 2$ for a rectangular
domain and $q = 3$ in the case of convex polygons. However, the corresponding mixed
formulation turns out not to satisfy a uniform LBB condition with respect to the mesh
parameter $h > 0$. Thus, an optimal error estimate was not achieved in [KS96].

3 A New Interface Reduction by the Trace of the Pressure

To overcome the above drawback and to develop an approach which may be
potentially extended to the 3D problems, we introduce the new Poincaré-Steklov
operator associated with the Stokes equation, which admits a stable FE approximation
and provides a stiffness matrix compression scheme of the same complexity as for the
biharmonic operator $S_{\Delta}^{-1}$. Let $\Omega$ be either a convex polygon or a domain with a smooth
boundary. Introduce the operator $S_{\Delta} : Y \to Y'$ by

$$
S_{\Delta} : \lambda \to -(u_{\lambda})_{n|\Gamma}, \quad \text{where} \quad \begin{cases} 
\Delta p_{\lambda} = 0, & p_{\lambda|\Gamma} = \lambda \in Y \\
\nu \Delta u_{\lambda} - \nabla p_{\lambda} = 0, & \text{div} u_{\lambda|\Gamma} = 0; \quad (u_{\lambda})_{n|\Gamma} = 0, 
\end{cases} \quad (10)
$$

which maps the trace of the pressure $\lambda$ into the normal velocity component $(u_{\lambda})_n$ of the
solution to (10) (cf. the decomposition approach developed in [GP79]).

**Theorem 3.1** The operator $S_{\Delta} : Y \to Y'$ is continuous and s.p.d. on $Y/R$, such that $\ker S_{\Delta} = \text{span}\{1\}$, implying

$$
S_{\Delta} = -D S_{\Delta} D S_{\Delta}^{-1} S_{\Delta} D \quad \text{and} \quad S_{\Delta}^{-1} = -S_{\Delta}^{-1} D S_{\Delta}^{-1} S_{\Delta}^{-1} \quad \text{on} \ Y.
$$

There exists continuous and s.p.d. pseudoinverse $S_{\Delta}^{-1} : Y' \to Y/R$. There holds

$$
S_{\Delta}^{-1} u = \left( \begin{array}{c}
S_{\Delta}^{-1} D S_{\Delta}^{-1} D S_{\Delta}^{-1} - 2D \\
S_{\Delta}^{-1} D S_{\Delta}^{-1} + 2D - S_{\Delta}^{-1} D S_{\Delta}^{-1} - S_{\Delta}^{-1} D S_{\Delta}^{-1}
\end{array} \right) \begin{pmatrix} u_{n} \\ u_{r} \end{pmatrix}. \quad (12)
$$

**Sketch of the proof.** To prove the mapping properties of $S_{\Delta}$, we first note that the
constraint $\text{div} u_{\Gamma} = 0$ implies $\text{div} u = 0$ in $\Omega$ for any $u \in H^2(\Omega)$ satisfying (10). We then apply the basic variational formulation of the second equation in (10) (due to
the corresponding Green’s formula): $u_{\lambda} \in X_r$,

$$
\nu_{0}(u_{\lambda}, v) - (p, \text{div} v) = - \int_{\Gamma} \nu v_{n} ds \quad \forall \ v \in X_r = \{ z \in X : z|_{\Gamma} = 0 \}, \quad (13)
$$

which is valid since the conditions $\text{div} u_{\lambda|\Gamma} = 0$ and $(u_{\lambda})_{r|\Gamma} = 0$ yield the representation

$$
\sigma_{nn}(u_{\lambda}) = -p_{\lambda} + 2\nu \text{div} u_{\lambda|\Gamma} = -p_{\lambda} \quad \text{on} \ \Gamma.
$$
The symmetry and continuity of $S_{st}$ is derived by the variational equation
\[ \langle S_{st}\lambda, \mu \rangle_{L^2(\Gamma)} = \nu a(u_\lambda, u_\mu), \quad \forall \lambda, \mu \in Y. \] (14)

Indeed, due to the trace theorem and Korn’s inequality, it follows for $u_\lambda \in X_r$
\[ \| S_{st}\lambda \|_{V'}^2 = \| (u_\lambda)_n \|_{H^{1/2}(\Gamma)}^2 \leq c\| u_{\lambda|\Gamma} \|_{H^{1/2}(\Gamma)}^2 \leq c a(u_\lambda, u_\lambda) = \] (15)
\[ = \frac{c}{\nu} \langle S_{st}\lambda, \lambda \rangle_{L^2(\Gamma)} \leq \frac{c}{\nu} \| S_{st}\lambda \|_{Y'} \| \lambda \|_Y. \]

The positive definiteness of $S_{st}$ follows from:
a) the norm equivalence (see [KS96])
\[ \| \Lambda \mu \|_{L^2(\Omega)} \cong \| \mu \|_Y \quad \forall \mu \in Y, \] (16)
where the continuous mapping $\Lambda : Y \rightarrow L^2(\Omega)$, such that $\Lambda \mu = \varphi$ denotes a solution operator of the Dirichlet problem for the Laplace equation in a very weak form
\[ \int_{\Omega} \varphi \Delta z dx = \langle \mu, \frac{\partial z}{\partial \eta} \rangle_{L^2(\Gamma)} \quad \forall z \in H^2(\Omega) \cap H^1_0(\Omega), \quad \mu \in Y; \]

b) inf-sup condition (3) for the subspace $X_0$.
In fact, we use (16), (3), the continuity of $a(\cdot, \cdot)$ and obtain
\[ \| \lambda \|_Y \leq c \| p_\lambda \|_{0,\Omega} \leq \sup_{v \in X_0} \frac{(p_\lambda, d_i v v)}{|v|_{1,\Omega}} = \] (17)
\[ = \nu \sup_{v \in X_0} \frac{a(u_\lambda, v)}{|v|_{1,\Omega}} \leq c a(u_\lambda, u_\lambda)^{1/2} \leq c \nu^{1/2} \| S_{st}\lambda \|_{L^2(\Gamma)}^{1/2}. \]

The representations (11) and (12) follow from (8) and from the equivalence between (19) and (7), see also the proof of Theorem 3.2.

The operator $S_{st}$ provides an alternative representation (12) to the matrix-valued PS operator $S_{ST}^{-1}$. In this case, we may avoid the stream function-vorticity formulation and construct a stable FE approximation to $S_{st}$. Moreover, the representation (12) involves only the operators in the normal-tangential (i.e., dimensionally invariant) form and provides a natural base for an extension of the underlying techniques to the 3D case. The operator $S_{st}$ also provides an efficient boundary reduction to the Stokes equation (if $f = 0$) with respect to the trace of the pressure.

**Theorem 3.2** The trace $\lambda = p|_\Gamma$ of the solution $(u, p)$ to the Dirichlet problem (1) (with $f = 0$) satisfies
\[ \lambda \in Y/R : \quad \langle S_{st}^{-1}\lambda, \mu \rangle_{L^2(\Gamma)} = \langle g_n - (u_0)_n, \mu \rangle_{L^2(\Gamma)} \quad \forall \mu \in Y/R, \] (18)
where $u_0$ solves the following mixed problem for the vector Laplace equation
\[ -\nu \Delta u_0 = 0 \quad \text{in } \Omega; \quad (u_0)_n = g_r, \quad \text{div} u_0 = 0 \text{ on } \Gamma. \] (19)
Proof. The unique solvability of (19) is checked by using the substitution \( u_0 = \text{curl} \psi, \psi \in H^2(\Omega), \psi(x_0) = 0 \), where \( \psi \) satisfies (7) such that \( \frac{\partial \psi}{\partial n} = g_r \) and \( \frac{\partial \psi}{\partial \tau} = -(u_0)_n \). Then the assertion follows from Theorem 3.1. \( \square \)

**Remark 3.1** Equation (13) has an equivalent form

\[
\nu d(u_\lambda, v) + (\nabla p, v)_{L^2(\Omega)} = 0 \quad \forall v \in X_\tau, 
\]

where the bilinear form \( d : X \times X \to \mathbb{R} \) is defined by

\[
d(u, v) := (\text{curl} u, \text{curl} v)_{L^2(\Omega)} + (\text{div} u, \text{div} v)_{L^2(\Omega)}.
\]

Here, the operator \( \text{curl} : X \to \mathbb{R} \) is given by \( \text{curl} v = \frac{\partial v_y}{\partial x_2} - \frac{\partial v_x}{\partial x_2} \). For technical reasons, we further construct a discrete scheme on the base of above defined form \( d(\cdot, \cdot) \).

### 4 A Stable FE Approximation to the Interface Operator

Let \( \Omega \) be a rectangular domain. Assume \( M_h \in M \) and \( X_\tau \in X_\tau \) to be the spaces of \( P_1 \) iso \( P_2/P_1 \) FEs, see [Pir89], defined on the regular hierarchical triangulations \( T_h \) and \( T_{h/2} \) of \( \Omega \). Let \( u_{0h} \) be the discrete solution of (19) based on the FE approximation of the Poisson equation (7) with respect to \( M_h \). Introduce the equations

Given \( \lambda_h \in Y_h := (M_h | \Gamma, find \ p_{\lambda h} \in M_h, \ such \ that \ p_{\lambda h} = \lambda_h \) on \( \Gamma \)

\[
(\nabla p_{\lambda h}, \nabla q_h)_{L^2(\Omega)} = 0 \quad \forall q_h \in M_h \cap H^1_0(\Omega) ;
\]

Find \( u_{\lambda h} \in X_\tau \), such that:

\[
\nu d(u_{\lambda h}, v_h) - (p_{\lambda h}, \text{div} v_h) = -(\lambda_h, (v_h)_n)_{L^2(\Gamma)} \quad \forall v_h \in X_\tau .
\]

For any \( \lambda_h \in Y_h \), define FE approximation \( P_h \) to \( S_{ef} \) by

\[
\langle P_h \lambda_h, \mu_h \rangle = \nu d(u_{\lambda h}, u_{\mu h}), \quad \forall \mu_h \in Y_h .
\]

The \( s.p.d. \) operator \( P_h \) admits a fast matrix-vector multiplication. The discrete system related to (18) can now be written as a boundary equation with respect to the trace of the pressure

\[
\langle P_h \lambda_h, \mu_h \rangle = -((g - u_{0h}) \cdot n, \mu_h)_{L^2(\Gamma)} \quad \forall \mu_h \in Y_h .
\]

With \( \lambda_h \) satisfying (25), the approximate velocity \( u_h \) and the pressure \( p_h \) are given by \( u_h = u_{0h} + u_{\lambda h}, \quad p_h = p_{\lambda h} \). Assuming \( T_h \) to be the uniform triangulation, we may prove the main result.

**Theorem 4.1** The operator \( P_h : Y_h \to Y_h^l \) is \( s.p.d. \) on \( Y_h/R \) providing the norm equivalence

\[
\nu \langle P_h \mu_h, \mu_h \rangle \simeq \| \mu_h \|^2_{Y/R} \quad \forall \mu_h \in Y_h
\]

with constants of equivalence not depending on \( h \). There holds

\[
\| \lambda - \lambda_h \|_Y \leq c \ h \ (|u|_{2, \Omega} + |p|_{1, \Omega}).
\]
Sketch of the proof. Applying the trace theorem and Korn’s inequality, we obtain
\[ \langle p_h \lambda_h, \lambda_h \rangle = \nu d(u_{\lambda h}, u_{\lambda h}) \leq c |\lambda_h|_{Y/R} \|u_{\lambda h}\|_{H^{1/2}(\Gamma)} \leq |\lambda_h|_{Y/R} d(u_{\lambda h}, u_{\lambda h})^{1/2}. \]

The other direction follows from the norm equivalence \( p_{\mu h} ||v, \Omega = |\mu_h|_{V}, \forall \mu_h \in V_h \), see [KS96], the discrete inf-sup condition and continuity of \( d(\cdot, \cdot) \). Indeed,
\[
\begin{align*}
p_{\lambda h} \in M_h : & \quad \|\lambda_h\|_{Y/R} \leq c \|p_{\lambda h}\|_{0, \Omega} \leq c \sup_{v_h \in X_h} \frac{(p_{\lambda h}, div v_h)}{|v_h|_{1, \Omega}} = \\
& = \nu c \sup_{v_h \in X_h} \frac{d(u_{\lambda h}, v_h)}{|v_h|_{1, \Omega}} \leq \nu c d(u_{\lambda h}, u_{\lambda h})^{1/2} = \nu^{1/2} c \langle p_h \lambda_h, \lambda_h \rangle^{1/2}.
\end{align*}
\]

Now (27) follows from (26) and standard error estimates for (22) and (23), see [KW97] for more details.

Finally, the symmetric and positive definite FE approximation to \( S^{-1}_r \) from (12) is obtained by a substitution of \( D_h, S_{\Delta h} \) and \( P_h \) into (12) instead of the corresponding continuous operators.

Remark 4.1 Using the discrete operator \( P_h \), we immediately obtain an s.p.d. FE approximation to the biharmonic Poincaré-Steklov operator \( S^{-2}_{\Delta h} \) by \( S_{\Delta h}^{-2} = -S_{\Delta h}^{-1}D_h^{-1}P_hD_h^{-1}S_{\Delta h}^{-1} \) yielding an optimal approximation error and efficient matrix compression. This means that our interface reduction for the Stokes equation provides an efficient solver for the stream function-vorticity formulation as well.

5 An Interface Reduction by the Domain Decomposition

We consider the s.p.d. approximation of \( A_{\Gamma_h} \) by using the operator \( P_h \). To fix the idea, we assume \( \Omega = \bigcup \Omega_i \) to be composed of rectangular subdomains \( \Omega_i \). First derive an interface reduction to the equation (1) with the given right-hand side \( f \neq 0 \) and \( g = 0 \). For any subdomain \( \Omega_i \), assume the traction vector \( \psi_0i = \frac{\sigma_{\eta i}(u_{\eta i})}{\|\sigma_{\eta i}(u_{\eta i})\|_{1, \Gamma_i}} \) of the corresponding particular solution \( u_{\eta i} \in H^1_0(\Omega_i)^2 \) to be given. Define the related trace space on the skeleton \( \Gamma_0 = \bigcup \Gamma_i \) by
\[
Y_{\Gamma0} := \{ u = v|_{\Gamma0} : v \in H^1_0(\Omega)^2, ((v_i)_n, 1)_{\Gamma_i} = 0, i = 1, \ldots, M \}
\]
and equip it with the norm \( \|u\|_{Y_{\Gamma0}} = \inf_{z \in \mathbb{V}_0, z|_{\Gamma0} = u} \|z\|_{H^1(\Gamma0)} \). The interface reduction to (1) takes the form:

Find \( u \in Y_{\Gamma0} \), such that \( u = \mathbb{V}|_{\Gamma0} \) (\( \mathbb{V} \) solves (1) ) and satisfies
\[
\langle A_{\Gamma_h} u, v \rangle_{\Gamma0} := \sum_{i=1}^{M} (S_{\Gamma_i}^{-1} u_i, v_i)_{\Gamma_i} = \sum_{i=1}^{M} (\psi_{0i}, v_i)_{\Gamma_i}, \quad \forall v \in Y_{\Gamma0}.
\]

Due to \( V_0 \)-ellipticity of \( a(\cdot, \cdot) \), the continuous and symmetric operator \( A_{\Gamma_h} : Y_{\Gamma_h} \to Y_{\Gamma_h}^\prime \) is also positive definite. We approximate \( S_{\Gamma_i}^{-1} \) given by (12) using the s.p.d. operator \( P_h \). To avoid the divergence-free constraint \( ((u_i)_n, 1)_{\Gamma_i} = 0, i = 1, \ldots, M \) and then to
apply the standard preconditioning techniques, we first extend the interface operator $\tilde{A}_{Y_{T_o}}$ to the constraints-free trace space $\tilde{Y}_{T_o} := \{ \mathbf{u} = v|_{T_o} : v \in H^1_0(\Omega)^2 \}$ preserving the symmetry and the norm equivalence on $Y_{T_o}$. This extension is based on a scaling of the trace of the pressure on any subdomain boundary $\Gamma_i$ (by an appropriate choice of the constants $p_i = (p, 1)_{L^2(\Gamma_i)}$) and on using of a special coarse mesh space $Y_1$ responsible for the divergence-free constraints on $\Gamma_i$.

Let $Y_1 = \text{span}\{\mathbf{g}^i\}_{i=1}^M \subset \tilde{Y}_{T_o}$ be the coarse mesh space of the dimension $\text{dim} Y_1 = M$ (in general $\Gamma_i \subset \text{supp} g^i$), where the normalized basis functions $\mathbf{g}^i$ and the corresponding Gram matrix $G$ satisfy

$$\det G \neq 0, \quad G = \{g_{ij}\}_{i,j=1}^M, \quad g_{ij} = (\mathbf{g}^i, 1^j)_{T_o}, \quad 1^i = (1, 0)^T \text{ on } \Gamma_i. \quad (30)$$

Then the following splitting into the direct sum $\tilde{Y}_{T_o} = Y_{T_o} \oplus Y_1$ holds, such that $Y_1' = \text{span}\{\mathbf{f}^i\}_{i=1}^M = Y_{T_o}^\dagger$. Let $\mathbf{S}^{-1} = \tilde{Y}_{T_o} \rightarrow Y_{T_o}^\dagger$ be the Poincaré-Steklov operator corresponding to the weighted vector Laplacian. Define the operator $A_{1} : Y_1 \rightarrow Y_1'$ on $Y_1$ (by an inexact $h$-harmonic extension of $\mathbf{g}^i$) providing the norm equivalence

$$\langle A_{1\mathbf{g}}, \mathbf{g} \rangle_{T_o} \cong \langle \mathbf{S}^{-1}_{T_o} \mathbf{g}, \mathbf{g} \rangle_{T_o} \quad \forall \mathbf{g} \in Y_1. \quad (31)$$

We then obtain $\langle A_{T_o} \mathbf{u}, \mathbf{g} \rangle_{T_o} = 0$ and $\langle A_{1 \mathbf{g}}, \mathbf{u} \rangle_{T_o} = 0 \forall \mathbf{u} \in Y_{T_o}, \mathbf{g} \in Y_1$ by an appropriate scaling of $p_{T_o}$, and by the definition, respectively. The desired extension $A_{T_o}$ is now defined for any $\mathbf{u}, \mathbf{v} \in Y_{T_o}$ and $\mathbf{g}_0, \mathbf{g}_0 \in Y_1$ by

$$\langle A_{T_o} (\mathbf{u} + \mathbf{g}_0), \mathbf{v} + \mathbf{g}_0 \rangle_{T_o} = \langle A_{T_o} \mathbf{u}, \mathbf{v} \rangle_{T_o} + \langle A_{1 \mathbf{g}_0}, \mathbf{g}_0 \rangle_{T_o}. \quad (32)$$

If we assume the right-hand sides $\psi_{0i}$ to satisfy the compatibility conditions $(\psi_{0i}, \mathbf{g}^i)_{\Gamma_i} = 0$ (by an appropriate scaling of $\sigma_{mn}(\mathbf{u}_{0i})$), then (29) becomes equivalent to the equation

$$\mathbf{u} \in Y_{T_o} : \quad \langle A_{T_o} (\mathbf{u} + \mathbf{g}_0), \mathbf{v} \rangle_{T_o} = \sum_{i=1}^M (\psi_{0i}, \mathbf{v})_{\Gamma_i} \quad \forall \mathbf{v} \in Y_{T_o} \quad (33)$$

posed on the constraints-free trace space $\tilde{Y}_{T_o}$, and providing $\mathbf{g}_0 = 0$. Clearly, the operator $A_{T_o}$ is symmetric and positive definite. It may be shown to be spectrally equivalent to $\mathbf{S}^{-1}_{T_o}$. Thus, one may apply any standard preconditioners (which remain verbatim for the piecewise Laplacian) to solve the equation (33). In particular, the BPS, balancing type and multilevel BPX preconditioners may be constructed for the iterative solving of the interface equation (33). More detailed analysis of the abovementioned preconditioning techniques (also in the presence of right triangular substructures) may be found in [KW97]. An efficient computation of the residual for the equations (29) and (33) is based on a fast matrix-vector multiplication for the local Schur complement matrices $\mathbf{S}^{-1}_{T}$ associated with $\mathbf{S}^{-1}_{T_o}$. In the case of rectangular domains, the corresponding matrix compression scheme of the complexity $O(N \log^2 N)$ was presented in [KW97]. Here $N$ denotes the number of degrees of freedom on the subdomain boundary. With such compression algorithm, we arrive at the estimate $O(MN \log^q N)$ for the overall computational complexity of the PCG methods applied to the system (33). Here, $q_r = 2$ for the multilevel BPX preconditioner on the interface and $q_r = 3$ in the case of the BPS preconditioner.
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Non-overlapping Domain Decomposition Preconditioners with Inexact Solves

James Bramble, Joseph Pasciak and Apostol Vassilev

1 Introduction

In this paper, we consider the solution of the discrete systems of equations which result from finite element or finite difference approximation of second order elliptic and parabolic boundary problems. To effectively take advantage of modern parallel computing environments, algorithms must involve a large number of tasks which can be executed concurrently. Domain decomposition preconditioning techniques represent a very effective way of developing such algorithms. The parallelizable tasks are associated with subdomain solves.

There are two basic approaches to the development of domain decomposition preconditioners. The first is the so-called non-overlapping approach and is characterized by the need to solve subproblems on disjoint subdomains. Early work was applicable to domains partitioned into subdomains without internal cross-points [BW86], [BPS86b], [Dry89]. To handle the case of cross-points, Bramble, Pasciak and Schatz introduced in [BPS86a] algorithms involving a coarse grid problem and provided analytic techniques for estimating the conditioning of the domain decomposition boundary preconditioner, a central issue in the subject. Various extensions of these ideas were provided in [Wid88] including a Neumann-Dirichlet checkerboard like preconditioner. Subsequently, these techniques were extended to problems in three dimensions in [BPS89] and [Dry88]. A critical ingredient in the three dimensional algorithms was a coarse grid problem involving the solution averages developed in [BPS87]. Related work is contained in [CMW95], [Nep91], [Sm90].

The papers [BPS86b], [BPS86a], [BPS87], [BPS88], and [BPS89] developed domain decomposition preconditioners for the original discrete system. The alternative approach, to reduce to an iteration involving only the unknowns on the boundary, was taken in [BW86], [BPX91], [CMW95], and [Sm90]. The difference in the two techniques is important in that for the first, it is at least feasible to consider replacing the subproblem solves by preconditioners.
The second approach for developing domain decomposition preconditioners involves the solution of subproblems on overlapping subdomains. For such methods it is always possible to replace the subproblem solution with a preconditioning evaluation [BPWX91]. However, in parallel implementations, the amount of inter-processor communication is proportional to the amount of overlap. These methods lose some efficiency as the overlap becomes smaller [DW94]. Theoretically, they are much worse in the case when there are jumps in coefficients (see, Remark 3.3 below). In contrast, the convergence estimates for correctly designed non-overlapping domain decomposition algorithms are the same as those for smooth coefficients as long as the jumps align with subdomain boundaries.

Thus, it is natural to investigate the effect of inexact solves on non-overlapping domain decomposition algorithms. Early computational results showing that inexact non-overlapping algorithms can perform well were reported in [GW87]. References to other experimental work can be found in [DSW94]. Analysis and numerical experiments with inexact algorithms of Neumann–Dirichlet and Dirichlet types, under the additional assumption of high accuracy of the inexact solves, were given in [B89] and [HLM91]. Their analysis suggests that the inexact preconditioners do not, in general, preserve the asymptotic condition number behavior of the corresponding exact method, even when the forms providing the inexact interior solves are uniformly equivalent to the original.

In this paper, we develop new non-overlapping domain decomposition preconditioners with inexact solves. We provide variations of the exact algorithm considered in [BPS87]. We develop algorithms based only on the assumption that the interior solves are provided by uniform preconditioning forms. The inexact methods exhibit the same asymptotic condition number growth as the one in [BPS87] and are much more efficient computationally. Our algorithms are alternatives to and in many applications less restrictive than the preconditioners in [B89] and [HLM91]. The convergence estimates developed here are independent of jumps of the operator coefficients across subdomain boundaries.

An important aspect of the analysis provided in this paper is that the non-overlapping preconditioners are shown to be of additive Schwarz type. Even though the new methods are inspired by and implemented according to the classical non-overlapping methodology, they can be reformulated as additive Schwarz algorithms with appropriately chosen subspace decompositions.

The first algorithm of this paper involves a coarse subspace utilizing a simple extension defined in terms of the the average value of the function on the boundary. After preparing this manuscript, it has come to our attention that this extension was also used in a recent paper by Bjørstad, Dryja and Vainikko [BDV96] which was presented in the Eight Domain Decomposition meeting in the summer of 1995. Both the present paper and the one just mentioned rely on the use and analysis of a boundary form defined in terms of boundary averages. This boundary form was also analyzed in [BPS87].

The second algorithm in the present paper is a classical domain decomposition algorithm with inexact solves. It is shown to be an additive Schwarz procedure with special subspace decomposition. The particular decomposition depends on the inexact solve and thus needs to be investigated differently from the standard additive Schwarz approach. Finally, the results and analysis of the current paper were presented by the
2 Preliminaries and Notation

In this section we formulate a model elliptic problem and introduce the corresponding finite element discretization. We also outline the guiding principles in constructing our preconditioner.

We consider the Dirichlet problem

\begin{align}
\mathcal{L}u &= f \quad \text{in } \Omega, \\
u &= 0 \quad \text{on } \partial\Omega,
\end{align}

where \( f \) is a given function, \( \Omega \subset \mathbb{R}^n \) (\( n = 1, 2, 3 \)) is a bounded polyhedral domain with Lipshitz boundary, and

\[
\mathcal{L}v = -\sum_{i,j=1}^{n} \frac{\partial}{\partial x_i} \left( a_{ij} \frac{\partial v}{\partial x_j} \right).
\]

Here the \( n \times n \) coefficient matrix \( \{a_{ij}\} \) is symmetric, uniformly positive definite, and bounded above on \( \Omega \). This is a classical model problem for a second order uniformly elliptic equation.

The generalized Dirichlet form on \( \Omega \) is given by

\[
\mathcal{A}(v, w) = \sum_{i,j=1}^{n} \int_{\Omega} a_{ij} \partial_i v \partial_j w \, dx.
\]

This symmetric bilinear form is well defined for functions \( v \) and \( w \) in the Sobolev space \( H^1(\Omega) \). The \( L^2(\Omega) \)-inner product and the related norm are defined by

\[
(v, w)_{\Omega} = \int_{\Omega} vw \, dx
\]

and

\[
\|v\|_{\Omega}^2 = (v, v)_{\Omega}.
\]

Let \( H^1_0(\Omega) \) be the Sobolev space obtained by the completion of smooth functions with support in \( \Omega \) with respect to the norm in \( H^1(\Omega) \). The weak formulation of (1) in \( H^1_0(\Omega) \) is then given by the following.

Find \( u \in H^1_0(\Omega) \) such that

\[
\mathcal{A}(u, \varphi) = (f, \varphi), \quad \text{for all } \varphi \in H^1_0(\Omega).
\]

Given a finite dimensional subspace \( S^0_h(\Omega) \) of \( H^1_0(\Omega) \), the standard Galerkin approximation to (4) is defined by:

Find \( u_h \in S^0_h(\Omega) \) such that

\[
\mathcal{A}(u_h, \varphi) = (f, \varphi), \quad \text{for all } \varphi \in S^0_h(\Omega).
\]
To define $S_h^0(\Omega)$, we partition $\Omega$ into triangles $\{\tau_i^h\}$ (or tetrahedra) in the usual way. Here $h$ is the mesh parameter and is defined to be the maximal diameter of all such triangles. By definition, these triangles are closed sets. We assume that the triangulation is quasi-uniform. The collection of simplex vertices will be denoted by $\{x_i\}$.

By convention, any union of elements $\tau_i^h$ in a given triangulation will be called a mesh subdomain. In the sequel $\Omega$ is assumed partitioned into $n_d$ mesh subdomains $\{\Omega_k\}_{k=1}^{n_d}$ of diameter less than or equal to $d$. The notation $\Omega_k$ will be used for the set of all points of a subdomain including the boundary $\partial \Omega_k$.

We now define the finite element spaces. Let $S^0_h(\Omega)$ be the space of continuous piecewise linear (with respect to the triangulation) functions that vanish on $\partial \Omega$. Correspondingly, $S^0_h(\Omega_k)$ will be the space of functions whose supports are contained in $\Omega_k$ and hence each function in $S^0_h(\Omega_k)$ vanishes on $\partial \Omega_k$. $S_h(\Omega_k)$ will consist of restrictions to $\Omega_k$ of functions in $S^0_h(\Omega)$. Let $\Gamma$ denote $\bigcup_k \partial \Omega_k$ and let $S_h(\Gamma)$ and $S_h(\partial \Omega_k)$ be the spaces of functions that are restrictions to $\Gamma$ and $\partial \Omega_k$, respectively, of functions in $S^0_h(\Omega)$. We consider piecewise linear functions for convenience since the results and algorithms to be developed extend to higher order elements without difficulty.

The following additional notation will be used. Let the $L^2(\partial \Omega_k)$-inner product be denoted by

$$
\langle u, v \rangle_{\partial \Omega_k} = \int_{\partial \Omega_k} u v \, ds
$$

and the corresponding norm by

$$
|v|_{\partial \Omega_k} = \langle v, v \rangle_{\partial \Omega_k}^{1/2}.
$$

On $S_h(\partial \Omega_k)$, the discrete inner product and norm are defined by

$$
\langle u, v \rangle_{\partial \Omega_k, h} = h^{n-1} \sum_{x_i \in \partial \Omega_k} u(x_i) v(x_i)
$$

and

$$
|v|_{\partial \Omega_k, h} = \langle v, v \rangle_{\partial \Omega_k, h}^{1/2}.
$$

Because of the mesh quasi-uniformity, the norm equivalence

$$
c |v|_{\partial \Omega_k}^2 \leq |v|_{\partial \Omega_k, h}^2 \leq C |v|_{\partial \Omega_k}^2
$$

holds for function $v \in S_h(\partial \Omega_k)$.

Here and in the remainder of the paper, we shall use $c$ and $C$ to denote generic positive constants independent of discretization parameters such as $h$, $d$, and subdomain index $k$. The actual values of these constants will not necessarily be the same in any two instances.

Finally, $D_h(\cdot, \cdot)$ denotes the Dirichlet inner product on $\Omega_k$ defined by

$$
D_h(v, w) = \sum_{i=1}^n \int_{\Omega_k} \partial_i v \partial_i w \, dx, \quad \text{for all } v, w \in H^1(\Omega_k).
$$
The development of a method for efficient iterative solution of (5) is the subject of our considerations in this section. In particular, using the decomposition of $\Omega$ described above, we shall define a bilinear form $B(\cdot, \cdot)$ on $S_h^0(\Omega) \times S_h^0(\Omega)$ which satisfies the following two basic requirements. First, the solution $W \in S_h^0(\Omega)$ of

$$B(W, \varphi) = (g, \varphi)_\Omega \quad \text{for all} \quad \varphi \in S_h^0(\Omega),$$

with $g$ given, should be more efficient to compute than the solution of (5). Second, the two forms should be equivalent in the sense that

$$\lambda_1 B(V, V) \leq A(V, V) \leq \lambda_2 B(V, V) \quad \text{for all} \quad V \in S_h^0(\Omega),$$

for some positive constants $\lambda_1$ and $\lambda_2$ with $\lambda_2/\lambda_1$ not too large. These conditions, though somewhat vague, serve as guidelines for our construction.

3 The Preconditioner $B(\cdot, \cdot)$

To define our domain decomposition preconditioner, we will need boundary extension operators. For each $k$, let us define linear extension operators $\mathcal{E}_k : S_h(\partial \Omega_k) \rightarrow S_h(\Omega_k)$ by

$$\mathcal{E}_k \phi(x_i) = \begin{cases} 
\phi(x_i) & \text{for } x_i \in \partial \Omega_k, \\
0 & \text{for } x_i \in \Omega_k \setminus \partial \Omega_k.
\end{cases}$$

We remind that the functions in the finite element spaces defined above are fully determined by their values at the grid nodes and thus it is sufficient to define the extensions $\mathcal{E}_k$ at the nodal points $x_i$. Also, $\mathcal{E}_k$ can be viewed as a linear operator $S_h^0(\Omega) \rightarrow S_h^0(\Omega)$ with a trivial modification of the above definition, namely

$$\mathcal{E}_k \phi(x_i) = \begin{cases} 
\phi(x_i) & \text{for } x_i \in \partial \Omega_k, \\
0 & \text{for } x_i \in \Omega \setminus \partial \Omega_k.
\end{cases}$$

We shall use $\mathcal{E}_k$ in both contexts since it will be easy to determine which is the right one from the functions $\mathcal{E}_k$ is applied to.

Similarly, let $\mathcal{E} : S_h^0(\Omega) \rightarrow S_h^0(\Omega)$ be defined by

$$\mathcal{E} \phi(x_i) = \begin{cases} 
\phi(x_i) & \text{for } x_i \in \Gamma, \\
0 & \text{for } x_i \in \Omega \setminus \Gamma.
\end{cases}$$

For each $k$, let $B_k(\cdot, \cdot)$ be a bilinear form on $S_h^0(\Omega_k) \times S_h^0(\Omega_k)$ which is uniformly equivalent to $A_k(\cdot, \cdot)$, where $A_k(\cdot, \cdot)$ is defined as in (3) but with integration only on $\Omega_k$. By this we mean that for each $k$ there are constants $c_k$ and $C_k$ with $C_k/c_k$ bounded independently of $h$ and $d$ such that

$$c_k B_k(V, V) \leq A_k(V, V) \leq C_k B_k(V, V), \quad \text{for all} \quad V \in S_h^0(\Omega_k).$$

The preconditioning form is given by
\[ B(U, V) = \sum_{k=1}^{n_d} B_k(U - \bar{U}_k - \mathcal{E}_k(U - \bar{U}_k), V - \bar{V}_k - \mathcal{E}_k(V - \bar{V}_k)) + h^{-1} \sum_{k=1}^{n_d} \tilde{a}_k \langle U - \bar{U}_k, V - \bar{V}_k \rangle_{\partial \Omega_k, h}. \] (12)

Here, \( \bar{U}_k \) denotes the discrete mean value of \( U \) on \( \partial \Omega_k \), i.e.,

\[ \bar{U}_k \equiv \langle U, 1 \rangle_{\partial \Omega_k, h}. \]

In (12), \( \tilde{a}_k, k = 1, \ldots, n_d \) are parameters. For example, if \( \tilde{a}_k \) is taken to be the smallest eigenvalue of \( \{a_{i,j}\} \) at some point \( x \in \Omega_k \) then

\[ C_k^{-1} \tilde{a}_k \mathcal{D}_k(v, v) \leq A_k(v, v) \leq C_k \tilde{a}_k \mathcal{D}_k(v, v), \quad \text{for all } v \in S_h(\Omega_k), \] (13)

where \( C_k \) depends only on the local variation of the coefficients \( \{a_{i,j}\} \) on the subdomain \( \Omega_k \). Consequently, we will assume that (13) holds with \( C_k / c_h \) bounded independently of \( d, h \), and \( k \).

We introduce some standard assumptions about the domain \( \Omega \), the subdomain splitting and the associated finite element spaces which are needed for the analysis. We start by requiring that the collection \( \{\Omega_k\} \) be quasi-uniform of size \( d \). Also, we shall assume that

\[ |u|_{2, \Omega_k}^2 \leq C \{ \epsilon^{-1} \| u \|_{1, \Omega_k}^2 + \epsilon \mathcal{D}_k(u, u) \}, \] (14)

holds for any \( \epsilon \) in \( (0, d] \) and all \( k \). Finally, we assume that a Poincaré inequality of the form

\[ \| v \|_{1, \Omega_k}^2 \leq C_d^2 \mathcal{D}_k(v, v) \] (15)

holds for functions \( v \) with zero mean value on \( \Omega_k \).

The inequalities (14) and (15) hold for all but pathological subdomains. A sufficient but by no means necessary condition for the above two inequalities is given in the following assumption.

Each \( \Omega_k \) is star-shaped with respect to a point. This means that for each \( \Omega_k \) there is a point \( \hat{x}_k \) and a constant \( c_k > 0 \) such that \( (x - \hat{x}_k) \cdot n(x) \geq c_k d \) for all \( x \in \partial \Omega_k \) which are not mesh vertices. We further assume that \( c_k \geq c \) for some constant \( c \) not depending on \( d, k \) or \( h \). Here \( n(x) \) denotes the outward unit normal vector to \( \partial \Omega_k \) at a nonvertex point \( x \).

The following theorem establishes bounds for the asymptotic behavior of the preconditioner \( B(\cdot, \cdot) \).

**Theorem 3.1** Let \( A(\cdot, \cdot) \) and \( B(\cdot, \cdot) \) be given by (3) and (12), respectively. Then there exist positive constants \( c \) and \( C \) not depending on \( d \) or \( h \) such that

\[ cA(V, V) \leq B(V, V) \leq C \frac{d}{h} A(V, V), \] (16)

for all \( V \in S_h^0(\Omega) \).
Remark 3.1 The preconditioning form \( B(\cdot,\cdot) \) defined above is not uniformly equivalent to \( A(\cdot,\cdot) \). Nevertheless, its preconditioning effect is very close to that of a uniform preconditioner for many practical problems, particularly in three spatial dimensions. The number of subdomains often equals the number of processors in a parallel implementation and it is now feasible to keep \( d \) on the order of \( h^{1/2} \). Applying a conjugate gradient method preconditioned by \( B(\cdot,\cdot) \) for solving (5) would result in a number of iterations proportional to \( h^{-1/4} \). In \( \mathbb{R}^3 \), if \( \Omega \) is the unit cube, \( h = 10^{-2} \) corresponds to a very large computational problem whereas \( 10^{1/2} \approx 3.2 \). Also, it is well known that classical overlapping domain decomposition algorithms with small overlap exhibit the same condition number growth but in contrast to our method the overlapping preconditioners are adversely sensitive to large jumps in the operator coefficients (see Remark 3.3 below).

Remark 3.2 The constants \( c \) and \( C \) in Theorem 3.1 depend on the local (with respect to the subdomains) behavior of the operator and the preconditioner. Clearly, one of the most influential factors on the local properties of \( A(\cdot,\cdot) \) and \( B(\cdot,\cdot) \) is the coefficient matrix \( \{a_{ij}\}\{\cdot\} \). In fact, the constants \( C_k \) in (13) depend on the local lower and upper bounds for the eigenvalues of \( \{a_{ij}\}\{\cdot\} \), and in general so do the constants \( c_k \) and \( C_k \) in (11). Therefore, in applications to problems with large jumps in the coefficients, it is desirable, if possible, to align the subdomain boundaries with the locations of the jumps. In this case the preconditioner (12) will be independent of these jumps.

Remark 3.3 The utilization of the averages \( \bar{U}_k \) plays the role of a coarse problem especially designed to take into account cases with interior subdomains and also applications with large jumps in the operator coefficients, provided that the locations of the jumps are aligned with the subdomain boundaries. To illustrate that the role of the averages in overcoming difficulties coming from large jumps of the coefficients is essential, we consider a conventional additive Schwarz preconditioner with minimal overlap [DW94]. The asymptotic condition number bound provided in [DW94] is the same as that of our theorem in the case of smooth coefficients. However, because of the deterioration in the approximation and boundedness properties of the weighted \( L^2 \) projection into the coarse subspace [BX91], the condition number of the preconditioned system for the minimal overlap algorithm when \( n = 3 \) can only be bounded by \( (d/h)^2 \).

Our preconditioner is very economical computationally. In fact, it allows the use of efficient subdomain preconditioners such as one multigrid V-cycle (cf. [Bra93]). The use of the simple extension \( \mathcal{E} \) also results in enhanced efficiency.

4 An Additive Schwarz Reformulation of the Domain Decomposition Algorithm

A very important observation for the subsequent analysis is that the preconditioner \( B(\cdot,\cdot) \) can be viewed as an additive subspace correction method (cf. [BPX90] and [Xu92]) with judiciously chosen subspaces. Let the linear operator \( \mathcal{E} : S^0_h(\Omega) \to S^0_h(\Omega) \) be defined by

\[
\mathcal{E}V = \mathcal{E}V + \sum_{k=1}^{n_u}(\bar{V}_k - \mathcal{E}_k\bar{V}_k).
\]
In the above definition, $\tilde{V}_k$ is a constant function with support in the closed subdomain $\Omega_k$. Furthermore, define

$$\tilde{S}_h^0(\Omega) = \{ v \in S_h^0(\Omega) \mid v = 0 \text{ on } \Gamma \}$$

and

$$S_T(\Omega) = \{ \tilde{E}v \mid v \in S_h^0(\Omega) \}.$$ 

Thus $\tilde{S}_h^0(\Omega)$ and $S_T(\Omega)$ provide a direct sum decomposition of $S_h^0(\Omega)$. The additive Schwarz preconditioner applied to $g \in S_h^0(\Omega)$ based on the above two spaces results in a function $Y = Y_0 + Y_T$ where $Y_0 \in \tilde{S}_h^0(\Omega)$ satisfies

$$B_0(Y_0, \phi) = (g, \phi), \text{ for all } \phi \in \tilde{S}_h^0(\Omega) \tag{17}$$

and $Y_T \in S_T(\Omega)$ satisfies

$$B_T(Y_T, \phi) = (g, \phi), \text{ for all } \phi \in S_T(\Omega). \tag{18}$$

Here $B_0(\cdot, \cdot)$ and $B_T(\cdot, \cdot)$ are symmetric and positive definite bilinear forms.

We shall see that the preconditioner in (12) is equivalent to the additive Schwarz method above when

$$B_0(\varphi, \phi) = \sum_{k=1}^{n_d} B_k(\varphi, \phi) \tag{19}$$

and

$$B_T(\varphi, \phi) = \frac{1}{h} \sum_{k=1}^{n_d} \tilde{a}_k \langle \varphi - \varphi_k, \phi - \phi_k \rangle_{\Omega_k, h}. \tag{20}$$

Let $W$ be the solution of (8). Then

$$B(W, \varphi) = B_k(W^{(k)}, \varphi) = (g, \varphi)_{\Omega}, \text{ for all } \varphi \in S_h^0(\Omega_k), \tag{21}$$

where $W^{(k)} = W - \bar{W}_k - \mathcal{E}_k (W - \bar{W}_k)$. The function $Y_0$ satisfying (17) is given by

$$Y_0 = W - \tilde{E}W \text{ on } \Omega_k.$$

The form given by (20) depends only on the boundary values of $\varphi$ and $\phi$. Also, the function $Y_T$ solving (18) equals the solution $W$ on $\Gamma$. From the definition of $\tilde{E}$,

$$Y_T = \tilde{E}W = \mathcal{E}W + \sum_{k=1}^{n_d} (W_k - \mathcal{E}_k W_k).$$

Thus, the solution $W$ of (8) is the result of the additive Schwarz algorithm with subspace decomposition given by $\tilde{S}_h^0(\Omega)$ and $S_T(\Omega)$, with forms defined by (19) and (20).
5 Alternative Inexact Additive Preconditioners

We now consider a classical technique for developing nonoverlapping domain decomposition preconditioners. The behavior of such methods has been investigated in the case when the boundary form is uniformly equivalent to the corresponding Schur complement subsystem [B89], [HLM91]. Here, we show that this method also reduces to an additive Schwarz preconditioner. In addition, we show that the inexact solve technique combined with the boundary form discussed earlier provides an effective preconditioner. Indeed, our results are much better than what would be expected from the analysis of [B89], [HLM91].

The classical inexact domain decomposition preconditioners are easily understood from the matrix point of view. In this case, one orders the unknowns so that the stiffness matrix corresponding to \( A(\cdot, \cdot) \) can be written in a block form as

\[
\begin{pmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{pmatrix}.
\]

Here \( A_{22} \) corresponds to the nodes on \( \Gamma \) and \( A_{11} \) to the remaining nodes. With this ordering, the form corresponding to a typical domain decomposition preconditioner (e.g., [BPS86a], [BPS87], [BPS88], [BPS89]) has a stiffness matrix of the form

\[
\hat{A} = \begin{pmatrix}
A_{11} & A_{12} \\
A_{21} & Z
\end{pmatrix},
\]

where \( Z = B_{22} + A_{21} A_{11}^{-1} A_{12} \) and \( B_{22} \) is the domain decomposition boundary preconditioning matrix. Inverting \( \hat{A} \) is a three step block Gaussian elimination procedure.

The classical inexact method is defined by replacing \( A_{11} \) with \( B_{11} \) where \( B_{11} \) is another symmetric and positive definite matrix. This defines a new preconditioning operator \( B \) given by

\[
B = \begin{pmatrix}
B_{11} & A_{12} \\
A_{21} & Z
\end{pmatrix}.
\]

(22)

Here \( \hat{Z} \) is given by \( \hat{Z} = B_{22} + A_{21} B_{11}^{-1} A_{12} \).

Generally, the inexact algorithm may not converge as well as the exact version. Even if one takes \( B_{22} \) to be the Schur complement, \( A_{22} - A_{21} B_{11}^{-1} A_{12} \), the inexact preconditioner may perform poorly unless the difference between the two matrices \( B_{11} \) and \( A_{11} \) is sufficiently small in an appropriate sense (see Theorem 5.1).

We now show that the inexact preconditioners correspond to additive Schwarz methods. The first subspace in this decomposition is \( \tilde{S}_h(\Omega) \). Let \( B_0(\cdot, \cdot) \) be the form on \( \tilde{S}_h(\Omega) \times \tilde{S}_h(\Omega) \) with stiffness matrix \( B_{11} \). The second subspace is given by

\[
\tilde{S}_h(\Gamma) = \left\{ \mathcal{E} \varphi + \varphi_0 \mid \varphi \in S_h(\Omega) ; \right\}
\]

\[
B_0(\varphi_0, \phi) = -A(\mathcal{E} \varphi, \phi), \text{ for all } \phi \in \tilde{S}_h(\Omega) \}.
\]

(23)
Clearly, the functions in $\hat{S}_h(\Gamma)$ are completely determined by their traces on $\Gamma$. Let $B_T(\cdot, \cdot)$ be the form on $\hat{S}_h(\Gamma) \times \hat{S}_h(\Gamma)$ with stiffness matrix $B_{22}$. $B_T(u, v)$ depends only on the boundary nodal values of $u$ and $v$ and thus naturally extends to $S_h^0(\Omega) \times S_h^0(\Omega)$.

Clearly, $\hat{S}_h^0(\Omega)$ and $\hat{S}_h(\Gamma)$ provide a direct sum decomposition of $S_h^0(\Omega)$. This decomposition is tied strongly to the bilinear form $B_0(\cdot, \cdot)$. In particular, if $B_0(\cdot, \cdot) \equiv A(\cdot, \cdot)$ on $\hat{S}_h^0(\Omega) \times \hat{S}_h^0(\Omega)$ then the space $\hat{S}_h(\Gamma)$ consists of discrete harmonic functions and the decomposition is $A(\cdot, \cdot)$-orthogonal. In general, the decomposition is not $A(\cdot, \cdot)$-orthogonal.

The preconditioner defined by (22) can be restated as an operator $B : S_h^0(\Omega) \rightarrow S_h^0(\Omega)$. In fact, it is a straightforward exercise to check that it corresponds to the preconditioning operator defined in the following algorithm.

**Algorithm 5.1** Given $g \in S_h^0(\Omega)$ we define $B^{-1}g = U$ where $U$ is computed as follows:

1. **Compute** $U_0 \in \hat{S}_h^0(\Omega)$ by solving
   \begin{equation}
   B_0(U_0, \varphi) = (g, \varphi) \quad \text{for all} \quad \varphi \in \hat{S}_h^0(\Omega).
   \end{equation}

2. **Compute the trace** $U_T$ on $\Gamma$ by solving
   \begin{equation}
   B_T(U_T, \mathcal{E}\phi) = (g, \mathcal{E}\phi) - A(U_0, \mathcal{E}\phi) \quad \text{for all} \quad \phi \in \hat{S}_h(\Gamma).
   \end{equation}

3. **Compute** $U_{T0}$ by solving
   \begin{equation}
   B_0(U_{T0}, \varphi) = -A(\mathcal{E}U_T, \varphi) \quad \text{for all} \quad \varphi \in \hat{S}_h^0(\Omega).
   \end{equation}

4. Set $U = U_0 + \mathcal{E}U_T + U_{T0}$.

Although the above algorithm appears as a multiplicative procedure, we shall now demonstrate that it is equivalent to an additive Schwarz method. It is easy to see that the problem solved in Step 2 of Algorithm 5.1 is independent of $U_0$. Indeed, for any $\phi \in \hat{S}_h(\Gamma)$, we decompose $\phi = \mathcal{E}\phi + \phi_0$ as in (23) and observe

\[ -A(\mathcal{E}\phi, U_0) = B_0(\phi_0, U_0) = (g, \phi_0). \]

Thus, Steps 2 and 3 of the above algorithm reduce to finding $U_T \in \hat{S}_h(\Gamma)$ such that

\begin{equation}
B_T(U_T, \phi) = (g, \phi) \quad \text{for all} \quad \phi \in \hat{S}_h(\Gamma).
\end{equation}

Hence, $B^{-1}g = U = U_0 + U_T$ where $U_0$ and $U_T$ satisfy (24) and (25) respectively, i.e., Algorithm 5.1 is an implementation of an additive Schwarz procedure.

Notice that Algorithm 5.1 avoids the need of knowing explicitly a basis for the space $\hat{S}_h(\Gamma)$ which could be either a computationally expensive problem or a significant complication of the overall algorithm. Obviously this procedure provides inexact variants of the methods given in [BPS86a], [BPS87], [BPS88], and [BPS89].

It follows that the preconditioning form $B(\cdot, \cdot)$ corresponding to the operator defined in Algorithm 5.1 is given by

\begin{equation}
B(V, V) = B_0(V_0, V_0) + B_T(V_T, V_T).
\end{equation}
Here $V = V_0 + V_\Gamma$ with $V_0 \in \tilde{S}_0^0(\Omega)$ and $V_\Gamma \in \tilde{S}_h(\Gamma)$.

In the remainder of this section we provide bounds for (26). We take

$$B_0(u,v) = \sum_{k=1}^{n_d} B_k(u,v)$$

where $B_k(\cdot, \cdot)$ is defined as in Section 3 (with $C_k/c_k$ in (11) bounded independently of $h$, $k$, and $d$). The first theorem in this section was given by Börgers [B89] and Haase et al. [HLM91] and provides a result when $B_{22}$ is uniformly equivalent to the Schur complement $A_{22} - A_{21} A_{11}^{-1} A_{12}$. This is the same as assuming that the quadratic form $B_\Gamma(\cdot, \cdot)$ is equivalent to the boundary form with diagonal

$$\inf_{\phi \in \tilde{S}_h^0(\Omega)} A(u + \phi, u + \phi), \text{ for all } u \in \tilde{S}_h(\Gamma). \quad (27)$$

**Theorem 5.1** Let $A(\cdot, \cdot)$ be given by (3) and $B(\cdot, \cdot)$ by (26). Assume that the quadratic form $B_\Gamma(\cdot, \cdot)$ is uniformly equivalent to the quadratic from induced by (27). In addition, let $\gamma$ be the smallest positive constant such that

$$|A(\varphi, \varphi) - B(\varphi, \varphi)| \leq \gamma A(\varphi, \varphi) \text{ for all } \varphi \in \tilde{S}_h^0(\Omega). \quad (28)$$

Then

$$c \left( \frac{\gamma}{h} \right)^{-1} A(U,U) \leq B(U,U) \leq C \frac{\gamma^2}{h} A(U,U)$$

holds for all $U \in S_0^0(\Omega)$ with constants $c$ and $C$ independent of $d$ and $h$.

**Remark 5.1** Condition (28) requires that $B_0(\cdot, \cdot)$ should be a good approximation to $A(\cdot, \cdot)$ for the preconditioner (26) to be efficient. The result of the theorem shows that if (28) holds with $\gamma$ on the order of $h^{1/2}$ then the preconditioner $B(\cdot, \cdot)$ is uniform. However, the development of a form $B_0(\cdot, \cdot)$ satisfying (28) usually involves significant additional computational work since $\gamma$ must tend to zero as $h$ becomes small. Alternatively keeping $\gamma$ fixed independent of $h$ may result in a rather ill-conditioned method when $h$ is small. However, there are examples of reasonably accurate preconditioners $B_0(\cdot, \cdot)$, e.g., multigrid V- or W-cycles, which appear to perform well when $h$ is not very small (cf. [B89]) due to the fact that the corresponding $\gamma$’s are comparable to $h^{1/2}$.

The main result of this section is given in the next theorem. It is for the case when

$$B_\Gamma(u,v) = h^{-1} \sum_{k=1}^{n_d} a_k (u - \bar{u}_k, v - \bar{v}_k)_{\partial \Omega_k \setminus h}, \text{ for all } u, v \in \tilde{S}_h(\Gamma). \quad (29)$$

**Theorem 5.2** Let $A(\cdot, \cdot)$ be given by (3), $B(\cdot, \cdot)$ be given by (26), and $B_\Gamma(\cdot, \cdot)$ defined by (29). Then

$$c A(U,U) \leq B(U,U) \leq C \frac{d}{h} A(U,U) \quad (30)$$

holds for all $U \in S_0^0(\Omega)$ with constants $c$ and $C$ independent of $d$ and $h$. 
Remark 5.2 The result of Theorem 5.2 shows that introducing inexact solves in the interior of the subdomains does not deteriorate the overall preconditioning effect of the corresponding exact method analyzed in [BPS87]. As we have pointed out in Remark 3.1, the adverse effect of \( h \) approaching zero on the condition number can be compensated for easily by adjusting the parameter \( d \). This balance is an alternative to (28) and could be a better choice when \( h \) is small relative to \( \gamma \). In fact, the utilization of the bilinear form (29) leads to computationally efficient algorithms, unconstrained by accuracy conditions like (28). The differences in the preconditioning effect of the inexact (Algorithm 5.1) and exact (cf. [BPS87]) methods are negligible. However, the savings of computational time are significant in favor of Algorithm 5.1.

REFERENCES


substructuring algorithms for elliptic problems in three dimensions, SIAM J. Numer.
Anal. 31(6): 1662-1694.
element problems in three dimensions, Technical Report 570, Courant Institute of
Mathematical Sciences, New York, NY.
differential equations with neumann boundary conditions, Parallel Comput. 5: 257–
263.
problems with discontinuous coefficients. In Glowinski R., Kuznetcov Y., Meurant
G., and Périaux J. (eds) Fourth International Symposium on Domain Decomposition
without subdomain overlap and with new coarse spaces. In Glowinski R., Périaux
J., Shi Z., and Widlund O. (eds) Domain Decomposition Methods in Science and
Engineering.
Equations of Linear Elasticity. PhD thesis, Courant Institute of Mathematical
Sciences, New York, NY.
[Xu92] Xu J. (1992) Iterative methods by space decomposition and subspace
A New Approach to Domain Decomposition Methods with Non-matching Grids

Abdellatif Agouzal and Naïma Debit

1 Introduction

Attempts at solving actual problems, e.g. heterogeneous equations, have revealed limitations of many classical domain decomposition methods. As a result, there has been renewed interest in new and alternative approaches.

In the context of non-matching grids, to our knowledge, three approaches are considered in literature: Mortar element methods, in primal formulation ([AMMP96],[BDM90],[BMP92]), or mixed or equilibrium formulation ([Ago96]); hybrid methods ([AT95],[RT97]); and primal-equilibrium coupling methods ([AL94a]). Mortar element type methods are based on the explicit construction of an approximation space. The approach we present here is a conforming one, in which no global approximation is constructed. The domain is decomposed in two block-subdomains allowing for internal subdomain decomposition. A primal variational formulation is used in one region, whereas an equilibrium one is used on the other. The flexibility of the method allows for use of different discretizations on each subdomain; of low-order type (e.g. finite element methods [Cla91]) or high-order type (e.g. spectral element methods [CHQZ88]). We will use in this paper either finite element or spectral element versions of the method. The solution is discontinuous on the interface, and the matching is implicitly contained in the equations formulation.

The main characteristics of the approach we introduce can be summarized as:

- Flexibility on the choice of discretizations on each subdomain;
- No global discrete space to contract : The global space is a product of local ones; the solution is "discontinuous" on the interface;
- No Lagrange multiplier is used to take into account the constraint on the interface.

This paper describes recent advances in the development of the present approach. We give here the main results and leave the detailed analysis for related papers.
2 Problem Formulation

The Continuous Case

The discussion here is restricted to second-order linear partial differential equations. We consider the solution of the Poisson equation on a domain $\Omega$ : Find $u$ such that

$$
\begin{cases}
Lu = -\Delta u + u = f & \text{in } \Omega, \\
u = 0 & \text{on } \Gamma = \partial \Omega.
\end{cases}
$$

where $f \in L^2(\Omega)$.

**Remark** In all what follows, $L$ can be replaced by $Lu = -\text{div}(K \text{ grad } u) + \beta \text{ grad } u + \sigma u$, provided that all corresponding problem is satisfy standard solvability hypotheses.

We suppose (for simplicity) that $\Omega$ is rectangularly decomposable, that is, there exist rectangular subdomains $\Omega_1$ and $\Omega_2$ such that

$$
\overline{\Omega} = \overline{\Omega_1} \cup \overline{\Omega_2}, \quad \Omega_1 \cap \Omega_2 = \emptyset.
$$

In the sequel, we set

$$
\Sigma = \partial \Omega_1 \cap \partial \Omega_2.
$$

![Figure 1](image)

First, we remark that this Problem can be factored to give the coupled system :

$$
\begin{align*}
\text{grad } u_1 &= p_1 \text{ in } \Omega_1, \\
-\text{div} p_1 + u_1 &= f \text{ in } \Omega_1, \\
-\Delta u_2 + u_2 &= f \text{ in } \Omega_2, \\
u_1 &= u_2 \text{ on } \Sigma, \\
u_1 &= 0 \text{ on } \Gamma_1 = \partial \Omega_1 / \Sigma, \\
u_2 &= 0 \text{ on } \Gamma_2 = \partial \Omega_2 / \Sigma, \\
p_1.n_1 + \frac{\partial u_2}{\partial n_2} &= 0 \text{ on } \Sigma
\end{align*}
$$

where $\frac{\partial}{\partial n_2}$ is the outward normal derivative, and $p_1.n_1$ is the outward normal trace of $p$.

In the framework of the numerical solution of (1) by finite element type or spectral element type methods [Cia91], it is essential to work in a suitable variational context. Otherwise stated, one has to use variational forms leading to a well-posed problem equivalent to system (1) in a given sense.
The weak form of (1) is given by seeking a pair \((p_1, u_2) \in H(\text{div}, \Omega_1) \times H^1_{\Gamma_{1,2},0}(\Omega_2)\) such that:

\[
\forall q_1 \in H(\text{div}, \Omega_1), \quad \int_{\Omega_1} (p_1 q_1 + \text{div} p_1 \text{div} q_1) dx - < q_1, n_1, u_2 >_\Sigma = - \int_{\Omega_1} f \text{div} q_1 dx,
\]

\[
\forall v_2 \in H^1_{\Gamma_{1,2},0}(\Omega_2), \quad \int_{\Omega_2} \{ \text{grad} u_2, \text{grad} v_2 + u_2 v_2 \} dx + < p_1, n_1, v_2 >_\Sigma = \int_{\Omega_2} f v_2 dx
\]

where \(< ., . >_\Sigma\) is the duality pairing between the function spaces \(H^1_{0,0}(\Sigma)\) and \(H^{-1}(\Sigma)\), and

\[
H^1_{0,\Gamma_2}(\Omega_2) = \{ v \in H^1(\Omega_2); \text{ such that } v = 0 \text{ on } \Gamma_2 \}.
\]

Note that the unknowns \(p_1\) and \(u_2\) are coupled only through the boundary integrals appearing in (2).

One can also write the problem (2) in another useful form, namely

Find \((p_1, u_2) \in H(\text{div}, \Omega_1) \times H^1_{\Gamma_{1,2},0}(\Omega_2)\) such that,

\[
\forall (q_1, v_2) \in H(\text{div}, \Omega_1) \times H^1_{\Gamma_{1,2},0}(\Omega_2),
\]

\[
B((p_1, u_2); (q_1, v_2)) = - \int_{\Omega_1} f \text{div} q_1 dx + \int_{\Omega_2} f v_2 dx
\]

where

\[
B((p_1, u_2); (q_1, v_2)) = \int_{\Omega_1} (p_1 q_1 + \text{div} p_1 \text{div} q_1) dx - < q_1, n_1, u_2 >_\Sigma
\]

\[
+ \int_{\Omega_2} \{ \text{grad} u_2, \text{grad} v_2 + u_2 v_2 \} dx + < p_1, n_1, v_2 >_\Sigma
\]

Concerning the existence and uniqueness results, we have

**Theorem 2.1** There exists a unique solution \((p_1, u_2)\) of problem (2). Moreover,

\[
p_1 = \text{grad} u_{|\Omega_1},
\]

\[
u_2 = u_{|\Omega_2},
\]

where \(u\) is the weak solution of the Helmholtz problem (2.1).

**Proof:** First remark that the bilinear form \(B(\cdot, \cdot)\) is \(H(\text{div}, \Omega_1) \times H^1_{0,\Gamma_2}(\Omega_2)\)-elliptic. We prove easily the continuity of this form. So by Lax-Milgram theorem, problem (2) has a unique solution. The second part of the theorem is obtained by a slight modification of standard arguments.

**The Approximated Problem**

For its numerical solution, the variational problem (2) must first be approximated by a problem with a finite number of unknowns [Cia91]. In the finite element or spectral methods context, this approximation is realized by replacing the space \(H(\text{div}, \Omega_1) \times H^1_{0,\Gamma_2}(\Omega_2)\) by a finite dimensional space. In this method, we want to
approximate separately the spaces \( H(\text{div}, \Omega_1) \) and \( H^1_{0, \Gamma_2} (\Omega_2) \). Therefore, we introduce finite dimensional spaces:

\[
V_{h_1} \subset H(\text{div}, \Omega_1), \quad \dim V_{h_1} < +\infty \\
V_{h_2} \subset H^1_{\Gamma_2, 0} (\Omega_2), \quad \dim V_{h_2} < +\infty.
\]

The classical conforming Galerkin approximation of (2) is

Find \((p_{h_1}, u_{h_2}) \in V_{h_1} \times V_{h_2}\) such that,

\[
\forall (q_{h_1}, v_{h_2}) \in V_{h_1} \times V_{h_2},
\]

\[
B((p_{h_1}, u_{h_2}); (q_{h_1}, v_{h_2})) = -\int_{\Omega_1} f \text{div} q_{h_1} \, dx + \int_{\Omega_2} f v_{h_2} \, dx.
\]

Similarly to problem (2), problem (5) has a unique solution. Moreover, it is possible to prove the following

**Theorem 2.2** Let \((p_1, u_2) \in H(\text{div}, \Omega_1) \times H^1_{0, \Gamma_2} (\Omega_2)\) be the solution of (2) and let \(V_{h_1}\) and \(V_{h_2}\) defined as above. Problem (5) has a unique solution \((p_{h_1}, u_{h_2})\) and there exists a constant \(C\) which does not depend on dimensions of \(V_{h_1}\) and \(V_{h_2}\) such that

\[
\| p_1 - p_{h_1} \|_{H(\text{div}, \Omega_1)} + \| u_2 - u_{h_2} \|_{1, \Omega_2} \leq C \inf_{(q_{h_1}, v_{h_2}) \in V_{h_1} \times V_{h_2}} \left\{ \| p_1 - q_{h_1} \|_{H(\text{div}, \Omega_1)} + \| u_2 - v_{h_2} \|_{1, \Omega_2} \right\}.
\]

**Proof:** Follows easily from Lax-Milgram Theorem and Céa Lemma.

**An Example of Discretization**

A basic choice for \(V_{h_1}\) and \(V_{h_2}\) in the spectral methods context consists of introducing:

\[
V_{h_1} = RT_{N_1}(\Omega_1) = P_{N_1, N_1-1}(\Omega_1) \times P_{N_1-1, N_1}(\Omega_1)
\]

and

\[
V_{h_2} = Q_{N_2} (\Omega_2) \cap H^1_{0, \Gamma_2} (\Omega_2).
\]

With this choice, a consequence of (2.2) is the following

**Theorem 2.3** Assume that the solution \((p_1, u_2)\) of problem (2) is such that, \(p_1\) and \(\text{div} p_1\) belong to \((H^{\sigma_1} (\Omega_1))^d\) and \(H^2 (\Omega_1)\) for a real number \(\sigma_1 > 0\), and \(u_2\) belongs to \(H^{\sigma_2} (\Omega_2)\) for a real number \(\sigma_2, 1 < \sigma_2\). Then the following estimate holds

\[
\| p_1 - p_{h_1} \|_{H(\text{div}, \Omega_1)} + \| u_2 - u_{h_2} \|_{1, \Omega_2} \leq C \epsilon \left\{ N_1^{-\sigma_1+1} \| p_1 \|_{\sigma_1, \Omega_1} + \| \text{div} p_1 \|_{\sigma_1, \Omega_1} \right\} + N_2^{-\sigma_2+1} \| u_2 \|_{\sigma_2, \Omega_2}.
\]

for all \(\epsilon > 0\).

By post-processing, we can easily obtain an approximation of \(u_1\). More precisely, if we set

\[
u_1 = \Pi_{N_1-1} (\text{div} v_{N_1} + f)
\]

where \(\Pi_{N_1-1}\) is the projection operator defined from \(L^2 (\Omega_1)\) onto \(P_{N_1-1} (\Omega_1)\), we have

\[
\| u_1 - u_{N_1} \|_{0, \Omega_1} \leq C \epsilon \left\{ N_1^{-\sigma_1+1} \| p_1 \|_{\sigma_1, \Omega_1} + \| \text{div} p_1 \|_{\sigma_1, \Omega_1} \right\} + N_2^{-\sigma_2+1} \| u_2 \|_{\sigma_2, \Omega_2}.
\]

for all \(\epsilon > 0\).

These results are illustrated in the following figure.
Figure 2. We consider here the solution of problem (2.1) on the domain \( \Omega = (-1,1)^2 \). A spectral element discretization is used on each subdomain. The right-hand side \( f \) is given by the exact solution \( u_{ex}(x,y) = \sin(\pi x) \sin(\pi y) \). We plot in (a) the \( H^1 \) - error of \( u \) in \( \Omega_2 \) as a function of related polynomial order; and in (b) the \( L^2 \) - error of \( u \) in \( \Omega_1 \), obtained by post-processing. The error decreases exponentially fast as would be expected for spectral approximation of a smooth solution.

Figure 3. Case of the operator \( \nabla (\nu (\cdot) \nabla) \) with discontinuous coefficients.
We consider here the numerical approximation of the solution of the Helmholtz equation \( -\nu \Delta u(x,y) + u(x,y) = f(x,y) \). The domain is split into two physical subdomains: The diffusivity parameter varies from one subdomain to other; \( \nu_{\Omega_1} \gg \nu_{\Omega_2} \); (a) A conforming spectral element method is used with degree polynomial \( N = 5 \). Obviously, one needs more refinement to has good approximation. However this objective is achieved in (b) with a least polynomial degree using the spectral element version of the present approach.
3 Extension to Other Cases

Heterogeneous Domain Decomposition

Heterogeneous domain decomposition have broad applications in engineering and in natural science. In this section, we give an extension of our ideas to the heterogeneous domain decomposition methods.

As an example, we consider the coupling between elliptic diffusion equations and hyperbolic convection (transport) ([AL94b],[AD96]). The idea of this procedure is that in convection-diffusion problems where the convection is dominant, the diffusion terms play a role only in the vicinity of boundary or internal layers. From the physical information, these regions can be detected a priori, it is logical to suppose that only there the complete equations have to be solved, whereas elsewhere the reduced equations can serve as a correct model. Here, we consider the following problem.

\[
\beta \cdot \nabla u_1 + u_1 = f_1 \text{ in } \Omega_1, \\
-\Delta u_2 + u_2 = f_2 \text{ in } \Omega_2, \\
u_1 = u_2, \text{ on } \Sigma, \\
\frac{\partial u_2}{\partial n_2} + \beta n_1 u_1 = 0 \text{ on } \Sigma, \\
u_1 = 0 \text{ on } \Gamma_1^-, \\
u_2 = 0 \text{ on } \Gamma_2,
\]

(6)

where

\[
\Gamma_1^- = \{x \in \Gamma_1; \beta n_1 < 0\}
\]

and

\[
\beta \in W^{1,\infty}(\Omega).
\]

we assume that

\[
\beta(x),n_1(x) < 0 \quad \text{a.e. } x \in \Sigma , \quad \text{div} \beta = 0.
\]

Using similar arguments as in [AL94b], we can state that this problem has a unique solution.

First, as in the elliptic case, we transform (6) into an equivalent problem

\[
\beta \cdot \nabla u_1 + u_1 = f_1 \text{ in } \Omega_1, \\
p_2 = \nabla u_2 \text{ in } \Omega_2, \\
-\text{div} p_2 + u_2 = f_2 \text{ in } \Omega_2, \\
u_1 = u_2 \text{ on } \Sigma, \\
p_2, n_2 + \beta n_1 u_1 = 0 \text{ on } \Sigma, \\
u_1 = 0 \text{ on } \Gamma_1^-, \\
u_2 = 0 \text{ on } \Gamma_2
\]

(7)

Let us now set \(\mathcal{T}_h\) a regular triangulation of the domain \(\Omega_1\) with triangular \((d = 2)\) or tetrahedral \((d = 3)\) finite elements whose diameters are less or equal to \(h\), and let \(k\) and \(N\) be positive integers. We define the finite dimensional spaces \(V_h\) and \(V_N\) by

\[
V_h = \{v_h \in C^0(\Omega_1); \forall T \in \mathcal{T}_h, v_h|_T \in P_k(T)\},
\]
and 

\[ V_N = RT_N(\Omega_2). \]

The discrete problem is now

Find \((u_h, p_N) \in V_h \times V_N\), such that

\[
\forall q_N \in V_N, \quad \int_{\Omega_h} (p_N q_N + \text{div} p_N \text{div} q_N) dx - \int_{\Omega_2} f \text{div} q_N dx, \\
\forall v_h \in V_h, \quad \sum_{T \in \mathcal{T}_h} \int_T (\beta \cdot \text{grad} u_h + u_h)(v_h + \delta h \beta \cdot \text{grad} v_h) dx + \int_{\Gamma} |\beta n_1| u_h v_h d\sigma \\
+ \int_{\Gamma} p_N n_2 v_h d\sigma + \int_{\Gamma} |\beta n_1| u_h v_h d\sigma = \sum_{T \in \mathcal{T}_h} \int_T (h \beta \cdot \text{grad} v_h + v_h) f dx.
\]

where \(\delta\) is a stabilization parameter.

We have the following

**Theorem 3.1** The problem (8) has a unique solution \((u_h, p_N) \in V_h \times V_N\). Moreover if the solution \((u_1, p_2)\) of problem (6) is such that, \(p_2\) and \(\text{div} p_2\) belong to \((H^{\sigma_2}(\Omega_2))^d\) and \(H^{\sigma_1}(\Omega_2)\), respectively, for a real number \(\sigma_2 > 0\), and \(u_1\) belongs to \(H^{\sigma_1}(\Omega_1)\) for a real number \(\sigma_1\), \(1 < \sigma_1 \leq k + 1\), then the following estimate holds

\[
\|p_2 - p_N\|_{H(\text{div}, \Omega_2)} + \|u_1 - u_h\|_{0, \Omega_1} + h^\frac{k+1}{2} \|\beta \cdot \text{grad} (u_1 - u_h)\|_{0, \Omega_1} \leq C_\epsilon \{N^{-\sigma_2 + \epsilon} (\|p_2\|_{\sigma_2, \Omega_2} + \|\text{div} p_2\|_{\sigma_2, \Omega_2}) + h^{\sigma_1 + \frac{1}{2}} \|u_1\|_{\sigma_1, \Omega_1}\},
\]

for all \(\epsilon > 0\).

**Partial Differential Equations in Nonstationary Invariant Geometries**

The so-called sliding schemes have been already presented in either a finite difference, [Gii88, Rai87], or mortar element framework [Ana91]. Sample candidate applications include rotating machinery and turbomachinery.

For the sake of simplicity, the method is presented for the following model problem:

\[
\begin{cases}
\frac{\partial u}{\partial t} - \Delta u = f & \text{in } \Omega \times [0, T] \\
u(t, \cdot = 0) = u_0 & \text{in } \Omega
\end{cases}
\]

where \(\Omega = \Omega(t)\) is a nonstationary domain, \(f\) is a given force that may depend on time, and \(u_0\) is a given initial condition. It is obvious that we are not interested here in numerical simulation of physical situation, in that problem (3) does not take into account the equation of motion of the fluid medium. Our intent is to present the formulation of sliding interfaces problem that couples primal and equilibrium variables.

We shall also focus our presentation on the simple case where \(\Omega(t)\) is decomposed into two subdomains, one sliding with respect to the other along an interface \(\Gamma(t)\):

\[
\begin{align*}
\Omega(t) &= \Omega_1 \cup \Omega_2(t), \\
\Gamma(t) &= \overline{\Omega_1} \cap \overline{\Omega_2(t)},
\end{align*}
\]
Figure 4  One dimensional example. The domain $\Omega = (-1.,1.)^2$ is split into two physical subdomains. A spectral method is used to discretize the elliptic equation on $\Omega_1 = (-1.,0.)$, while a stabilized finite element method is used for the hyperbolic equation on $\Omega_2 = (0.,1.)$. $\beta$ is constant and the right-hand side $f_2$ on $\Omega_2$ is piecewise-constant. (a) The solution is discontinuous on the interface, and the non physical oscillations on the hyperbolic domain do not affect the elliptic domain. The continuity of the fluxes could also be illustrated. (b) A best approximation can be recovered on the hyperbolic solution using an adaptive finite element method based on a posteriori error estimates established for this one-dimensional problem.

![Figure 4](image1.png)

Figure 5
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as illustrated in Figure 5, where $\Gamma(t)$ is a segment.

The basic formulation is of spectral element type, but the methodology we introduce is appropriate to finite elements as well. We just point out the fact that since no matching conditions are imposed on the meshes, in case of complicated geometry, one does not have to exhibit $C^\infty$ mappings to use isoparametric elements. This method could then be a tool for analysing fluid flows in truly complex moving geometries, where the moving interfaces are in general curvilinear.

The scheme presented here is locally conservative, and the aliasing errors induced by numerical quadrature have no effect on the stability. This remark is mainly of interest for the implementation issue.

This variational method also preserves element-based locality, and the flexibility is evident in the treatment of mesh refinement or moving boundary problems by sliding meshes that do not introduce any mesh distortion or expensive interpolation.

Let us denote by $V$ the velocity of $\Omega_2(t)$ and suppose it constant in time. We
introduce the Lagrangian variable \( X \) in \( \Omega_2(t) \) by

\[
\begin{align*}
\frac{\partial X}{\partial t}(x, t; \tau) &= V(X(x, t; \tau)) \\
X(x, t; \tau) &= x.
\end{align*}
\]

Problem (3) is then expressed as,

\[
\begin{align*}
\forall x \in \Omega_2(t), \quad \frac{\partial [u(X(x, t; \tau), t)]}{\partial t} - \Delta u(X(x, t; \tau), t) - V \nabla u(X(x, t; \tau), t) &= f(x, t), \\
\forall x \in \Omega_1, \quad \frac{\partial u}{\partial t}(x, t) - \Delta u(x, t) &= f(x, t).
\end{align*}
\]

In practice, we can also perform internal decompositions of \( \Omega_1 \) and \( \Omega_2(t) \). We can

**Figure 6** Plot of discretization error \( \| u - u_h \|_{H^1} \) as a function of polynomial order for the diffusion equation on the domain given by Figure 5. The exact solution is given by \( u(x, y, t) = \exp(-2\pi^2 t) \sin(\pi x) \sin(\pi y) \). The simulation is carried out to a final time \( T_f = .05 \), with \( \Delta t \) ensuring stability.

choose any temporal discretization. For sake of simplicity, we deal here with a simple implicit scheme for the treatment of diffusion term, and an explicit (for example Adams-Bashforth) for the convection term. With the superscript \(^n\) referring to the time \( t^n = n \Delta t \), and \( u^n \) denoting \( u(t^n, \cdot) \), the semi-discrete problem states now as

\[
\begin{align*}
\forall x \in \Omega_2(t^{n+1}), \quad u^{n+1} - \Delta u^{n+1} &= \Delta t f^{n+1} + u^{n+1} + \Delta t(V \nabla u^n), \\
\forall x \in \Omega_1, \quad u^{n+1} - \Delta u^{n+1} &= \Delta t f^{n+1} + u^n.
\end{align*}
\]

The functional framework introduced in the previous section completes the discretization.

The proposed scheme for the approximation of problem (3) in the case of a first
order time discretization reads now as follows

\[
\begin{align*}
\int_{\Omega_1} (p_{N_1}^{n+1} q^{n+1} + \Delta t \nabla p_{N_1}^{n+1} \cdot \nabla q^{n+1}) \, dx - \Delta t \int_{\Gamma^{n+1}} q^{n+1} \cdot n \, d\Gamma = \\
- \int_{\Omega_2} (\Delta t f^{n+1} + u_{N_2}^{n+1}) \cdot \nabla q^{n+1} \, dx \\
\Delta t \int_{\Omega_2} \nabla u_{N_2}^{n+1} \cdot \nabla v^{n+1} \, dx + \int_{\Omega_2} u_{N_2}^{n+1} v^{n+1} \, dx + \Delta t \int_{\Gamma^{n+1}} p_{N_1}^{n+1} \cdot n \, d\Gamma = \\
\int_{\Omega_2} (\Delta t f^{n+1} + u_{N_2}^{n+1} + \Delta t (V \cdot \nabla u_{N_2}^{n+1})) v^{n+1} \, dx.
\end{align*}
\]

From the analysis of the previous section, we deduce that this discretization generates a unique sequence \( (u_N^n)_n \) of solutions.

The analysis of the discrete problem and stability analysis of this scheme give that the error in \( (u, p) \) is bounded by a temporal error of the scheme order and spatial errors as in the Helmholtz equation. The related details of approximation results are left to a forthcoming report.
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1 Introduction

We consider second order elliptic boundary value problems on a polygonal domain \( \Omega \subset \mathbb{R}^d \)
\[
u \in H^1_0(\Omega) : \quad a(u, v) = \langle f, v \rangle_{L^2} \quad \forall v \in H^1_0(\Omega).
\]
Here \( a(\cdot, \cdot) \) denotes a \( H^1_0 \)-elliptic bilinear form and \( f \in L^2(\Omega) \). Let
\[
X_0 \subset X_1 \subset \ldots \subset X_j \subset \ldots \subset H^1_0(\Omega)
\]
be a sequence of finite element spaces belonging to successively finer triangulations of \( \Omega \). On each level \( j \) the finite element solution \( u_j \) is given by a linear system
\[
A_j u_j = f_j.
\]
For its solution we think of an iterative scheme such that the result of \( m \) iterations with initial data \( u_j^0 \) will be denoted by \( I_j^m u_j^0 \). The multilevel structure of the sequence \( \{ X_j \} \) suggests as a good idea to start the iteration on level \( j \) with the result of level \( j - 1 \). Especially, this is of advantage in an adaptive setting where the space \( X_j \) is constructed only after a solution on level \( j - 1 \) was obtained. Thus, on the final level \( \ell \) an approximation \( u_\ell^* \) of \( u_\ell \) is computed via the multilevel scheme
\[
u_0^* = u_0, \quad u_j^* = I_j^{m_j} u_{j-1}^* \quad j = 1, \ldots, \ell.
\]
If we choose for \( I_j \) the multigrid V-cycle on level \( j \) and the number of iterations as a constant \( m_* \), i.e., \( m_1 = \ldots = m_\ell = m_* \), this algorithm gives us the so-called full multigrid method [Hac85, Bra92]. Some authors call it nested multigrid.

Bornemann and Deuflhard [BD96a] considered standard iterative schemes like the damped Jacobi, the Gauss-Seidel, and the conjugate gradient iteration for \( I_j \). They showed that a proper choice of the number of iterations \( m_j \) on each level could make this method an "optimal" device— theoretically and practically. They named it the cascadic multigrid method. Its history can be obtained by browsing through...
[Deu94, Sha96, BD96a, BD96b]. A distinctive feature of the cascadic multigrid method is the total absence of coarse grid corrections which means that coarse grids can be completely forgotten once they are refined. Therefore, the method is algorithmically attractive when a given finite element program cannot provide tree data structures of the refinement history but is used with a pre- and postprocessing device.

To be specific, the multilevel iteration (1) is called optimal with respect to an error norm $\| \cdot \|$ if we can choose for each final level $\ell$ a sequence of numbers of iterations $m_1, \ldots , m_\ell$ such that simultaneously

- the method is accurate, i.e., the algebraic error on level $\ell$ is a fraction $\theta$ below the error of discretization,

$$\| u_\ell - u_\ell^\ast \| \leq \theta \| u - u_\ell^\ast \|,$$

where $\theta$ is a user given constant,

- the method has multigrid complexity, i.e., the total computational work for the iteration is bounded by

$$\text{work} \leq c \cdot n_\ell,$$

where $c$ is some constant independent of $\ell$, and $n_\ell$ denotes the number of unknowns on level $\ell$.

The full multigrid method is well known to be optimal with respect to the energy norm and the $L^2$-norm [Hac85, Bra92]. Bornemann and Deuflhard [BD96a, BD96b] proved optimality of the cascadic multigrid method with respect to the energy norm. However, optimality with respect to the $L^2$-norm remained an open question. For linear finite elements simple numerical experiments suggested that the answer to that question is negative. In this paper we will give a theoretical explanation of this fact and show that the case might be different for higher order elements. This will be done by a careful analysis of the two grid variant of the cascadic multigrid method. Moreover we will provide a setting where one can understand the methodological difference between the cascadic multigrid method and the classical multigrid V-cycle almost immediately. As a rule of thumb we will establish that whenever the cascadic multigrid works the classical multigrid will work too, but not vice versa.

2 Two-grid Methods — the Abstract Setting

In the Galerkin framework, a typical setting for two grid methods is given by two finite dimensional spaces

$$X_{2h} \subset X_h$$

parametrized by some discretization parameter $h$. These spaces should be provided for at least a sequence of parameters $h$ converging to zero. They itself are subspaces of certain function spaces which measure smoothness. In the following we have to compare two different measures of smoothness, given by the spaces $X_+, X_-$,

$$X_h \subset X_+ \hookrightarrow X_-.$$
The Galerkin method is given by a projection
\[ P_h : X_+ \rightarrow X_h, \]
which obeys an approximation property, or *Jackson inequality*,\(^1\)
\[ \| u - P_h u \|_{X_-} \leq c h^\sigma \| u \|_{X_+} \quad \forall u \in X_+. \]
Here, \( \sigma > 0 \) denotes some positive constant. The Galerkin method is called *optimal* if this property is complemented by an inverse inequality, or *Bernstein inequality*,
\[ \| u_h \|_{X_+} \leq c h^{-\sigma} \| u_h \|_{X_-} \quad \forall u_h \in X_h. \]
Notice that the Jackson inequality implies [Bra92] the compactness of the embedding \( X_+ \hookrightarrow X_- \) thus making the two measures of smoothness really different and therefore showing the necessity of introducing them. The Bernstein inequality implies that the order \( \sigma \) of convergence as stated in the Jackson inequality is the best possible one [Bor94, Bra92].

Moreover, the two measures of smoothness allow an abstraction of the notion of low and high frequency in the space \( X_h \). A function \( v_h \in X_h \) is of high frequency if the \( X_+ \)-norm gives much larger values than the \( X_- \)-norm, i.e., taking the Bernstein inequality into account,
\[ \| v_h \|_{X_+} \approx h^{-\sigma} \| v_h \|_{X_-}. \]
It is of low frequency if both norms give roughly the same value,
\[ \| v_h \|_{X_+} \approx \| v_h \|_{X_-}. \]
Using this abstract notion of frequency one can easily understand and formulate the properties of basic iterative schemes for the solution of the computational problem,
\[ u_h = P_h u, \]
which constitutes a large, badly conditioned linear system. The error propagation after \( m \) steps of such an iterative scheme,
\[ u_h - u_h^m = S^m(u_h - u_h^0), \]
will be characterized by the *smoothing property* [BD96a, BD96b]
\[ \| S^m v_h \|_{X_+} \leq \frac{c h^{-\sigma}}{\phi(m)} \| v_h \|_{X_-} \quad \forall v_h \in X_h. \]
Here, we suppose \( \phi(m) \to \infty \) for \( m \to \infty \). With respect to the \( X_+ \)-norm such a smoothing iteration reduces high frequency errors with a \( h \)-independent rate whereas low frequency error components are handled increasingly less efficient for smaller and smaller \( h \).

\(^1\) Here and in what follows we denote by \( c \) a generic constant independent of \( h \).
Both the classical and the cascadic two grid method are designed to handle low frequency errors in a better way. For a given initial value \( u^0_h \in X_h \) the classical two grid method first performs \( m \) smoothing iterations,

\[
    u_h - u^m_h = S^m(u_h - u^0_h)
\]

followed by a coarse grid correction,

\[
    u^*_h = u^m_h + P_{2h}(u_h - u^m_h).
\]

The combined error of these two steps is given by

\[
    \| u_h - u^*_h \|_{X_-} = \| (u_h - u^m_h) - P_{2h}(u_h - u^m_h) \|_{X_-} \leq c h^\sigma \| u_h - u^m_h \|_{X_+},
\]

where we have used first the Jackson inequality and second the smoothing property. Thus, we end up with an error reduction in the \( X_- \)-norm which is independent of the discretization parameter \( h \).

The cascadic two grid method changes somewhat the order of the two steps of the classical method. It first performs a coarse grid projection

\[
    u^0_h = P_{2h} u_h
\]

followed by \( m \) smoothing iterations,

\[
    u_h - u^*_h = S^m(u_h - u^0_h).
\]

Here the combined error is given by

\[
    \| u_h - u^*_h \|_{X_+} \leq \frac{c h^{-\sigma}}{\phi(m)} \| u_h - P_{2h} u_h \|_{X_-} = \frac{c h^{-\sigma}}{\phi(m)} \| (u_h - u^0_h) - P_{2h}(u_h - u^0_h) \|_{X_-} \leq \frac{c}{\phi(m)} \| u_h - u^0_h \|_{X_+},
\]

using first the smoothing property and then the Jackson inequality. Here we end up with an error reduction in the \( X_+ \)-norm which is independent of the discretization parameter \( h \).

Notice, however, some important differences between the two methods. Since the order of the smoothing iterations and the coarse grid problem are interchanged, and therefore the Jackson inequality and the smoothing property (which resembles the Bernstein inequality) are applied in reverse order, the error reduction occurs in different norms: For the classical two grid in \( X_- \), for the cascadic two grid in \( X_+ \). As we will see later on this is the reason for essentially different behavior in certain settings. A second methodological difference is of algorithmic nature: Unlike the classical two grid method, the cascadic two grid method has no choice of an initial value, which precludes it from being part of an iterative scheme itself.
3 Application to Finite Element Spaces

Here, we apply the abstract theory of the preceding section to $k$-th order finite elements. We consider two choices for the norm in which error reduction of the iterative scheme is measured: energy norm and $L^2$-norm. These two examples clearly reveal the general principle.

*Energy Norm and Classical Multigrid*

Here, error reduction is obtained in the $X_-$-norm and we thus put $X_- = H^1(\Omega)$. The more smooth space is set to $X_+ = H^{1+\alpha}(\Omega)$ where $\alpha > 0$ is chosen such that the corresponding Jackson and Bernstein inequalities hold:

$$\|u - P_h u\|_{H^1} \leq c h^\alpha \|u\|_{H^{1+\alpha}}, \quad \|u_h\|_{H^{1+\alpha}} \leq c h^{-\alpha} \|u_h\|_{H^1}$$

(3)

for all $u \in H^{1+\alpha}$ and $u_h \in X_h$. The smoothness parameter\(^2\) $\alpha$ is restricted by the regularity of the elliptic problem and by the order of the chosen finite elements: For $H^{1+\alpha}$-regular elliptic problems we can take any $\alpha$ as large as

$$\alpha \leq \min(\mu, k).$$

For $\alpha \geq 1/2$, the term $\|u_h\|_{H^{1+\alpha}}$ is meant to denote the corresponding discrete Sobolev norm [Bra92]. Now, our abstract theory yields the $h$-independent error reduction

$$\|u_h - u_h^*\|_{H^1} \leq \frac{c}{\phi(m)} \|u_h - u_h^0\|_{H^1}. $$

*Energy Norm and Cascadic Multigrid*

Here, error reduction is obtain in the $X_+$-norm and we thus put $X_+ = H^1(\Omega)$. Whenever the Jackson and Bernstein inequalities (3) of the $(H^1, H^{1+\alpha})$ pair holds we get by a Aubin-Nitsche type of duality argument corresponding Jackson- and Bernstein inequalities for the pair $(H^{1-\alpha}, H^1)$,

$$\|u - P_h u\|_{H^{1-\alpha}} \leq c h^\alpha \|u\|_{H^1}, \quad \|u_h\|_{H^1} \leq c h^{-\alpha} \|u_h\|_{H^{1-\alpha}}$$

(4)

for all $u \in H^1$ and $u_h \in X_h$. As in the case of the classical multigrid method we thus get the $h$-independent error reduction

$$\|u_h - u_h^*\|_{H^1} \leq \frac{c}{\phi(m)} \|u_h - u_h^0\|_{H^1}. $$

*L^2-Norm and Classical Multigrid*

Here, we put $X_- = L^2(\Omega)$ and assume enough regularity for $\alpha = 1$ in (3) and (4). Taking $X_+ = H^1(\Omega)$ the Jackson and Bernstein inequalities (4) lead to the $h$-independent convergence rate

$$\|u_h - u_h^*\|_{L^2} \leq \frac{c}{\phi(m)} \|u_h - u_h^0\|_{L^2}. $$

\(^2\) For a polygonal domain $\Omega$ and piecewise smooth coefficients of the elliptic operator we always get some $\alpha > 0$. 

$L^2$-Norm and Cascadic Multigrid

We have to put $X_+ = L^2(\Omega)$. Thus, $X_-$ must be a Sobolev space of negative order, say $X_- = H^{-\epsilon}(\Omega)$, $\epsilon > 0$. Our argument would work, if we had a Jackson inequality like

$$\|u - P_h u\|_{H^{-\epsilon}} \leq c h^\epsilon \|u\|_{L^2}. \quad (5)$$

Assuming the same regularity as for the classical two grid method, i.e., at least $\alpha = 1$, and replacing $u$ by $u - P_h u$ in (5) we get

$$\|u - P_h u\|_{H^{-\epsilon}} \leq c h^\epsilon \|u - P_h u\|_{L^2},$$

we would get the $H^1$-estimate

$$\|u - P_h u\|_{H^1} \leq c h^{1+\epsilon} \|f\|_{H^\epsilon},$$

which means that $\alpha = 1 + \epsilon$ would be admissible, cf. [Bor94].

In particular, the hypothetical Jackson inequality (5) does not hold for linear finite elements, $k = 1$, where we are restricted to $\alpha \leq 1$. In this case the only estimate we can prove for the cascadic two grid method is

$$\|u_h - u_h^0\|_{L^2} \leq \frac{c h^{1-\epsilon}}{\phi_e(m)} \|u_h - u_h^0\|_{L^2}.$$

Using a damped Jacobi or Gauss-Seidel iteration, we have $\phi_e(m) = m^{\epsilon/2}$ as shown in [BD96a]. Assuming that our estimate is essentially a sharp one we would expect that the number of iterations $m_h$, which is needed to reduce the algebraic error a given amount, increases like

$$m_h \propto h^{-2}.$$ 

This was observed in several numerical experiments. Hence our estimates appear to be rather sharp and there is not much to improve.

Discussion

The Aubin-Nitsche duality argument and the reverse duality argument of the last paragraph show that Jackson and Bernstein inequalities for the finite element spaces are located exactly in the smoothness range between $H^{1-\alpha}$ and $H^{1+\alpha}$ which is symmetric with respect to $H^1$. For this reason the classical and the cascadic two grid method have the same chance to locate the partner space $X_{\pm}$ of the space $X_\mp$ that measures the energy norm. However, since the space $L^2$ is located in this smoothness range in a way leaving more place for more smooth spaces than for less smooth spaces it gives preference to the classical two grid method which puts $X_\mp = L^2$ and needs a more smooth partner space $X_\pm$.
4 Remarks on Optimality in the $L^2$-NORM

As we have seen, the cascadic two grid method works for the $L^2$-norm if we have $\alpha > 1$. Assuming this regularity we will discuss shortly whether we can prove optimality of the cascadic multigrid method with respect to $L^2$ on uniform triangulations. We follow quite closely the proof given in [BD96a, BD96b] for the energy norm case.

By linearity the basic error estimate governing the multilevel iteration (1) is now given by

$$\|u_j - u_j^*\|_{L^2} \leq \|S^{m_j}(u_j - u_{j-1})\|_{L^2} + \|S^{m_{j-1}}(u_{j-1} - u_j^*)\|_{L^2}.$$  

Applying that recursively we get by setting $M_j = m_\ell + \ldots + m_j$ the estimate

$$\|u_\ell - u_\ell^*\|_{L^2} \leq \sum_{j=1}^{\ell} \|S^{M_j}(u_j - u_{j-1})\|_{L^2} \leq c \sum_{j=1}^{\ell} \frac{h_j^{1-\alpha}}{M_j^{\gamma(\alpha-1)}} \|u_j - u_{j-1}\|_{H^{1-\alpha}}$$

where we have used the smoothing property and the Jackson inequality (5) with $\epsilon = \alpha - 1$. Moreover we specified the function $\phi$ of the smoothing property by $\phi(m) = m^{\gamma}$, where $\gamma = 1/2$ for the damped Jacobi or Gauss-Seidel iteration and $\gamma = 1$ for the CG-iteration [BD96a, BD96b]. As discussed in these references we set

$$m_j = \lceil \beta^{j-1} m_\ell \rceil.$$  

Taking into account the $L^2$-error estimate

$$\|u_j - u_{j-1}\|_{L^2} \leq ch_j^{1+\alpha}\|u\|_{H^{1+\alpha}},$$

we finally get the estimate

$$\|u_\ell - u_\ell^*\|_{L^2} \leq \frac{ch_\ell^{1+\alpha}}{m_\ell^{\gamma(\alpha-1)}} \sum_{j=0}^{\ell-1} \left( \frac{2\alpha+1}{\beta^{\gamma(\alpha-1)}} \right)^j \|u\|_{H^{1+\alpha}}.$$  

Thus, accuracy of the method is guaranteed if the sum can be bounded independently of the final level $\ell$. This is the case if and only if

$$\beta > 2^{\frac{1+\alpha}{\alpha-1}}.$$  

As shown in [BD96a, BD96b] multigrid complexity is obtained if and only if $\beta < 2^d$, where $d$ is the dimension of the domain $\Omega$. Thus, a sufficient condition for the cascadic multigrid to be optimal with respect to the $L^2$-norm is

$$d > 1 + \frac{\alpha+1}{\alpha-1}.$$  

If we relax the demand (2) for multigrid complexity to

$$\text{work} \leq c \cdot n_\ell \log^p n_\ell,$$  

for some $p > 0$, one can show exactly in the same way as in [BD96a] for the energy norm that equality is admissible in condition (6).
Examples

This restrictive condition will be illuminated by several specific cases:

- \( d = 2, \gamma = 1 \) (CG-iteration): Condition (6) is equivalent to \( \alpha > 3 \), which means at least \( H^\alpha \)-regularity with \( \sigma > 4 \) and order \( k > 3 \) finite elements.
- \( d = 3, \gamma = 1 \) (CG-iteration): Condition (6) is equivalent to \( \alpha > 2 \), which means at least \( H^\alpha \)-regularity with \( \sigma > 3 \) and order \( k > 2 \) finite elements.
- \( d = 2, \gamma = 1/2 \) (damped Jacobi or Gauss-Seidel iteration): Condition (6) is not satisfied for any \( \alpha > 1 \). In this case the cascadic multigrid method is not optimal with respect to the \( L^2 \)-norm for any regularity and any order of finite elements!
- \( d = 3, \gamma = 1/2 \) (damped Jacobi or Gauss-Seidel iteration): Condition (6) is equivalent to \( \alpha > 5 \) which means at least \( H^\alpha \)-regularity with \( \sigma > 6 \) and order \( k > 5 \) finite elements.

For the relaxed multigrid complexity (7) equality is admissible in all cases.
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Schwarz Preconditioners for the Spectral Element Stokes and Navier-Stokes Discretizations

Mario A. Casarin

1 Introduction

We consider fast methods of solving the linear system

\[
\begin{cases}
A\mathbf{u} + B^T \mathbf{p} = \mathbf{f} \\
B\mathbf{u} = \mathbf{0}
\end{cases}
\]

resulting from the discretization of the Stokes problem by the spectral element method; see (3).

The efficient solution of this and analogous systems, generated by a variety of discretization methods, has been the object of various studies. The Uzawa procedure is a relatively standard technique [GPAR86], and more recently block-diagonal and block-triangular preconditioners have been proposed [Elm94, Kla97]. Global pressure variables are used in [BP89] and [TP95] as Lagrange multipliers to constrain the interface velocities and to guarantee that the divergence free condition holds.

Rönquist has proposed an iterative substructuring method that is based on a decomposition of the domain into interiors of subregions, faces, edges, and vertices. The coarse problem is a Stokes problem approximated by a lower-dimensional pair of discrete spaces on the coarse mesh. Stokes problems are solved within the subregions, while a diagonal scaling using elements of the matrix \( A \) is performed on the interface velocity variables. This scheme avoids costly inner iterations, and its built-in parallelism is certainly a very desirable feature. In [Rön95], relatively large problems in three dimensions are solved with modest computer resources. The small iteration count and the excellent approximation properties of the spectral element method for flow problems makes this a very efficient scheme.

Inspired by Rönquist's scheme, we have developed iterative substructuring methods, for which the velocities are restricted to the space of discretely divergence-free functions in the spectral element sense. The PCG method is applied to the resulting
symmetric, positive definite linear system. The condition number of our algorithms grows at most like
\[
\frac{C(1 + \log(N))^3}{\beta_N},
\]
where \( \beta_N \) is the Babuška-Brezzi constant; see Lemma 2.1. Our approach is also related to the methods of [BP80] and [TP95].

The next section introduces the details of the discretization method. Section 3 presents an important extension operator, while in Section 4, the \( Q_2 - Q_0 \) pair is used to generate a coarse space for the Stokes problem. The theory carries over without any substantial change to a variety of mixed discretizations using a discontinuous pressure space.

In Sections 5 and 6, we extend the Schwarz theory for indefinite and non-symmetric problems to the Navier-Stokes problem, taking advantage of the Stokes preconditioner developed here. In each step of Newton’s method, only the velocity of the previous step is used. The pressure is computed only when required, typically after the velocity has been obtained to the prescribed accuracy. The key point in the success of this method is the construction of an appropriate coarse space.

2 Discretization Method

Let \( \Omega \) be a domain in \( \mathbb{R}^d \), \( d = 2 \) or 3. We triangulate \( \Omega \) into non-overlapping substructures \( \{\Omega_i\}_{i=1}^M \) of diameter \( H_i \). Each \( \Omega_i \) is the image of the reference substructure \( \bar{\Omega} = [-1, +1]^3 \) under a mapping \( F_i = D_i \circ G_i \) where \( D_i \) is an isotropic dilation and \( G_i \) a \( C^\infty \) mapping such that its Jacobian and the inverse thereof are uniformly bounded by a constant. We assume, e.g., in three dimensions, that the intersection between the closures of two distinct substructures is either empty, a vertex, a whole edge or a whole face.

We define the space \( P^N(\bar{\Omega}) \) as the space of polynomials of degree at most \( N \) in each of the variables separately. The space \( P^N(\Omega_i) \) is the space of functions \( v_N \) such that \( v_N \circ F_i \) belongs to \( P^N(\bar{\Omega}) \). The conforming discretization space \( P^N_0(\Omega) \subset H^1_0(\Omega) \) is the space of continuous functions the restrictions of which to \( \Omega_i \) belong to \( P^N(\Omega_i) \).

Let \( \Lambda = [-1, 1] \). For each \( N \), the Gauss-Lobatto-Legendre quadrature of order \( N \) is denoted by \( \text{GLL}(N) \) and satisfies: \( \forall p \in P^{2N-1}(\Lambda), \quad \int_{-1}^{1} p(x) \, dx = \sum_{j=0}^{N} p(\xi_j) \rho_j \).

Here, the quadrature points \( \xi_j \) are numbered in increasing order, and are the zeros of \( (1 - x^2)L^N_N(x) \), and \( L_N(x) \) is the Legendre polynomial of degree \( n \).

In three dimensions, the discrete \( L^2(\Omega) \)-inner product is defined by
\[
(u,v)_N = \sum_{i=1}^{M} \sum_{j,k,l=0}^{N} (u \circ F_i) \cdot (v \circ F_i) \cdot |J_i| (\xi_j, \xi_k, \xi_l) \cdot \rho_j \rho_k \rho_l,
\]
where \( |J_i| \) is the Jacobian determinant of \( F_i \).

We next consider the variational form of the Stokes equation in the velocity-pressure formulation, discretized by the spectral elements. While the velocities are taken to be continuous functions, the pressures can be discontinuous across substructure boundaries. The restriction of the pressure space \( \bar{P}^{N-2}(\Omega) \) to each \( \Omega_i \) is \( P^{N-2}(\Omega_i) \).

We note that \( \bar{P}^{N-2}(\Omega) \subset L^2(\Omega) \), but \( \bar{P}^{N-2}(\Omega) \not\subset H^1(\Omega) \).
The discrete problem is given by: Find \((u, p) \in (P_0^N(\Omega))^d \times \overline{P}^{N-2}(\Omega) \cap L_0^2(\Omega)\) such that:

\[
\begin{aligned}
& a_Q(u, v) + b(v, p) = (f, v) \quad \forall v \in (P_0^N(\Omega))^d, \\
& b(u, q) = 0 \quad \forall q \in \overline{P}^{N-2}(\Omega) \cap L_0^2(\Omega).
\end{aligned}
\]  

(3)

Here, \(a_Q(\cdot, \cdot)\) is given by \(a_Q(u, v) = \sum_{i,j=1}^d \nu \left( \frac{\partial u_i}{\partial x_j}, \frac{\partial v_j}{\partial x_i} \right)_N\). We assume, for simplicity, that \(b(v, q) = -\int_\Omega q \nabla \cdot v \, dx\); see [MPR92]. The right-hand side is assumed to be in \(L^2(\Omega)\). Our analysis also applies to the more general non-homogeneous problem, and also to mixed Dirichlet and Neumann boundary conditions, with only minor changes.

For the velocities, we choose standard nodal basis functions \(\phi_j^N \in (P_0^N(\Omega))^d\). We number the GLL(\(N\)) nodes \(\xi\) within the subregions \(\Omega_i\) by an index \(r\), and define a basis for \(\overline{P}^{N-2}(\Omega)\) by \(\beta_{r_1}(\xi_{r_2}) = \delta_{r_1 r_2}\), for all \(r_1, r_2\), where \(\delta\) is the Kronecker symbol. We note that any function of \(\overline{P}^{N-2}(\Omega)\) is uniquely represented by its values at the interior GLL(\(N\)) nodes \(\xi\). By writing the system (3) in terms of these two bases, we arrive, in a standard way, at the system (1). To each component of the velocity, there corresponds a diagonal block of \(A\) which is equal to the standard scalar spectral element stiffness matrix \(K_N\). The entries of \(B\) are given by \(B_{j, r} = b(\phi_j^N, \beta_r)\), and \(f\) is a vector with components \(f_j = (f, \phi_j^N)\).

The next lemma is the key point in the error analysis of this discretization; see [MPR92].

**Lemma 2.1** For each \(N\), there exists a \(\beta_N > 0\) such that

\[
\inf_{q \in \overline{P}^{N-2}(\Omega) \cap L_0^2(\Omega)} \sup_{v \in (P_0^N(\Omega))^d} \frac{b(v, q)}{\|v\|_{H^1(\Omega)} \|q\|_{L^2(\Omega)}} \geq \beta_N.
\]

If the geometry is rectilinear, i.e. the \(F_i\) are affine mappings, then there exists a constant \(\beta\), independent of \(N\), and such that \(\beta_N \geq \beta N^{\frac{d-2}{d}}\), for \(d = 1, 2, \) or 3.

We remark that very good convergence properties are predicted by the theory and have been extensively verified in practice; see, e.g., [FR94].

### 3 An Extension Operator

For a subregion \(\Omega_i\), we define an extension operator \(E_i^{S,N} : (P^N(\partial \Omega_i))^3 \rightarrow (P^N(\Omega_i))^3\), where \(u_i = E_i^{S,N}(g_i)\) is the velocity component of the solution to the following Stokes problem:

Find \((u_i, p_i) \in ((P^N(\Omega_i))^d, \overline{P}^{N-2}(\Omega_i) \cap L_0^2(\Omega_i))\), such that:

\[
\begin{aligned}
& a_Q(u_i, v_i) + b_{\Omega_i}(v_i, p_i) = 0 \quad \forall v_i \in (P_0^N(\Omega_i))^d, \\
& b_{\partial \Omega_i}(u_i, q_i) = 0 \quad \forall q \in \overline{P}^{N-2}(\Omega_i) \cap L_0^2(\Omega_i), \\
& u_i|_{\partial \Omega_i} = g_i.
\end{aligned}
\]  

(4)

The subscript \(\Omega_i\) indicates that the integration or quadrature is taken on \(\Omega_i\) only. In other words, \(u_i\) is the solution of a homogeneous Stokes problem with \(g_i\) as boundary conditions.
data, and zero right-hand side within $\Omega_i$. We remark that $u_i$ always exists, even if the outward fluxes $\int_{\partial \Omega_i} g_i \cdot \mathbf{n} \, dS$ are not equal to zero, since the pressure test space does not include the constant function, and the Babuška-Brezzi condition is satisfied for the problems restricted to each subregion.

We remark that if $u_i = E_i^{S,N}(g_i)$, then

$$ a_{Q,\Omega} (u_i, u_i) = \min \{ a_{Q,\Omega} (v_i, v_i) \mid v_i \in P_N^S(\Omega_i), \} \quad (5) $$

where $P_N^S(\Omega_i) = \{ v_i \in (P^N(\Omega_i))^d \mid b_{\Omega_i}(v_i, q_i) = 0 \ \forall q_i \in P^{N-2}(\Omega_i) \cap L_0^2(\Omega_i) \}$. Let $P_{0,\nabla}^N(\Omega)$ be the space of discretely divergence-free functions i.e. functions that satisfy the second equation of (3). For $v \in (P_0^N(\Omega))^d$, let $\hat{v}$ be defined by $\hat{v}|_{\Omega_i} = E_i^{S,N}(v|_{\partial \Omega_i})$. It is easy to see that if $\int_{\partial \Omega_i} v \cdot \mathbf{n} \, dS = 0 \ \forall v$, then $\hat{v} \in P_{0,\nabla}^N(\Omega)$.

4 A Domain Decomposition Preconditioner

We describe the construction in detail for two dimensions. The three-dimensional case is analogous; see [GPAR86], Section II.3.1, and Remark 41 below. For a reference square $\Omega = [-1, 1]^2$, let

$$ V_n^H(\Omega) = (Q_1(\Omega))^2 \oplus \text{span}\{ p_1, p_2, p_3, p_4 \}, $$

where $p_i \in (Q_2(\Omega))^2$ vanishes on the edges $\mathcal{E}_j$ for $j \neq i$, and is normal to $\mathcal{E}_i$. For example, for the edge $\mathcal{E}_1$ given by $x = 1$, $p_1 = ((1 + x)(1 - y^2), 0)$.

The space $V_n^H(\Omega) \subset (H^1_0(\Omega))^2$ is the space whose restrictions to each $\Omega_i$ is the image of $V_n^H(\Omega)$ under the mapping $F_i$, which is here taken to be isoparametric with respect to the space $(Q_1(\Omega))^2$; see [GPAR86], Section A.2. There are 12 degrees of freedom per element, namely the nodal values at each vertex and the fluxes across each of the edges.

Let $Q_0^H(\Omega)$ be the space of functions of zero mean on $\Omega$ that are constant within each substructure $\Omega_i$. It is well-known that for the discretization of the Stokes problem on the coarse mesh, the pair $V_n^H - Q_0^H$ yields a stable discretization in the Babuška-Brezzi sense, with a stability constant bounded away from zero independently of $H$.

Let $V_{n,V_n}^H(\Omega)$ be defined by: $V_{n,V_n}^H(\Omega) = \{ u \in V_n^H \mid \int_{\Omega} \nabla \cdot u \, dx = \int_{\partial \Omega_i} u \cdot \mathbf{n} \, dS = 0 \}$. This space plays the role of our coarse space, but it is clearly not contained in $P_{0,\nabla}^N(\Omega)$, since a function $u \in V_{n,V_n}^H(\Omega)$ in general fails to have a divergence orthogonal to the space $B^{N-2}(\Omega)$ in $L^2(\Omega)$. We therefore define a transfer operator $I_H^h : V_{n,V_n}^H(\Omega) \rightarrow P_{0,\nabla}^N(\Omega)$ by:

$$\begin{cases}
I_H^h(u)|_{\partial \Omega_i} = u|_{\partial \Omega_i} \\
I_H^h(u)|_{\Omega_i} = E_i^{S,N}(u|_{\partial \Omega_i}).
\end{cases} \quad (6)$$

This operator satisfies the usual $H^1$-stability and $L^2$-approximation properties used in the Schwarz theory.

For $u, v \in H^1(\Omega)$, we define the bilinear form $a(u, v) := \int_{\Omega} \nabla u \cdot \nabla v \, dx$. The coarse solver $T_h$ is given by

$$ a(T_h^H u, w) = a_Q(u, I_H^h w) \quad \forall w \in V_{n,V_n}^H(\Omega). $$
For each edge $\mathcal{E}_k$ shared by two subregions $\Omega_i$ and $\Omega_j$, let $\Omega_{ij}$ be the union of $\Omega_i$, $\Omega_j$, and $\mathcal{E}_k$. The local space $V_{\mathcal{E}_k} \subset P_0^N(\Omega)$ consists of functions $u_{\mathcal{E}_k}$ with support in $\Omega_{ij}$, and whose values in the interior of $\Omega_i$ and $\Omega_j$ are given by $E_i^{S,N}$ and $E_j^{S,N}$, respectively. This definition implies that $\forall u_{\mathcal{E}_k} \in V_{\mathcal{E}_k}$, $\int_{\mathcal{E}_k} u_{\mathcal{E}_k} \cdot n \, ds = 0$. The bilinear form associated with $V_{\mathcal{E}_k}$ is $a_Q(\cdot, \cdot)$.

For each interior vertex $v_n$, let $\mathcal{E}(v_n)$ be the collection of all edges having $v_n$ as an endpoint. We define $\phi_{v_n,x} \in P_0^N(\Omega)$ by assigning values at the interface nodes, and using the $E_i^{S,N}$ to extend these values to the interior of the substructures. We let $\phi_{v_n,x}(v_n) = (1,0)$, let $\phi_{v_n,x}$ be equal to zero at all the interface nodes not adjacent to $v_n$, and $\forall \mathcal{E}_k \in \mathcal{E}(v_n)$, we let $\phi_{v_n,x}$ be equal to a constant vector at the node $v'_n$ next to $v_n$ on the edge $\mathcal{E}_k$. This constant vector is taken to be normal to the interface at $v'_n$, and so that $\int_{\mathcal{E}_k} \phi_{v_n,x} \cdot n \, ds = 0$. We define $\phi_{v_n,y}$ analogously. The one-dimensional vertex spaces are given by:

$$V_{v_n,x} = \text{span}\{\phi_{v_n,x}\} \text{ and } V_{v_n,y} = \text{span}\{\phi_{v_n,y}\}.$$

The bilinear form associated with the vertex spaces is $a_Q(\cdot, \cdot)$.

The interior spaces are $V_{\Omega_i} = P_0^N(\Omega_i)$, and the bilinear form associated with all of them is $a_Q(\cdot, \cdot)$.

The preconditioned operator is now

$$T_n = H^k T^H + \sum_{v_n} (T_{v_n,x} + T_{v_n,y}) + \sum_{\mathcal{E}_k} T_{\mathcal{E}_k} + \sum_{i=1}^M T_{\Omega_i}.$$

(7)

This operator does not exactly fit the Schwarz framework, but an analysis similar to the proof of that result, together with a decomposition lemma involving the local spaces and bilinear forms just described, yield the following theorem. For the proof, see [Cas96]; cf. [Bre94, Cas95].

**Theorem 4.1** The condition number of $T_n$ satisfies:

$$\kappa(T_n) \leq \frac{C(1 + \log(N))^3}{\beta_N}.$$

**Remark 4.1** In three dimensions, edge and face functions play the role of the vertex and edge functions of the two dimensional version, respectively. For each edge, the edge function is the analogue of the $\phi_{v_n}$ above; it is nonzero for the interface nodes adjacent to the edge, and have zero flux across all the faces of the subregions. The condition number estimate is the same as in Theorem 4.1, where $\beta_N$ is now the Babuška-Brezzi constant for the three-dimensional discretization.

5 Schwarz Methods for the Stationary Navier-Stokes Equations

Following [Ron95], we consider a Galerkin spectral element discretization of the velocity-pressure formulation of the Navier-Stokes equations, given by:
Find \( (\hat{u}_N, \hat{p}_{N-2}) \in P^N_0(\Omega) \times (\bar{P}^{N-2}(\Omega) \cap L^2_0(\Omega)) \) such that

\[
\begin{align*}
  a(\hat{u}_N, v_N) + c(\hat{u}_N; u_N, v_N) + b(v_N, \hat{p}_{N-2}) &= \int_\Omega f \cdot v_N \, dx \quad \forall v_N \in P^N_0(\Omega), \\
  b(\hat{u}_N, q_{N-2}) &= 0 \quad \forall q_{N-2} \in \bar{P}^{N-2}(\Omega) \cap L^2_0(\Omega).
\end{align*}
\tag{8}
\]

For \( u, v, \) and \( w \in H^1(\Omega) \), the trilinear form \( c(\cdot; \cdot, \cdot) \) is given by:

\[
c(u; v, w) := \sum_{i,j=1}^d \int_\Omega u_j \left( \frac{\partial v_i}{\partial x_j} \right) w_i \, dx.
\]

Numerical computations show that \( \hat{u}_N \) is a good approximation for \( u \), the exact solution of the Navier-Stokes equations, at least for Reynolds number \( Re = 1/\nu \) on the order of 50; see [Ron95].

We will develop Schwarz preconditioners for the system representing the \( k^{th} \) step of the Newton iteration used to solve (8). We fix \( k \) and to simplify notations, set \( u_N := u^k_N \), \( w := u^{k-1}_N \), and \( g := f^k \). Then, \( u_N \) is the solution of the following problem:

Find \( u_N \in P^N_0(\Omega) \) such that

\[
B_w(u_N, v_N) = (g, v_N) \quad v_N \in P^N_0(\Omega),
\tag{9}
\]

where

\[
B_w(u_N, v_N) = a(u_N, v_N) + c(w; u_N, v_N) + c(u_N; w, v_N).
\tag{10}
\]

We assume that \( \hat{u}_N \) is a solution of (8) which is non-singular i.e. (9) is uniquely solvable if we let \( w = \hat{u}_N \). If the Reynolds number \( Re = 1/\nu \) is small enough, this can be proved by classical arguments (see [GPARS6], Theorem IV.2.4); our analysis does not assume \( Re \) is small enough, although the iteration count of the method may deteriorate when that parameter increases.

\section{A Schwarz Preconditioner with a New Coarse Space}

We propose a Schwarz preconditioner for \( B(\cdot, \cdot) \), by viewing \( B(\cdot, \cdot) \) restricted to \( P^N_0(\Omega) \) as a perturbation of the symmetric bilinear form \( a(\cdot, \cdot) \). We assume that the coarse triangulation \( \tau_H = \bigcup_{i=1}^M \Omega_i \) is a shape regular triangulation, not necessarily quasi-uniform, and set \( H = \max_i H_i \), where \( H_i \) is the diameter of \( \Omega_i \).

We start the definition of our coarse space by first defining an extension operator \( \hat{I}_H \), similar to the operator \( I_H \), defined in (6). Let \( \hat{I}_H : V^H_{n,v_n}(\Omega) \rightarrow P^N_0(\Omega) \), and let \( \hat{u}_H = \hat{I}_H(u_H) \) for \( u_H \in V^H_{n,v_n}(\Omega) \). The restriction of \( \hat{u}_H \) to a subregion \( \Omega_i \) is the solution of the following non-homogeneous Stokes problem:

Find \( \tilde{u}_H \in P^N_0(\Omega_i) \), with \( \tilde{u}_H = u_H \) on \( \partial \Omega_i \), and \( \tilde{p}_H \in P^{N-2}(\Omega_i) \cap L^2_0(\Omega_i) \) such that

\[
\begin{align*}
  a(\tilde{u}_H, v_N) + b(v_N, \tilde{p}_H) &= a(u_H, v_N) \quad \forall v_N \in P^N_0(\Omega_i), \\
  b(\tilde{u}_H, q_{N-2}) &= 0 \quad \forall q_{N-2} \in P^{N-2}(\Omega_i) \cap L^2_0(\Omega_i).
\end{align*}
\tag{11}
\]
By restricting the test function \( v_N \) to have zero discrete divergence, i.e. \( v_N \in P_N^0(\Omega) \), \( \tilde{u}_H \) can also be determined by:

Find \( \tilde{u}_H \in P_N^0(\Omega) \), \( \tilde{u}_H = u_H \) on \( \partial \Omega \), and such that

\[
a(\tilde{u}_H, v_N) = a(u_H, v_N) \quad \forall v_N \in P_N^0(\Omega).
\]

The new coarse space is defined by:

\[
\tilde{V}_{n, \nabla n}^H(\Omega) = \tilde{I}_H^H(\nabla_n^H(\Omega)).
\]

An easy argument using Green’s formula shows that \( \tilde{V}_{n, \nabla n}^H(\Omega) \subset P_N^0(\Omega) \); it is also easy to see that \( \tilde{u}_H \) is the function of \( P_N^0(\Omega) \) which coincides with \( u_H \) on \( \Gamma \), and which is the best approximation of \( u_H \) in the \( a(\cdot, \cdot) \)-semi-norm (and in the \( H^1 \)-semi-norm, since they differ only by a fixed factor \( \nu \)).

The operator \( Q_H : P_N^0(\Omega) \rightarrow \tilde{V}_{n, \nabla n}^H(\Omega) \) is defined by

\[
B(Q_H u, v_H) = B(u, v_H) \quad \forall v_H \in \tilde{V}_{n, \nabla n}^H(\Omega).
\]

We remark that although \( B(\cdot, \cdot) \) is not necessarily positive definite, (13) is guaranteed to have solutions for sufficiently small values of \( H \); see property \( \textbf{P3} \) below.

Let \( V_s, s \geq 1 \) be the local spaces used to define the operator \( T_n \); see (7). In three dimensions, there is one local space associated with the interior of each \( \Omega \), one space related to each face, and one for each edge. For \( s \geq 1 \), the operator \( P_s : P_N(\Omega) \rightarrow V_s \) is defined by

\[
a(P_s u, v_s) = B(u, v_s) \quad \forall v_s \in V_s.
\]

**Theorem 6.1** There exists a positive constant \( H_0 \), depending only on the domain \( \Omega \) and on the solution \( \tilde{u}_N \), and positive constants \( c(H_0) \), and \( C(H_0) \) such that the operator

\[
Q_a = Q_H + \sum_{s \geq 1} P_s
\]

satisfies, \( \forall u \in P_N^0(\Omega) \), and for \( H \leq H_0 \),

\[
a(Q_a u, Q_a u) \leq C(H_0)a(u, u),
\]

and

\[
c(H_0)C_0^{-2}a(u, u) \leq a(Q_a u, u).
\]

The proof of this result is given in [Cas96].

This estimate immediately implies an upper bound on the iteration count of the GMRES method applied to the preconditioned system

\[
Q_a \tilde{u}_N = \bar{b}
\]

where \( \bar{b} \) is chosen so that \( \tilde{u}_N \) is the vector of nodal values of \( u_N \). This result is an extension to the Navier-Stokes equation of the Schwarz method for scalar second-order non-symmetric problems studied in [CW92].
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Incomplete Domain Decomposition
LU Factorizations

J. C. Díaz, M. Komara, and J. Hensley

1 Introduction

The incomplete domain decomposition LU factorizations for the solution of systems of linear equations arising from the discretization of two-dimensional non selfadjoint PDEs are introduced. The construction of the factorizations is presented for positive definite $M$-matrices. The theoretical discussion is for two subdomains. Multidomain numerical illustrations are also included.

Consider a decomposition of the computational domain $\Omega$ into two overlapping subregions, arbitrarily ordered $\Omega_1$ and $\Omega_2$. The original method due to Schwarz [Sch70] consisted of alternating the solution on each subdomain until convergence was achieved. Domain decomposition methods have evolved this idea to the construction of preconditionings. Consider LU factorizations on each subdomain. Using these factorizations, a symmetrized domain decomposition preconditioning solves in domain $\Omega_1$, then solves in domain $\Omega_2$, and finally corrects in domain $\Omega_1$, see [BW86]. The cost per iteration is the cost of 3 $LU$ solves.

The method proposed here has the feel of an $LU$ factorization: forward elimination followed by back substitution. First using the subdomains $LU$ factorizations, forward eliminate in domain $\Omega_1$, carry that information to domain $\Omega_2$ forward eliminate there. Then, the back substitution is completed in the reverse order: first, in domain $\Omega_2$ and then in the original domain $\Omega$. The cost per iteration is equivalent to the cost of 2 $LU$ solves. Thus, the cost per iteration of the incomplete domain decomposition $LU$ factorizations is approximately $2/3$ of the cost of traditional domain decomposition factorizations.

Just as the original idea of Schwarz and the multiplicative domain decomposition methods have the feel of a Gauss-Seidel iteration on the subdomains, the factorizations proposed here have the feel of a block symmetric Gauss-Seidel. This should make the factorizations proposed here somewhat more robust than traditional domain decomposition factorizations. This is born out in the application to time dependent problems where the step size is adaptively changed for the accuracy of the solution, [Kom96]. Incomplete domain decomposition $LU$ factorizations are able to solve the
linear systems for larger time steps.

The combination of low cost per iteration and robustness makes this factorization an attractive preconditioner. The incomplete domain decomposition LU factorizations can be extended to multiple subdomains, [DK97]. Furthermore, the multiple subdomains factorization is parallelizable through the use of coloring.

In Section 2, the domain \( \Omega \) is decomposed into overlapping subdomains and the incomplete domain decomposition factorization is derived. A brief analysis of the factorization is presented in Section 3. The factorization is related to a regular splitting of an expanded matrix, whose dimensions exceed the original matrix according to the amount of overlap. Section 4 reports the results of some numerical experiments illustrating the potential of the factorization.

## 2 Incomplete Domain Decomposition LU Factorizations

The presentation centers in the solution of the linear system

\[
Ax = b
\]

arising from the finite difference discretization of two-dimensional PDEs on a rectangular domain \( \Omega \). \( A \) is an \( n \times n \) nonsingular matrix, \( b \) is a given \( n \)-dimensional vector, and \( x \) is the \( n \)-dimensional unknown vector. The matrix \( A \) is assumed to be a positive definite \( M \)-matrix. The linear system will be solved using preconditioned conjugate gradient type methods [SSF95, VdV92].

The construction of incomplete domain decomposition LU factorizations is presented for the case of two overlapping subdomains. The extension to several subdomains will be presented elsewhere due to space limitations.

Start by first subdividing \( \Omega \) into two overlapping subdomains. Then the matrices constructed from the discretization of the restriction of the PDEs on these subdomains are used to construct a matrix \( G \) that has a dimension larger than that of \( A \). The incomplete factorizations of \( A \) are obtained from the incomplete LU factorizations of \( G \).

Decompose \( \Omega \) into two non overlapping subdomains \( \Omega_1 \) and \( \Omega_2 \), and an internal boundary \( \gamma \) such that \( \Omega = \Omega_1 \cup \gamma \cup \Omega_2 \); see Fig. 1a. The internal boundary \( \gamma \) is extended to create subdomains \( \Omega_1 \) and \( \Omega_2 \) that overlap and cover \( \Omega \). Extend \( \gamma \) to the right and denote the new boundary by \( \gamma_1 \) and the region between \( \gamma \) and \( \gamma_1 \) by \( \Omega_1 \). Similarly, extend \( \gamma \) to the left and denote the new boundary by \( \gamma_2 \) and the region between \( \gamma \) and \( \gamma_2 \) is denoted by \( \Omega_2 \). The two overlapping regions are defined by \( \Omega_1 = \Omega_1 \cup \Omega_1 \cup \gamma_1 \) and \( \Omega_2 = \Omega_2 \cup \Omega_2 \cup \gamma_2 \), and the overlap between them is \( \Omega_o = \Omega_1 \cup \Omega_1 \cup \gamma \cup \Omega_2 \cup \gamma_2 \); see Fig. 1b. Also, let \( \Omega_u = \Omega_2 \setminus \Omega_1 \) and \( \Omega_r = \Omega_2 \setminus \Omega_u \). Then \( \Omega_1 \) and \( \Omega_u \) are disjoint and cover \( \Omega \), and \( \Omega_r \) and \( \Omega_u \) are disjoint subdomains covering \( \Omega_2 \). It can be seen that \( \Omega_o = \Omega_r \).

Now let \( \omega \) be the set of grid points introduced in \( \Omega \) after discretizing \( \Omega \) with mesh size \( h \). Define by \( \omega_1 = \omega \cap \Omega_1 \) the set of grid points in \( \Omega_1 \), \( \omega_2 = \omega \cap \Omega_2 \) the set of grid points in \( \Omega_2 \), \( \omega_u = \omega \cap \Omega_u \) the set of grid points in \( \Omega_u \), and \( \omega_r = \omega \cap \Omega_r \) the set of grid points in \( \Omega_r \). Note that \( \omega = \omega_1 \cup \omega_2 \) since \( \Omega_1 \) and \( \Omega_2 \) are disjoint subdomains covering \( \Omega \). Note also that \( \omega_2 = \omega_1 \cup \omega_r \) since \( \Omega_2 \) and \( \Omega_r \) are disjoint subdomains covering \( \Omega_2 \).

Denote by \( n_1, n_2, n_u, \) and \( n_r \) the number of grid points in \( \omega_1, \omega_2, \omega_u, \) and \( \omega_r \). The
order of the matrix $A$ of Equation (1), $n$, is equal to the number of grid points in $\omega$, i.e. $n = n_1 + n_u$.

Let $G_{11}$, $G_{22}$, $A^u_{22}$, and $A^u_{22}$ be the matrices arising from the discretization of the restriction of the PDEs on $\omega_1$, $\omega_2$, $\omega_u$, and $\omega_r$, respectively. The matrix $G_{22}$ can be represented in $2 \times 2$ block form as

$$G_{22} = \begin{bmatrix} A^u_{22} & A^u_{22} \\ A^u_{22} & A^u_{22} \end{bmatrix} \begin{bmatrix} \omega_r \\ \omega_u \end{bmatrix}$$

since $\omega_r$ and $\omega_u$ are disjoint subsets of $\omega_2$ such that $\omega_2 = \omega_r \cup \omega_u$. Similarly, $\omega_1$ and $\omega_u$ are disjoint subsets of $\omega$ such that $\omega = \omega_1 \cup \omega_u$, and hence, the matrix $A$ can also be represented in $2 \times 2$ block form as

$$A = \begin{bmatrix} A_{11} & A^u_{12} \\ A^u_{21} & A^u_{22} \end{bmatrix} \begin{bmatrix} \omega_1 \\ \omega_u \end{bmatrix}, \quad (2)$$

where

$$A_{11} = G_{11}, \quad A^u_{12} = \begin{bmatrix} 0 \\ A^u_{22} \end{bmatrix} \begin{bmatrix} \omega_1 \\ \omega_r \end{bmatrix}, \quad \text{and} \quad A^u_{21} = \begin{bmatrix} \omega_1 \\ 0 \end{bmatrix} \begin{bmatrix} \omega_r \\ \omega_u \end{bmatrix}. \quad (3)$$

Let $I_k$ be the identity matrix of order $k$ and $m = n_1 + n_2$. Consider $P_1$, $P_2$ and $P$, respectively $n_1 \times n_1$, $n_2 \times n_u$ and $m \times m$ matrices given by

$$P_1 = I_{n_1}, \quad P_2 = \begin{bmatrix} \omega_r \\ \omega_u \end{bmatrix}, \quad \text{and} \quad P = \begin{bmatrix} P_1 & 0 \\ 0 & P_2 \end{bmatrix} \begin{bmatrix} \omega_1 \\ \omega_2 \end{bmatrix}. \quad (3)$$

Let $G_{12}$, $G_{21}$ and $G$ be respectively $n_1 \times n_2$, $n_2 \times n_1$ and $m \times m$ matrices defined by

$$G_{12} = \begin{bmatrix} \omega_r & \omega_u \\ 0 & A^u_{21} \end{bmatrix}, \quad G_{21} = \begin{bmatrix} 0 \\ A^u_{21} \end{bmatrix} \begin{bmatrix} \omega_r \\ \omega_u \end{bmatrix}, \quad \text{and} \quad G = \begin{bmatrix} G_{11} & G_{12} \\ G_{21} & G_{22} \end{bmatrix} \begin{bmatrix} \omega_1 \\ \omega_2 \end{bmatrix}. \quad (4)$$

Then, the identities hold

$$A^u_{12} = P_1^T G_{12} P_2, \quad A^u_{21} = P_2^T G_{21} P_1, \quad \text{and} \quad A^u_{22} = P_2^T G_{22} P_2.$$
Furthermore, it can readily be checked that the equality $A = P^TGP$ holds.

$A$ is an $M$-matrix and so are $G_{11}$ and $G_{22}$ which are principal submatrices of $A$. It follows that the matrix

$$G_{22} = \begin{bmatrix} A_{22} & 0 \\ \omega_2 & A_{22} \end{bmatrix}$$

obtained by setting some of the off-diagonal entries of $G_{22}$ to zero is also an $M$-matrix. Therefore, there exist traditional splittings [BP94] of $G_{11}$ and $G_{22}$ such that

$$G_{11} = Q_1 - E_1 \quad \text{and} \quad \tilde{G}_{22} = Q_2 - E_2,$$

where $Q_1^{-1}$, $Q_2^{-1}$, $E_1$ and $E_2$ are nonnegative matrices, i.e. the entries of $Q_1^{-1}$, $Q_2^{-1}$, $E_1$ and $E_2$ are all nonnegative. The matrices $Q_1$ and $Q_2$ are derived from the (block) $ILU$ factorizations of $G_{11}$ and $\tilde{G}_{22}$ and have the form

$$Q_1 = (L_1 + B_1)B_1^{-1}(B_1 + U_1) \quad \text{and} \quad Q_2 = (L_2 + B_2)B_2^{-1}(B_2 + U_2),$$

where $L_1$ and $L_2$ are the strictly lower parts of $G_{11}$ and $\tilde{G}_{22}$; and $U_1$ and $U_2$ are the strictly upper parts of $G_{11}$ and $\tilde{G}_{22}$. The matrices $B_1$ and $B_2$ are $M$-matrices constructed during the factorization process.

Now let $B$, $L$, $U$, $Q$ and $\tilde{G}$ be matrices of order $m$ defined by

$$B = \begin{bmatrix} B_1 & 0 \\ 0 & B_2 \end{bmatrix}, \quad L = \begin{bmatrix} L_1 & 0 \\ G_{21} & L_2 \end{bmatrix}, \quad \omega_1, \quad \omega_2, \quad \text{and} \quad U = \begin{bmatrix} U_1 & G_{12} \\ 0 & U_2 \end{bmatrix}, \quad \omega_1, \quad \omega_2$$

$$Q = (L + B)B^{-1}(B + U) \quad \text{and} \quad \tilde{G} = \begin{bmatrix} G_{11} & G_{12} \\ G_{21} & \tilde{G}_{22} \end{bmatrix},$$

$$\omega_1, \quad \omega_2. \quad (5)$$

The incomplete domain decomposition preconditioner of $A$ is defined by

$$Q_{\text{IDD}} = (P^TQ^{-1}P)^{-1}$$

where $Q$ and $P$ are given in Equation (5) and (3), respectively. Note that the preconditioner has the feel of an $LU$ factorization. Computing the action of $Q_{\text{IDD}}^{-1}$ on a vector requires a forward elimination followed by a back substitution. From Equations (2), (3) and (4) it follows that the matrix $PAP^T$ can be written as

$$PAP^T = \begin{bmatrix} G_{11} & G_{12} \\ G_{21} \begin{bmatrix} 0 & \omega_2 \\ 0 & A_{22} \end{bmatrix} \end{bmatrix}$$

$$= G - G_{ur} - G_{ru}, \quad (7)$$

where

$$G_{ur} = \begin{bmatrix} 0 & \omega_2 \\ 0 & \omega_2 \end{bmatrix} \quad \text{and} \quad G_{ru} = \begin{bmatrix} 0 & \omega_2 \\ 0 & \omega_2 \end{bmatrix}.$$

Note that $G_{ur}P = 0$ and $\tilde{G} = G - G_{ru}.$
3 Analysis

The matrix $\tilde{G}$ was constructed, in the previous section, from principal submatrices of the matrix $A$ which has been assumed to be a positive definite $M$-matrix. From these assumptions the following Lemma can be established [Kom96, DK97].

**Lemma 1** There exists a matrix $E$ such that $\tilde{G} = Q - E$ is a regular splitting, i.e. the entries of $Q^{-1}$ and $E$ are all nonnegative.

The stability of the incomplete domain decomposition factorization is established in the following Theorem.

**Theorem 1** The preconditioned system $K = Q^{-1}_{ID} A$ is a principal submatrix of $Q^{-1} \tilde{G}$ given by $K = P^T Q^{-1} \tilde{G} P$, and all of the eigenvalues of the preconditioned system $K$ have positive real part.

**Proof:** First note that $P^T P = I_n$, $G_u P = 0$ and $\tilde{G} = G - G_{ru}$. Using these and Equations (6) and (7), it follows

$$K = Q^{-1}_{ID} A = P^T Q^{-1} P A = P^T Q^{-1} P A P^T P = P^T Q^{-1} (G - G_{ru} - G_{ru}) P = P^T Q^{-1} (G - G_{ru}) P$$

$$= P^T Q^{-1} \tilde{G} P.$$ 

This establishes the first part of the Theorem.

Using Lemma 1 and the above result, $K$ can be rewritten as

$$K = P^T Q^{-1} \tilde{G} P = P^T Q^{-1} (Q - E) P = P^T (I_n - Q^{-1} E) P$$

$$= I_n - P^T Q^{-1} E P.$$ 

Since $\tilde{G} = Q - E$ is a regular splitting, it follows that the spectral radius $\rho(Q^{-1} E)$ of $Q^{-1} E$ is less than unity ([BP94], page 181). Also, since $P^T Q^{-1} E P$ is a principal submatrix of the nonnegative matrix $Q^{-1} E$ it follows that $\rho(P^T Q^{-1} E P) \leq \rho(Q^{-1} E)$ ([BP94], page 28). Finally, the spectral radius $\rho(I_n - K)$ of $I_n - K$ satisfies the inequality

$$\rho(I_n - K) = \rho(P^T Q^{-1} E P) \leq \rho(Q^{-1} E) < 1,$$

which shows that all the eigenvalues of $K$ have positive real parts. \textit{QED}

4 Numerical Experiments

The potential of the domain decomposition preconditioners is best illustrated by applying it to cases where the domain $\Omega$ has been decomposed into several subdomains. Both box and stripe decompositions of the computational domain $\Omega$ are considered; see Fig. 2.

The coefficient matrix of Equation (1) is obtained from the discretization of the PDEs on the unit square $\Omega = (0,1) \times (0,1)$. The following PDE is solved

$$-\Delta u + \gamma \left( x \frac{\partial u}{\partial x} + y \frac{\partial u}{\partial y} \right) + \beta u = f \text{ in } \Omega.$$
with Dirichlet boundary conditions where $\gamma = 1000$ and $\beta = -100$. The function $f$ is chosen such that the exact solution is $u = x(1 - x)y(1 - y) \exp(y)$.

The five-point finite difference scheme is used for the discretization of the PDE on a uniform grid. The first and second order derivatives are approximated using centered differences. Note that although this problem is highly non symmetric, its discretization matrix remains a positive definite M-matrix.

For $n = 32, 64, 128$, a uniform grid is introduced with spacing $h = 1/(n+1)$ in $\Omega$. The matrix $A$ arising from the discretization of the above PDE is a nonsingular $M$-matrix of order $n^2$ for each problem.

The linear system $Ax = b$ obtained from the discretization of the PDE is solved using preconditioned Bi-CGSTAB [VdV92] and GMRES(50) methods. The latter is the GMRES method [SSF95] that is restarted after every 50 iterations. The iterative solvers are considered to have converged when the initial residual is reduced by a factor of at least $10^{-6}$, that is, the stopping criterion is $\|r_i\|_2 \leq 10^{-6} \|r_0\|_2$, where $r_i = b - Ax_i$ is the $i^{th}$ residual, $x_i$ is the $i^{th}$ approximation to the solution $x$, and $\| \cdot \|_2$ is the Euclidean norm. The initial guess is $x_0 = 0$ in all the test runs. The preconditioners used are the incomplete domain decomposition $LU$ factorizations presented in this paper. To construct the preconditioner, compute the block $ILU$ factorizations of the coefficient matrices derived from the discretization of the restriction of the PDE on the overlapping subdomains. The incomplete factorizations for these local matrices are their $INV(1)$ factorizations [CGM85, CM86, Men89]. The ordering is the natural order. No effort is made to select a particular ordering for the grid points or for the subdomains.

The performance of the preconditioner $Q_{i, \rho \phi}$ is investigated. Throughout, the Bi-CGSTAB and GMRES(50) used in conjunction with a preconditioning matrix $C$ will
Table 1  Number of iterations required for various grid sizes and overlaps

<table>
<thead>
<tr>
<th></th>
<th>Box Decompositions</th>
<th></th>
<th>Stripe Decompositions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n = 32</td>
<td>n = 64</td>
<td>n = 128</td>
</tr>
<tr>
<td></td>
<td>n = 32</td>
<td>n = 64</td>
<td>n = 128</td>
</tr>
<tr>
<td>0h</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>4h</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>6h</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>8h</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>2h</td>
<td>16</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>4h</td>
<td>5</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>6h</td>
<td>5</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>8h</td>
<td>7</td>
<td>9</td>
<td>11</td>
</tr>
<tr>
<td>2h</td>
<td>8</td>
<td>8</td>
<td>12</td>
</tr>
<tr>
<td>4h</td>
<td>8</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>6h</td>
<td>9</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>8h</td>
<td>13</td>
<td>19</td>
<td>11</td>
</tr>
<tr>
<td>2h</td>
<td>14</td>
<td>18</td>
<td>19</td>
</tr>
<tr>
<td>4h</td>
<td>19</td>
<td>24</td>
<td>16</td>
</tr>
<tr>
<td>6h</td>
<td>19</td>
<td>24</td>
<td>16</td>
</tr>
</tbody>
</table>

be denoted by Bi-CGSTAB/C and the GMRES(50)/C, respectively.

A test is carried out for obtaining the solution of the above problem using the Bi-CGSTAB/\(Q_{DD}\) and GMRES(50)/\(Q_{DD}\) solvers. The numerical calculations were carried out in double precision on a Sun workstation. All calculations are serial. The numerical performance of the preconditioners is considered herein. Their parallel implementations which will be presented elsewhere.

Results

The test results are gathered in Table 1. The overlap between the subdomains is labeled \(0\) and is the same for any two subdomains that overlap. For instance, if \(0 = n_{ov}h\), where \(n_{ov}\) is a nonnegative integer, then the overlap between any two overlapping subdomains is \(n_{ov}h\). In other words, the overlap between the grids corresponding to any two overlapping subdomains is \(n_{ov}\) grid lines. The number of subdomains is reported in the column labeled \(\phi\). The number of iterations taken by Bi-CGSTAB and GMRES(50) methods are reported in columns labeled Bi and GM, respectively.

In all the test runs, the case \(DM = 1\) corresponds to using the \(INV(1)\) factorization of \(A\) as preconditioner; i.e. Bi-CGSTAB/\(INV(1)\) and GMRES(50)/\(INV(1)\) methods are used.

In all the test runs, the number of iterations seems to be independent of the size of the overlap. On the other hand, Bi-CGSTAB/\(Q_{DD}\) and GMRES(50)/\(Q_{DD}\)
require more iterations as the number of subdomains increases. Preconditioners based on box decompositions take more iterations than those derived from stripe decompositions. The coefficient matrices of the subdomains, however, are larger for stripe decompositions than for box decompositions. Therefore applying the preconditioners requires more computation on the subdomains in the stripe decompositions case than the box decompositions case.
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1 Introduction

In this paper, we discuss a domain decomposition method for solving linear systems of algebraic equations arising from the discretization of elliptic problems in 3-D by the mortar element method; see [Mar90, AG93] and literature given therein. The elliptic problem is second-order with discontinuous coefficients and the Dirichlet boundary condition. Using the framework of the mortar method, the problem is approximated by the finite element method with piecewise linear functions on nonmatching meshes.

The domain decomposition method is of iterative substructuring type and is described as an additive Schwarz method (ASM) using the general framework of ASMs; see [DW95, Ben95a]. It is applied to the Schur complement of our discrete problems, i.e., interior variables of all subregions are first eliminated using a direct method.

In this paper, we consider the mortar element method in the geometrically conforming case only. The region $\Omega$ is a union of simplices $\Omega_i$ on which a coefficient $\rho_i$ of the problem is constant. The described ASM uses a standard coarse space defined on the triangulation formed by $\Omega_i$ of diameter $H$, i.e., $V_0 = V^H$, a space of piecewise linear continuous functions which vanish on $\partial \Omega$.

The algorithm described is almost optimal, i.e., the number of iterations required to decrease the energy norm of the error in a conjugate gradient method is proportional to $(1 + \log \frac{H}{h})^2$, where $g = 1$ or $g = \frac{2}{7}$ with the constant independent of the coarse and fine meshes $(H, h)$ and the coefficient $\rho_i$. This result is proved assuming a special distribution of the $\rho_i$ on $\Omega_i$, called quasi-monotone (introduced in [DSW96]) and weak quasi-monotone (introduced herein). This is the main result of the paper. There are indications that this result is sharp in 3-D with respect to the distribution of $\rho_i$, see [Osw96] and [Xu91]. In the case of arbitrary distribution of $\rho_i$, the number of iterations can be bounded by $(H/h)^{\frac{3}{2}}$.

The results of this paper are generalizations of results obtained in [Ben95b] for 2-D. The idea of using a standard coarse space is taken from [Glo84], where the 2-D case
with regular coefficients is considered. The mortar element method in the geometrically
nonconforming case for problems with discontinuous coefficients is not discussed here.
The reason is that it is not clear how to design and analyze ASMs for either the
standard coarse space or for others; see, for example, the new coarse space used in
[Ben95b] in the 2-D case.

The outline of the paper is as follows. In Section 1.2, the discrete problem
obtained from the mortar element method is described. In Section 1.3, an iterative
substructuring method is described in terms of an ASM for the Schur complement
system. In this section, Theorem 1.3.1 is formulated as the main result of the paper.
A proof of this theorem is given in Section 1.5. In Section 1.4, technical tools are given
which are needed for the proof.

Some of the results of this paper have been obtained in joint work with Olof
Widlund.

2 Mortar Discrete Problems

We solve the following differential problem: Find $u^* \in H^1_0(\Omega)$ such that
\begin{equation}
a(u^*, v) = f(v), \quad v \in H^1_0(\Omega),
\end{equation}
where
\begin{equation*}
a(u, v) = \sum_i \mu_i (\nabla u, \nabla v)_{L^2(\Omega_i)}, \quad f(v) = (f, v)_{L^2(\Omega)},
\end{equation*}
\begin{equation*}
\Omega = \cup_{i=1}^N \Omega_i, \quad \text{and} \quad \mu_i \text{ is a positive constant in } \Omega_i.
\end{equation*}

Let $\Omega$ be a polygonal region in 3-D and $\Omega_i$ be tetrahedral elements. They form
a coarse triangulation with a parameter $H$. In each $\Omega_i$, a triangulation is introduced
with tetrahedral elements $e_j^{(i)}$ and a parameter $h_i$. The resulting triangulation of $\Omega$
is nonmatching. We assume that the coarse triangulation and the $h_i$ triangulation in
each $\Omega_i$ are quasi-uniform, see [GPP04]. Let $X_i(\Omega_i)$ be the finite element space
of piecewise linear continuous functions defined on the triangulation of $\Omega_i$ and vanishing
on $\partial \Omega_i \cap \partial \Omega$. Let
\begin{equation*}
X^h(\Omega) = X_1(\Omega_1) \times \cdots \times X_N(\Omega_N).
\end{equation*}

To define the mortar finite element method, we introduce some notation and spaces.
Let
\begin{equation*}
\Gamma = (\cup_i \partial \Omega_i) \backslash \partial \Omega,
\end{equation*}
and let $F_{ij}, E_{ij}$ denote the faces, edges of $\Omega_i$. The union of $E_{ij}$ forms the wire basket
$W_i$ of $\Omega_i$. We now select open faces $\gamma_m$ of $\Gamma$, called mortars (masters) such that
\begin{equation*}
\Gamma = \cup_m \gamma_m \quad \text{and} \quad \gamma_m \cap \gamma_n = \emptyset \text{ if } m \neq n,
\end{equation*}
By $\gamma_m^{(i)}$ we denote a face of $\Omega_i$. Let $\gamma_m^{(i)}$ be a face common to $\Omega_i$ and $\Omega_j$. As a face
of $\Omega_j$ it is denoted by $\delta_m^{(j)}$ and it is called nonmortar (slave). The rule for selecting
$\gamma_m^{(i)}$ is $F_{ij}$, a common face to $\Omega_i$ and $\Omega_j$, as mortar is that $\mu_i \geq \mu_j$. Let $W^{h_i}(F_{ij})$ be
the restriction of $X_i(\Omega_i)$ to $F_{ij}$. Note that on $F_{ij} = \gamma_m^{(i)} = \delta_m^{(j)}$, the common face to
$\Omega_i$ and $\Omega_j$, we have two triangulation, denoted in terms of $h_i$ and $h_j$ and two different
spaces $W^{h_i}(\gamma_m^{(i)})$ and $W^{h_j}(\delta_m^{(j)})$. 
Let $M^{h\delta} (\delta_{m,j})$ denote a subspace of $W^{h\delta} (\delta_{m,j})$ defined as follows: Let $v \in W^{h\delta} (\delta_{m,j})$. A function $\tilde{v} \in M^{h\delta} (\delta_{m,j})$ has the same values as $v$ at the interior nodal points of $\delta_{m,j}$. The value of $\tilde{v}$ at a nodal point $x_k \in \partial \delta_{m,j}$, the boundary of $\delta_{m,j}$, is equal to

$$\tilde{v}(x_k) = \sum_{i=1}^{n_h} \alpha_i v(x_{i(k)}) \sum_{i=1}^{n_h} \alpha_i = 1,$$

where $\alpha_i \geq 0$ and the sum is taken over interior nodal points $x_{i(k)}$ of $\delta_{m,j}$ such that an interval $(x_k, x_{i(k)})$ is a side of the triangulation and its number is equal to $n_k$, for details see [AG93].

We say that $u_{i|m}$ and $u_{j|m}$, the restrictions of $u_i \in X_i(\Omega_i)$ and $u_j \in X_j(\Omega_j)$ to $\delta_m$, a common face to $\Omega_i$ and $\Omega_j$, satisfy the mortar condition if

$$\int_{\delta_m} (u_{i|m} - u_{j|m}) \Psi ds = 0, \quad \Psi \in M^{h\delta} (\delta_m). \quad (2)$$

This condition can be rewritten as follows. Let $\Pi_m (u_{i|m}, v_{j|m})$ denote a projection from $L^2(\delta_m)$ on $W^{h\delta} (\delta_m)$ defined by

$$\int_{\delta_m} \Pi_m (u_{i|m}, v_{j|m}) \Psi ds = \int_{\delta_m} u_{i|m} \Psi ds, \quad \Psi \in M^{h\delta} (\delta_m) \quad (3)$$

and

$$\Pi_m (u_{i|m}, v_{j|m})|_{\partial \delta_m} = v_{j|m}. \quad (4)$$

Thus $u_{i|m} = \Pi_m (u_{i|m}, v_{j|m})$ if $v_{j|m} = u_{j|m}$ on $\partial \delta_m$.

By $V^h$ we denote a space of $v \in X^h$ which satisfies the mortar condition for each $\delta_m \subset \Gamma$. The discrete problem for (1) in $V^h$ is defined as follows: Find $u^*_h \in V^h$ such that

$$b(u^*_h, v_h) = f(v_h), \quad v_h \in V^h, \quad (5)$$

where

$$b(u_h, v_h) = \sum_{i=1}^N a_i (u_{i|h}, v_{i|h}) = \sum_{i=1}^N \rho_i (\nabla u_{i|h}, \nabla v_{i|h})_{L^2(\Omega_i)}$$

and $v_h = \{v_{i|h}\}_{i=1}^N \in V^h$. It is known that $V^h$ is a Hilbert space with an inner product defined by $b(u, v)$. This problem has an unique solution and an estimate of the error is known, see [AG93].

### 3 Additive Schwarz Method

In this section, we describe an additive Schwarz method for (5). It will be given for the Schur complement system. For that we first eliminate all interior unknowns of $\Omega_i$ using for $u_i \in X_i(\Omega_i)$ (here and below we drop the index $h$ for functions)

$$u_i = Pu_i + Hu_i, \quad (6)$$
where \( H u_i \) is discrete harmonic in \( \Omega_i \) in the sense of \((\nabla u, \nabla v)_{L^2(\Omega_i)}\) with \( H u_i = u_i \) on \( \partial \Omega_i \). Using this, we get

\[
s(u^*, v) = f(v), \quad v \in V^h(\Omega),
\]

where here and below \( V^h \) denotes a space of discrete harmonic functions in each \( \Omega_i \) and

\[
s(u, v) = b(u, v), \quad u, v \in V^h(\Omega).
\]

An additive Schwarz method (ASM) for (7) is designed and analyzed using the general ASM framework, see [Ben95a]. Using this framework, the method is designed in terms of a decomposition of \( V^h \), certain bilinear forms given on these subspaces, and the projections onto these subspaces in the sense of these bilinear forms.

The decomposition of \( V^h \) is taken as

\[
V^h(\Omega) = V_0(\Omega) + \sum_{\gamma_m \in F} V^m_F(\Omega) + \sum_{i=1}^N \sum_{x_k \in \tilde{W}_i} V^{[W_i]}_k(\Omega).
\]

Here \( V_0 = V^H \) is a space of piecewise linear continuous functions, on the coarse triangulation, which vanish on \( \partial \Omega \). The space \( V^m_F(\Omega) \) is a subspace of \( V^h \) associated with the master face \( \gamma_m \). It is the restriction of \( V^h \) to \( \gamma_m \) and \( \delta_m \) (\( \gamma_m = \delta_m \)), and the zero on \( \partial \gamma_m \) and \( \partial \delta_m \), the remaining master and slave faces, and on \( \partial \Omega \). \( W_i \) is the set of nodal points of \( W_i, V^{[W_i]}_k(\Omega) \) is an one-dimensional space associated with \( x_k \in \tilde{W}_i \) and spanned by \( \Phi_k \). The function \( \Phi_k \) is discrete harmonic with data on the boundary of the substructures defined as follows: Let \( x_k \) be a nodal point of \( \partial \gamma_m \), the boundary of the mortar face \( \gamma_m(\tilde{\Omega}) \) of \( \Omega_i \). We set \( \Phi = \varphi_k(x) \) on \( \gamma_m(\tilde{\Omega}) \), where \( \varphi_k(x) \) is a nodal basis function associated with \( x_k \). Let \( \delta_m(\tilde{x}) = \gamma_m(\tilde{x}) \), be the face common to \( \Omega_i \) and \( \Omega_j \), \( \Phi_k \) is equal to \( \Pi_m(\varphi_k(0) \) on \( \delta_m(\tilde{x}) \); see (3) and (4). \( \Phi_k \) is defined on the remaining mortar faces of \( \Omega_i \) in the same way if \( x_k \) is a nodal point of their boundaries. \( \Phi_k \) is zero on the remaining mortar and non-mortar faces of \( \Gamma \). Let \( x_k \) be a nodal point of \( \partial \delta_m(\tilde{x}) \), the boundary of a non-mortar face of \( \Omega_i \). \( \Phi_k(x) \) is equal to \( \Pi_m(0, \varphi_k) \) on \( \delta_m(\tilde{x}) \). This means that \( \Phi_k = 0 \) on the mortar face \( \gamma_m(\tilde{x}) = \delta_m(\tilde{x}) \). \( \Phi_k \) is defined on the remaining non-mortar faces of \( \Omega_i \) in the same way if \( x_k \) is a nodal point of their boundaries. \( \Phi_k \) is zero on the mortar and non-mortar faces belonging to remaining substructures. If \( x_k \) is a nodal point common to the boundaries of mortar or non-mortar faces, \( \Phi_k \) is defined on these faces as above.

Let us now introduce bilinear forms defined on the introduced spaces. \( b^m_{(F)} \) associated with \( V^m_F \times V^m_F \rightarrow R \) is of the form

\[
b^m_{(F)}(u_m(i), v_m(i)) = (\rho_1 + \rho_2)(\nabla u_m(i), \nabla v_m(i))_{L^2(\Omega_i)},
\]

where \( u_m(\tilde{x}) \) is the discrete harmonic function in \( \Omega_i \) with data \( u_m(\tilde{x}) \) on the mortar face \( \gamma_m(i) \) of \( \Omega_i \) which is common to \( \Omega_j \) and zero on the remaining faces of \( \Omega_i \).

We set \( b^m_{(W)} : V^m_F \times V^m_F \rightarrow R \) and \( b_0 : V_0 \times V_0 \rightarrow R \) equal to \( b(u, v) \).

Let us now introduce operators \( T^m_{(F)} \), \( T^m_{(W)} \), and \( T_0 \) by the bilinear forms \( b^m_{(F)} \), \( b^m_{(W)} \), and \( b_0 \), respectively, in the standard way. For example, \( T^m_{(F)} : V^h \rightarrow V^m_{(F)} \) is the solution of

\[
b^m_{(F)}(T^m_{(F)} u, v) = b(u, v), \quad v \in V^m_{(F)}.
\]
Let
\[ T = T_0 + \sum_{\gamma_m \subset \Gamma} T_m^{(F)} + \sum_{i=1}^{N} \sum_{x_k \in W_{ih}} T_k^{(W_i)}. \]

The method described is almost optimal assuming a special distribution of the coefficients \( \rho_i \), called quasi-monotone, introduced in [DSW96]. The quasi-monotone distribution on substructures with common vertex \( x_k \) requires a monotone path from each substructure to the substructure having the largest coefficient, traversing through faces of substructures only. If the vertex \( x_k \in \partial \Omega \), we additionally assume that \( \partial \Omega_i \cap \partial \Omega \) contains a face of the substructure \( \Omega_i \) with the largest coefficient \( \rho_i \). This is a local condition. The distribution \( \rho_i \) in \( \Omega \) is quasi-monotone if it is quasi-monotone at each vertex of the substructures; for details see [DSW96]. We also introduce the concept of a weak quasi-monotone distribution \( \rho_i \) for which the traversing path is also allowed to go through edges. In this case, for a vertex \( x_k \in \partial \Omega \), we assume that \( \partial \Omega_i \cap \partial \Omega \) contains the face or the edge of \( \Omega_i \) for which \( \rho_i \) is the largest in \( \Omega_i \).

There are indications that the estimates given below are sharp; see [Osw95] and [Xu91].

**Theorem 3.1** For all \( u \in V^h \)
\[ C_0(1 + \log \frac{H}{h})^{-2}\delta^{-1}a(u, u) \leq a(Tu, u) \leq C_1a(u, u), \tag{11} \]
where \( C_i \) are positive constants independent of \( H, h_i \) and \( \rho_i, h = \inf_i h_i \) and
\[ \delta = \begin{cases} 
1 & \text{when } \rho_i \text{ is quasi-monotone} \\
(1 + \log \frac{H}{h}) & \text{when } \rho_i \text{ is weakly quasi-monotone} \\
\frac{H}{h} & \text{when } \rho_i \text{ is not even weakly quasi-monotone} 
\end{cases} \tag{12} \]

4 Technical Tools

In this section, we formulate some auxiliary results that we need to prove Theorem 3.1.

**Lemma 4.1** Let \( \gamma_{i(m)} \) be a face common to \( \Omega_i \) and \( \Omega_j \), and let \( u_{i(m)} \) and \( u_{j(m)} \) be the restrictions of \( u_i \in X_i(\Omega_i) \) and \( u_j \in X_j(\Omega_j) \) to \( \gamma_{i(m)} \) and \( \delta_{j(m)} \), respectively. If \( u_{i(m)} \) and \( u_{j(m)} \) satisfy the mortar condition (2) on \( \delta_{j(m)} \) and \( u_{j(m)} \) vanishes on \( \partial \delta_{j(m)} \), then
\[ \|u_{j(m)}\|_{H^2(\delta_{j(m)})}^2 \leq C\|u_{i(m)}\|_{H^2(\gamma_{i(m)})}^2, \tag{13} \]
where \( C \) is independent of \( h_i \) and \( h_j \).

This lemma follows from Lemma 2.1 in [AG93].

**Lemma 4.2** Let the assumptions of Lemma 4.1 be satisfied and additionally \( u_{i(m)} \) vanishes on \( \partial \delta_{i(m)} \). Then,
\[ \|u_{j(m)}\|_{H^1_{\delta_{j(m)}}(\delta_{j(m)})}^2 \leq C\|u_{i(m)}\|_{H^1_{\delta_{i(m)}}(\gamma_{i(m)})}^2, \tag{14} \]
where \( C \) is independent of \( h_i \) and \( h_j \).
A proof of this lemma follows from Lemma 4.1 and properties of the standard $L^2$ projection on $W_h^b(\delta_{\delta_{m(i)}}) \cap H^1_0(\delta_{\delta_{m(i)}})$. In the 2-D case, Lemma 4.2 is a particular case of Lemma 1 in [Pes72]. Alternative proofs of this result, also in the 2-D case, are given in [Glo84] and [Ben96].

**Lemma 4.3** Let $\Phi_k$ be a function defined in Section 1.3 and associated with a nodal point $x_k \in W_i$. Then
\[
b(\Phi_k, \Phi_k) \leq C \rho_i h_i,
\] where $C$ is independent of $h_i$ and $\rho_i$.

A proof of this lemma follows from Lemma 4.1 and the definition of $\Phi_k$.

Let $R(x_k)$ be a union of the substructures $\Omega_i$ with a common vertex $x_k$.

**Lemma 4.4** For $u \in V^h$
\[
\inf_{\alpha \in R} ||u - \alpha||^2_2(R_i(x_k)) \leq C \sum_{\Omega_i \subset R_i(x_k)} H^2||u||^2_{H^1(\Omega_i)},
\] where $C$ is a positive constant independent of $h_i$ and $H$.

A proof of this lemma in the 2-D case is given in [Glo84]. An alternative proof follows from
\[
||u - \alpha||^2_2(R_i(x_k)) \leq 2 \sum_{i=1}^{n} (||u - \bar{u}_i||^2_{2(\Omega_i)} + ||\bar{u}_i - \alpha||^2_{2(\Omega_i)}).
\] Here the $\Omega_i$ with a common $x_k$ are ordered from $i = 1, \ldots, n_k$ in such a way that $\Omega_i$ and $\Omega_{i+1}$ have a common face $F_{i,i+1}$ and $\bar{u}_i$ is the average value of $u_i$ over $F_{i,i+1}$. Using now Poincare's inequality, we get (16).

Let $Q_{\rho}^H$ denote the $L^2_{\rho}$ projection from $V^h$ to $V_0 = V^H$ in the weighted inner product.

**Lemma 4.5** For $u \in V^h$
\[
b(Q_{\rho}^H u, Q_{\rho}^H u) \leq C \delta b(u, u)
\]
and
\[
||u - Q_{\rho}^H u||^2_{L^2(\Omega)} \leq CH^2 \delta b(u, u),
\]
where $\delta$ is given by (12) and $C$ is constant independent of $H, h_i$ and $\rho_i$.

A proof of this lemma is a slighted modification of the proof of Lemma 9 in [DSW96].

## 5 Proof of Theorem 1.3.1

Using the general theorem of ASMs, we need to check three key assumptions; see [DW95] and [Ben95a].
Assumption (ii) It is shown that $\rho(\varepsilon) \leq C$ in view of Lemma 4.3.
-Assumption (iii) Of course, $\omega = 1$ for $b_0(u, u), u \in V_0$ and $b_k^{(W_i)}(u, u), u \in V_k^{(W_i)}$.
-We now show that for $u \in V_m^{(F)}$

$$b(u, u) \leq Cb_m^{(F)}(u, u).$$  \hfill (20)

Let $\gamma_i(m) = \delta_{j(m)}$ be the mortar and nonmortar sides of $\Omega_i$ and $\Omega_j$, respectively. We have for $u \in V_m^{(F)}$

$$b(u, u) = a_i(u_i, u_i) + a_j(u_j, u_j) \leq C \left( \rho_i |u_i|^2_{H^2(\gamma_i(m))} + \rho_j |u_j|^2_{H^2(\delta_{j(m)})} \right).$$

Using now Lemma 4.2, we get (20) with $w = C$.

Assumption (i) We show that for $u \in V^h$, there exists a decomposition

$$u = u_0 + \sum_{\gamma_m \subset \Gamma} u_m^{(F)} + \sum_{i=1}^N \sum_{x_k \in W_{ih}} u_k^{(W_i)},$$  \hfill (21)

where $u_0 \in V_0$, $u_m^{(F)} \in V_m^{(F)}$ and $u_k^{(W_i)} \in V_k^{(W_i)}$, such that

$$b_0(u_0, u_0) + \sum_{\gamma_m \subset \Gamma} b_m^{(F)}(u_m^{(F)}, u_m^{(F)}) + \sum_{i=1}^N \sum_{x_k \in W_{ih}} b_k^{(W_i)}(u_k^{(W_i)}, u_k^{(W_i)})$$

$$\leq C\delta (1 + \log \frac{H}{h})^2 b(u, u).$$  \hfill (22)

Let $u_0 = Q_H^\rho u$, $w = u - u_0$, and $w_i$ be the restriction of $w$ to $\bar{\Omega}_i$. It is decomposed on $\partial \Omega_i$ as

$$w_i = \sum_{F_{ij} \subset \partial \Omega_h} w_i^{(F_{ij})}(x) + w_i^{(W_i)} = \sum_{x_k \in W_{ih}} w_i(x) \Phi_k,$$  \hfill (23)

where $w_i^{(F_{ij})} = \delta_i - w_i^{(W_i)}$ to $F_{ij}$, the face of $\Omega_i$, and zero on $\partial \Omega_i \setminus F_{ij}$.

To define $u_m^{(F)}$ let $F_{ij} = \gamma_i(m) = \delta_{j(m)}$ be a face common to $\Omega_i$ and $\Omega_j$. We set

$$u_m^{(F)} = \left\{ w_i^{(F_{ij})} \text{ on } \partial \Omega_i \text{ and } w_j^{(F_{ij})} \text{ on } \partial \Omega_j \right\}$$

and zero at the remaining nodal points of $\Gamma$. The function $u_k^{(W_i)}$ is defined as

$$u_k^{(W_i)} = w_i(x_k) \Phi_k(x).$$  \hfill (24)

It is easy to see that these functions satisfy (21).

To prove (22) note first that

$$b_0(u_0, u_0) \leq C\delta b(u, u)$$  \hfill (25)

by Lemma 4.5.
Let us now consider the estimate for $u^{(F)}_m \in V^{(F)}_M$ when $\gamma_m = \delta_m = F_{ij}$, a face common to $\Omega_i$ and $\Omega_j$. It is known that

$$b_m^{(F)}(u^{(F)}_m, u^{(F)}_m) \leq C(\rho_i + \rho_j) ||u^{(F)}_m||^2_{H^1(\Omega_i \setminus \gamma_m)} \leq C \rho_i (1 + \log \frac{H}{h_i})^2 ||u_i - u_0||^2_{H^1(\Omega_i)};$$

see, for example, [DW95]. We have used here also the fact that $\rho_i \geq \rho_j$. Summing with respect to $\gamma_m$ and using Lemma 4.5, we get

$$\sum_{\gamma_m \in F} b_m^{(F)}(u^{(F)}_m, u^{(F)}_m) \leq C \delta (1 + \log \frac{H}{h})^2 b(u, u). \quad (26)$$

We now prove that

$$\sum_{i=1}^N \sum_{x_k \in W_i} b_k^{[W_i]}(u_k^{[W_i]}, u_k^{[W_i]}) \leq C \delta (1 + \log \frac{H}{h}) b(u, u). \quad (27)$$

For that note first that, see (24),

$$b_k^{[W_i]}(u_k^{[W_i]}, u_k^{[W_i]}) \leq C w_i^2(x_k) b(\Phi_k, \Phi_k) \leq C \rho_i h_i w_i^2(x_k)$$

in view of Lemma 4.3. Summing with respect to $x_k \in W_i$, we get

$$\sum_{x_k \in W_i} b_k^{[W_i]}(u_k^{[W_i]}, u_k^{[W_i]}) \leq C \rho_i ||w_i||^2_{L^2(W_i)} \leq C \rho_i (1 + \log \frac{H}{h}) ||w_i||^2_{H^1(\Omega_i)}.$$

Summing now with respect to $i$ and using Lemma 4.5, we get (27).

To get (22), we add the inequalities (25), (26), and (27). The proof of Theorem 3.1 is complete.
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Overlapping Schwarz for Parabolic Problems

Martin J. Gander

1 Introduction

The basic ideas underlying waveform relaxation were first suggested in the late 19th century by Picard [Pic93] and Lindelöf [Lin94] to study initial value problems from a theoretical viewpoint. Much recent interest in waveform relaxation as a practical parallel method for the solution of stiff ordinary differential equations (ODEs) has been generated by the publication of a paper by Lelarasmee and coworkers [LRSV82] in the VLSI literature. Recent work in this field includes papers by Miekkala and Nevanlinna [MN87], Nevanlinna [Nev89, Nev90], Bellen and Zennaro [BZ90], Reichelt, White and Allen [RWA95], Jeltsch and Pohl [JP95], Burridge [Bur95] and Lumsdaine, Reichelt, Szyry and White [LRSW96].

There are two classical convergence results for waveform relaxation algorithms for ODEs: (i) for linear systems of ODEs on unbounded time intervals one can show linear convergence of the algorithm under some dissipative assumptions on the splitting; (ii) for nonlinear systems of ODEs (including linear ones) on bounded time intervals one can show superlinear convergence assuming a Lipschitz condition on the splitting function.

For classical relaxation methods (Jacobi, Gauss Seidel, SOR) the above convergence results depend on the discretization parameter if the ODE arises from a partial differential equation (PDE) which is discretized in space. The convergence rates deteriorate as one refines the mesh.

Jeltsch and Pohl propose in [JP95] a multi-splitting algorithm with overlap. They prove results (i) and (ii) for their algorithm, but the convergence rates are mesh-dependent. However they show numerically that increasing the overlap accelerates the convergence of the waveform relaxation algorithm. We quantify their numerical results by formulating the waveform relaxation algorithm at the space-time continuous level using overlapping domain decomposition; this approach was motivated by the work of Bjerhus [Bjo95]. We show linear convergence of this algorithm on unbounded time intervals at a rate depending on the size of the overlap. This is an extension of the first classical convergence result (i) for waveform relaxation from ODEs to PDEs.
Discretizing the algorithm, the size of the physical overlap corresponds to the overlap of the multi-splitting algorithm analyzed by Jeltsch and Pohl. We show furthermore that the convergence rate is robust with respect to mesh refinement, provided the physical overlap is held constant during the refinement process. The details of the analysis can be found in [GS97].

Independently Giladi and Keller [GK97] studied superlinear convergence of domain decomposition algorithms for the convection-diffusion equation on bounded time intervals, hence generalizing the second classical waveform relaxation result (ii) from ODEs to PDEs.

2 Continuous Case

Consider the one-dimensional inhomogeneous heat equation on the interval $[0, L],

\[
\begin{align*}
\frac{\partial u}{\partial t} &= \frac{\partial^2 u}{\partial x^2} + f(x, t) & 0 < x < L, \ t > 0 \\
u(0, t) &= g_1(t) & t > 0 \\
u(L, t) &= g_2(t) & t > 0 \\
u(x, 0) &= u_0(x) & 0 < x < L,
\end{align*}
\]

(1)

where we assume enough smoothness on the data such that (1) has a unique bounded solution [Can84]. Given any function $f(t) : \mathbb{R}^+ \rightarrow \mathbb{R}$ we define

\[
||f(\cdot)||_{\infty} := \sup_{t>0} |f(t)|.
\]

We decompose the domain $\Omega = [0, L] \times [0, \infty)$ into two overlapping subdomains $\Omega_1 = [0, \beta L] \times [0, \infty)$ and $\Omega_2 = [\alpha L, L] \times [0, \infty)$, where $0 < \alpha < \beta < 1$. The solution $u(x, t)$ of (1) can now be obtained by composing the solutions $v(x, t)$ on $\Omega_1$ and $w(x, t)$ on $\Omega_2$, which satisfy the same inhomogeneous heat equation on the subdomains with the new interior boundary conditions $v(\beta L, t) = w(\beta L, t)$ and $w(\alpha L, t) = v(\alpha L, t)$, respectively. Note that $v(x, t) \equiv w(x, t)$ in the overlap. The system, which is coupled through the boundary, can be solved using an alternating Schwarz iteration, where the new function $v^{k+1}(x, t)$ on $\Omega_1$ is obtained using the previous iterate $w^k(x, t)$ at the interior boundary and similarly on $\Omega_2$. Let $d^k(x, t) := v^k(x, t) - v(x, t)$ and $e^k(x, t) := w^k(x, t) - w(x, t)$ and consider the error equations

\[
\begin{align*}
\frac{\partial d^{k+1}}{\partial t} &= \frac{\partial^2 d^{k+1}}{\partial x^2} & 0 < x < \beta L, \ t > 0 \\
d^{k+1}(0, t) &= 0 & t > 0 \\
d^{k+1}(\beta L, t) &= e^{k}(\beta L, t) & t > 0 \\
d^{k+1}(x, 0) &= 0 & 0 < x < \beta L
\end{align*}
\]

(2)

and

\[
\begin{align*}
\frac{\partial e^{k+1}}{\partial t} &= \frac{\partial^2 e^{k+1}}{\partial x^2} & \alpha L < x < L, \ t > 0 \\
e^{k+1}(\alpha L, t) &= d^{k}(\alpha L, t) & t > 0 \\
e^{k+1}(L, t) &= 0 & t > 0 \\
e^{k+1}(x, 0) &= 0 & \alpha L < x < L.
\end{align*}
\]

(3)
Given any function \( g(x, t) : [a, b] \times \mathbb{R}^+ \rightarrow \mathbb{R} \) we define
\[
\|g(\cdot, \cdot)\|_{\infty, \infty} := \sup_{a < x < b, t > 0} |g(x, t)|.
\]

**Theorem 2.1** The Schwarz iteration for the heat equation with two subdomains converges at a rate depending on the size of the overlap. The error on the two subdomains decays at the rate
\[
\|d^{k+1}(\cdot, \cdot)\|_{\infty, \infty} \leq \left( \frac{\alpha(1 - \beta)}{\beta(1 - \alpha)} \right)^k \|e^0(\beta L, \cdot)\|_{\infty}, \tag{4}
\]
\[
\|e^{2k+1}(\cdot, \cdot)\|_{\infty, \infty} \leq \left( \frac{\alpha(1 - \beta)}{\beta(1 - \alpha)} \right)^k \|d^0(\alpha L, \cdot)\|_{\infty}. \tag{5}
\]

**Proof.** The proof is obtained using the maximum principle of the heat equation and can be found in [GS97]. \[\Box\]

### 3 Semi-Discrete Case

Consider the heat equation continuous in time, but discretized in space using a centered second order finite difference scheme on a grid with \( n \) grid points and \( \Delta x = \frac{L}{n+1} \). This gives
\[
\frac{\partial u}{\partial t} = A_{(n)} u + f(t) \quad t > 0
\]
\[
u(0) = u_0,
\]
where the \( n \times n \) matrix \( A_{(n)} \) is given by
\[
A_{(n)} = \frac{1}{(\Delta x)^2} \begin{bmatrix}
-2 & 1 & 0 \\
1 & -2 & \ddots \\
\vdots & \ddots & 1 \\
0 & \ldots & 1 & -2
\end{bmatrix},
\]
and \( f(t) = (f(\Delta x, t) + \frac{g(t)}{\Delta x}T, f(2\Delta x, t), \ldots, f((n-1)\Delta x, t), f(n\Delta x, t) + \frac{g(t)}{\Delta x}T)^T \),
\[
u_0 = (u_0(\Delta x), \ldots, u_0(n\Delta x))^T.
\]

We decompose the domain into two overlapping subdomains \( \Omega_1 \) and \( \Omega_2 \). We assume for simplicity that \( \alpha L \) falls on the grid point \( i = a \) and \( \beta L \) on the grid point \( i = b \). We therefore have \( a \Delta x = \alpha L \) and \( b \Delta x = \beta L \). As in the continuous case, the solution \( \nu(t) \) of (6) can be obtained by composing the solutions \( v(t) \) on \( \Omega_1 \) and \( w(t) \) on \( \Omega_2 \), which satisfy the corresponding equations on the subdomains. Applying a Schwarz iteration one obtains the error equations
\[
\frac{\partial d^{k+1}}{\partial t} = A_{(n-1)} d^{k+1} + f(e^k) \quad t > 0, \tag{8}
\]
\[
d^{k+1}(0) = 0.
\]
with \( f^{(a)} = (0, \ldots, 0, e^{h(b-a,t)})^T \) and

\[
\frac{\partial e^{k+1}}{\partial t} = A(n-a)e^{k+1} + f^{(a)} \quad t > 0
\]

(9)

with \( f^{(a)} = (\frac{d}{\Delta x^2}a_j, 0, \ldots, 0)^T \).

Given any vector valued function \( h(t) : \mathbb{R}^+ \rightarrow \mathbb{R}^n \) we define

\[ ||h(\cdot, \cdot)||_{\infty, \infty} := \max_{1 \leq j \leq n} \sup_{t \geq 0} |h(j, t)|, \]

where \( h(j, t) \) denotes the \( j \)-th component of the vector \( h(t) \).

**Theorem 3.1** The Schwarz iteration for the semi-discrete heat equation with two subdomains converges at a rate depending on the size of the overlap. The error on the two subdomains decays at the rate

\[
||d^{2k+1}(\cdot, \cdot)||_{\infty, \infty} \leq \left( \frac{\alpha(1 - \beta)}{\beta(1 - \alpha)} \right)^k ||e^0(b-a, \cdot)||_{\infty}
\]

\[
||e^{2k+1}(\cdot, \cdot)||_{\infty, \infty} \leq \left( \frac{\alpha(1 - \beta)}{\beta(1 - \alpha)} \right)^k ||d^0(a, \cdot)||_{\infty}.
\]

**Proof** The proof uses the discrete maximum principle and follows as in the continuous case [GS97].

The results shown for two subdomains can be generalized to an arbitrary number of subdomains, although the analysis is more involved. The theorems corresponding to Theorem 2.1 and 3.1, and their proofs, can be found in [GS97].

### 4 The Algorithm in the Framework of Waveform Relaxation

For a linear initial value problem

\[
\frac{d\mathbf{u}(t)}{dt} = A\mathbf{u}(t) + f(t), \quad \mathbf{u}(0) = \mathbf{u}_0
\]

the standard waveform relaxation algorithm is based on a splitting of the matrix \( A \) into \( A = M + N \), which yields

\[
\frac{d\mathbf{u}(t)}{dt} = M\mathbf{u}(t) + N\mathbf{u}(t) + f(t), \quad \mathbf{u}(0) = \mathbf{u}_0.
\]

This system of ODEs is solved using an iteration of the form

\[
\frac{d\mathbf{v}^{k+1}}{dt} = M\mathbf{v}^{k+1} + N\mathbf{v}^k + f, \quad \mathbf{v}^{k+1}(0) = \mathbf{u}_0,
\]

where the starting function \( \mathbf{v}^0(t) \) is usually chosen to be constant. In the case of Block-Jacobi the matrix \( M \) is chosen to be block diagonal, for example for two subblocks

\[
M = \begin{bmatrix} D_1 & \vphantom{D_2} \\ \vphantom{D_1} \\ D_2 \end{bmatrix},
\]

(11)
and $N$ contains the remaining off diagonal blocks. This allows for solution of the subsystems $D_i$, $i = 1, 2$ in equation (10) in parallel. In the case where $A$ equals $A_{[n]}$ from the semi-discrete heat equation (6), the waveform relaxation algorithm with Block-Jacobi splitting computes the same iterates as the Schwarz domain decomposition algorithm presented in subsection 3 with overlap $\Delta x$ (i.e. one grid point only). This result can be generalized to an arbitrary number of subdomains, as shown in [GS97].

To extend this analogy to arbitrary overlaps, the concept of multi-splittings is needed, which was first introduced by O’Leary and White in [OW85] for solving large systems of linear equations on a parallel computer. Jeltsch and Pohl generalized multi-splittings to linear systems of ODEs and waveform relaxation in [JP95].

Let $A$, $M_i$, $N_i$ and $E_i$, $i = 1, 2$ be real $n \times n$ matrices. The set of ordered triples $(M_i, N_i, E_i)$ for $i = 1, 2$ is called a multi-splitting of $A$ if

1. $A = M_i - N_i$ for $i = 1, 2$.
2. The matrices $E_i$ are nonnegative diagonal matrices and satisfy

$$E_1 + E_2 = I.$$  \hspace{1cm}(12)

Using the waveform relaxation algorithm, we get two new approximations $v_i^{k+1}$ and $v_2^{k+1}$ at each step according to

$$\frac{dv_i^{k+1}}{dt} = M_i v_i^{k+1}(t) + N_i v_i^k + f_i, \quad v_i^{k+1}(0) = u_0, \quad i = 1, 2$$  \hspace{1cm}(13)

which are combined using the matrices $E_i$ to form a new approximation $v^{k+1}$ by $v^{k+1} = E_1 v_1^{k+1} + E_2 v_2^{k+1}$. Note that the two equations in (13) can be solved in parallel and in addition, components of $v_i^{k+1}$ where $E_i$ has a zero on the diagonal do not have to be computed at all provided they do not couple to other components of $v_i^{k+1}$ where $E_i$ has a non-zero diagonal entry. Jeltsch and Pohl prove in [JP95] that the multi-splitting algorithm converges superlinearly on a finite time interval for all splittings and matrices $A$, and linearly on an infinite time interval if $A$ is an M-matrix and the splitting is an M-splitting. However in the case of the semi-discrete heat equation, the rate of convergence in their analysis depends on $\Delta x$ since their level of generality includes the Schwarz method with one grid point overlap and spectral radius $1 - O(\Delta x^2)$ - the block Jacobi algorithm (11). Jeltsch and Pohl also observe, on the basis of numerical experiments, that increasing the overlap accelerates the convergence rate of the algorithm. Our analysis substantiates and quantifies this observation in the specific case of the heat equation, since the $E_i$ can be chosen in such a way that the domain decomposition algorithm described in the previous section is recovered. Choose the two splittings of $A$ according to the two subdomains of the domain decomposition and let $E_i$ have the value one on the diagonal in the interior of the corresponding subdomain $\Omega_i$, including the first point of the overlap, some arbitrary distribution in the overlap satisfying (12) and zero in the interior of the other subdomain. Then the intermediate solutions $v_i^{k+1}$ computed by the multi-splitting algorithm for the heat equation are identical to the solutions computed by the domain decomposition algorithm described in the previous section. Thus, in this case, multi-splitting gives a $\Delta x$ independent rate of convergence.
Note that one could save half of the computation time by computing only even iterates on $\Omega_1$ and odd iterates on $\Omega_2$ or vice versa, since these two solution sequences are independent of one another. In the terminology of Domain Decomposition this would correspond to the multiplicative Schwarz algorithm with red-black ordering whereas the multi-splitting algorithm corresponds to the additive Schwarz algorithm.

The important point here is that our algorithm converges linearly, independent of the mesh size, on unbounded time intervals. Thus for certain PDEs the analysis of Jeltsch and Pohl can be refined to give $\Delta x$ independent rates of convergence if sufficient overlap is used.

5 Numerical Experiments

We perform numerical experiments to measure the actual convergence rate of the algorithm. We consider first the linear example problem

\[
\begin{align*}
\frac{\partial u}{\partial t} &= \frac{\partial^2 u}{\partial x^2} + 5e^{-(t-2)^{2}-(x-1)^2} & 0 < x < 1, & 0 < t < 3 \\
u(0, t) &= 0 & 0 < t < 3 \\
u(1, t) &= e^{-t} & 0 < t < 3 \\
u(x, 0) &= x^2 & 0 < x < 1.
\end{align*}
\]

To solve the semi-discrete heat equation (6), (7), we use the backward Euler method in time. The experiment is done splitting the domain $\Omega = [0, 1] \times [0, 3]$ into the two subdomains $\Omega_1 = [0, \alpha] \times [0, 3]$ and $\Omega_2 = [\beta, 1] \times [0, 3]$ for three pairs of values $(\alpha, \beta) \in \{(0.4, 0.6), (0.45, 0.55), (0.48, 0.52)\}$. As initial guess for the iteration we use the constant value 1. Figure 1 shows the convergence of the algorithm at the grid point $b$ for $\Delta x = 0.01$ and $\Delta t = 0.01$. The solid line is the predicted bound on the convergence rate according to Theorem 3.1 and the dashed line is the measured one. The measured error displayed is the difference between the numerical solution on the whole domain and the solution obtained from the domain decomposition algorithm. We also checked the robustness of the method by refining the time step and obtained similar results.

Now consider the nonlinear example problem

\[
\begin{align*}
\frac{\partial u}{\partial t} &= \frac{\partial^2 u}{\partial x^2} + 5(u - u^2) & 0 < x < 1, & 0 < t < 3
\end{align*}
\]

with the same initial and boundary conditions as in the linear case. We discretize in space as before and use the backward Euler method in time for the Laplacian, keeping the nonlinear part explicit. Figure 2 shows the convergence of the algorithm at the grid point $b$ for $\Delta x = 0.01$ and $\Delta t = 0.01$ using the same overlaps as in the linear case.

6 Conclusion

Although the analysis presented is restricted to the one-dimensional heat equation, the underlying ideas are more general. As suggested by the nonlinear example, the
Figure 1  Theoretical and measured decay rate of the error for two subdomains and three different sizes of the overlap for the linear example problem.

analysis can be generalized to nonlinear problems, convection-diffusion equations, variable coefficients, and higher dimensions; this is the subject of ongoing research.
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Figure 2 Measured decay rate of the error for two subdomains and three different sizes of the overlap for the nonlinear example problem.

A Domain Decomposition Method for Helmholtz Scattering Problems

Souad Ghanemi

1 Introduction

We present a study of iterative nonoverlapping domain decomposition methods (DDMs) for the harmonic scattering wave equation in the 3D case. We introduce some new nonlocal transmission conditions at subdomain interfaces in order to obtain an exponential rate of convergence. This work is a natural continuation of the work by Despres [Des91]. We present numerical results for a mixed finite element approximation. The parallel performance of the method on a tightly coupled machine and a loosely connected network is also shown.

2 Domain decomposition methods

A model problem

We study the scattering scalar Helmholtz equation in three dimensions. Let $\Omega \subset \mathbb{R}^3$ be a bounded domain, $\Gamma$ its boundary, and $n$ the outgoing normal to $\Gamma$. The problem to solve is:

\[
\begin{align*}
(a) & \quad -\nabla \left( \frac{1}{\mu} \nabla u \right) - \omega^2 \epsilon u = f & \text{on } \Omega \\
(b) & \quad \frac{1}{\mu} \frac{\partial u}{\partial n} + i\omega \sqrt{\epsilon / \mu} u = 0 & \text{on } \Gamma \\
(c) & \quad u = 0 & \text{on } \partial F
\end{align*}
\]

The boundary condition (b) plays an essential role and can be interpreted as a first-order absorbing boundary condition, where $\mu$ and $\epsilon$ are two positive parameters piecewise $C^1$. We know that for every $f$ in $L^2(\Omega)$, (1) has a unique weak solution in $H^1(\Omega)$. 
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Domain decomposition methods

We apply the DDM concept to the Helmholtz scattering problem. The originality in our work is the introduction of some new nonlocal transmission conditions at the interfaces between subdomains in order to obtain an exponential rate of convergence.

Let us give a brief presentation of the method. The general idea is to split the domain $\Omega$ into several subdomains $(\Omega_k)_{k \in I}$. The solution is the limit of the following iterative process. We denote as $u^n_k$ the restriction of the approximate solution to the domain $\Omega_k$ at step $n$, $u^n_k$ being the solution of the following problem:

$$\begin{cases}
\text{Find } u^n_k \in H^1(\Omega_k) \\
\nabla \left( \frac{1}{\mu_k} \nabla u^n_k \right) - \omega^2 \epsilon_k u^n_k = f_k & \text{in } \Omega_k \\
\frac{1}{\mu_k} \frac{\partial u^n_k}{\partial n_k} + i \omega \sqrt{\frac{\epsilon_k}{\mu_k}} u^n_k = 0 & \text{on } \Gamma_k \\
u^n_k = 0 & \text{on } \partial F_k \\
\frac{1}{\mu_k} \frac{\partial u^n_k}{\partial n_k} + iT_{k\ell} u^n_k = - \frac{1}{\mu_j} \frac{\partial u^n_j}{\partial n_j} + iT_{\ell\kappa} u^n_j = g_{kj} & \text{on } \Sigma_{jk} \quad (*)
\end{cases} \tag{2}$$

where $T_{k\ell}$ and $T_{\ell\kappa}$ are continuous linear operators, for which $T_{k\ell} = T_{\ell\kappa} = T$ and $T_{k\ell} : H^{1/2}(\Sigma_{k\ell}) \rightarrow H^{-1/2}(\Sigma_{k\ell})$ is a symmetric isomorphism between $H^{1/2}(\Sigma_{k\ell})$ and $H^{-1/2}(\Sigma_{k\ell})$. We call equation $(*)$ on $\Sigma_{kj}$ a transmission condition. The following theorem ensures that $u^n_k$ is well defined at each step $n$.

**Theorem 2.1** Let $f_k \in L^2(\Omega_k)$ and $g_{kj} \in H^{-1/2}(\Sigma_{kj})$, $\mu_k \in L^\infty(\Omega_k)$ and $\epsilon_k \in L^\infty(\Omega_k)$ and piecewise $C^1$. Then problem (2) has an unique weak solution $u_k \in H^1(\Omega_k)$.

**Proof** see [Gha96]. ■

In the following theorem, we prove that the iterative process (2) is convergent.

**Theorem 2.2** Under the hypothesis $\frac{1}{\mu_k} \frac{\partial u^n_k}{\partial n_k} \in H^{-1/2}(\partial \Omega_k)$, $\forall k \in I$, $(\mu_k, \epsilon_k) \in L^\infty(\Omega_k)^2$, piecewise $C^1$ and $(\frac{1}{\mu_k}, \frac{1}{\epsilon_k}) \in L^\infty(\Omega_k)^2$, the solution of equations (2), $u^n_k$ converges in $H^1(\Omega_k)$ to $u_k$, the solution on $\Omega_k$.

**Proof** see [Gha96]. ■

**Geometrical convergence**

For the sake of clarity, we show the convergence in a homogeneous medium. The iterative process (2) is written as

$$x^{n+1} = Ax^n, \quad (3)$$
where $x^n$ is the sequence defined on the interface $(\Gamma_k, \Sigma_k)$ by

$$x^n = (x^n_{\Gamma_k}, x^n_{\Sigma_k}), \text{ with } \begin{cases} x^n_{\Gamma_k} \in L^2(\Gamma_k) \\ x^n_{\Sigma_k} \in L^2(\Sigma_k) \end{cases}. $$

More precisely, $V = \oplus_k [\oplus_{j \neq k} L^2(\Sigma_{kj}) \oplus L^2(\Gamma_k)]$,

$$A: \begin{array}{ccc} V & \longrightarrow & V \\ x^n = (x^n_{\Sigma_{kj}}, x^n_{\Gamma_k}) & \longrightarrow & x^{n+1} = Ax^n, \end{array} $$

such that:

$$x^n_{\Sigma_{kj}} = (S^*)^{-1} \frac{\partial e_k}{\partial n_k} + iSe_k,$$

$$x^n_{\Gamma_k} = \frac{\partial e_k}{\partial n_k} + i\omega e_k,$$

where $e_k$ is the unique solution of the problem.

\begin{equation}
\begin{cases}
\Delta e_k + \omega^2 e_k = 0 & \text{in } \Omega_k \\
(S^*)^{-1} \frac{\partial e_k}{\partial n_k} + iSe_k = x^n_{\Sigma_{kj}} & \text{on } \Sigma_{kj} \\
\frac{\partial e_k}{\partial n_k} + i\omega e_k = x^n_{\Gamma_k} & \text{on } \Gamma_k.
\end{cases}
\end{equation}

$x^{n+1}$ is constructed in the following way:

$$x^{n+1}_{\Sigma_{kj}} = Ax^n_{\Sigma_{kj}} = -(S^*)^{-1} \frac{\partial e_j}{\partial n_j} + iSe_j,$$

$$x^{n+1}_{\Gamma_k} = Ax^n_{\Gamma_k} = 0.$$

Some properties of the $A$ operator are:

- $\|A\| \leq 1$,
- if some eigenvalues of $A$ are close to 1, then convergence is slow [GJC95].

For achieving geometrical convergence, it is necessary to use a relaxation method. The fourth $(\ast)$ equation in (2) is replaced by:

$$\frac{1}{\mu_k} \frac{\partial u_k^{n+1}}{\partial n_k} + iT_{kj} u_k^{n+1} = r\left(-\frac{1}{\mu_j} \frac{\partial u_j^n}{\partial n_j} + iT_{kj} u_j^n\right) + (1-r)\left(\frac{1}{\mu_k} \frac{\partial u_k^n}{\partial n_k} + iT_{kj} u_k^n\right) \text{ on } \Sigma_{kj},$$

where $r$ is the relaxation parameter and belongs to $]0,1[$. As a result, we have

$$x^{n+1} = rAx^n + (1-r)x^n. \tag{5}$$

**Theorem 2.3** Assume $\frac{\partial u_k}{\partial n_k} \in H^{-1/2}(\partial \Omega_k)$, $\forall k \in I$. If the interfaces $\Sigma_{kj}$ do not intersect, we get an exponential rate of convergence for the relaxed iterative process:

$$\exists \epsilon > 0 \text{ such that } ||(1-r)Id + rA||_{\mathcal{C}(V,V)} \leq \sqrt{1 - \epsilon^2r(1-r)} < 1. \tag{6}$$
**Proof** We assume the following identity:

\[ \exists \epsilon > 0, \ \forall x \in V, \ (I - \mathcal{A})x ||_V \geq \epsilon ||x||_V. \]  

(7)

So, let \( x \in V \) such that \( ||x||_V = 1 \). From

\[ ||(I - \mathcal{A})x||_V^2 = ||\mathcal{A}x||_V^2 + ||x||_V^2 - 2Re < \mathcal{A}x, x > \geq (\epsilon ||x||_V)^2. \]

we deduce that

\[ 2Re < \mathcal{A}x, x > \leq 2 - \epsilon^2, \]

and

\[ ||(r\mathcal{A} + (1 - r)I)x||_V^2 \leq (1 - r)^2||x||^2 + r^2||\mathcal{A}x||^2 + 2r(1 - r)Re < \mathcal{A}x, x >, \]

\[ ||(r\mathcal{A} + (1 - r)I)x||_V^2 \leq (1 - r)^2 + r^2 + 2r(1 - r)(1 - \epsilon^2/2) = 1 - r(1 - r)\epsilon^2. \]

Finally, we have:

\[ \forall x \in V, \ ||(r\mathcal{A} + (1 - r)I)\frac{x}{||x||}||_V \leq \sqrt{1 - r(1 - r)\epsilon^2} \]

\[ \forall x \in V, \ ||(r\mathcal{A} + (1 - r)I)x||_V \leq \sqrt{1 - r(1 - r)\epsilon^2}||x||_V. \]

Assumption (7) is proved if the bijectivity of the \( \text{Id} - \mathcal{A} \) operator is obtained. Then:

\[ \forall x \in V, \ x = (I - \mathcal{A})^{-1}(I - \mathcal{A})x, \ ||x|| \leq ||(I - \mathcal{A})^{-1}||(I - \mathcal{A})x||, \]

and

\[ \frac{1}{||(I - \mathcal{A})^{-1}||} = \epsilon. \]

First, we show that \( I - \mathcal{A} \) is injective.

If \( x \in V \), is such that \( x = \mathcal{A}x \), the field \( e \) solution of

\[ \begin{align*}
\omega^2 e_k + \Delta e_k &= 0 & \text{in} & & \Omega_k \\
\frac{\partial e_k}{\partial n_k} + i\omega e_k &= x_k & \text{on} & & \Gamma_k \\
(S^*)^{-1} \frac{\partial e_k}{\partial n_k} + iSe_k &= x_{kj} & \text{on} & & \Sigma_{kj}
\end{align*} \]

satisfies

\[ (S^*)^{-1} \frac{\partial e_k}{\partial n_k} + iSe_k = x_{kj} = (\mathcal{A}x)_{kj} = -(S^*)^{-1} \frac{\partial e_j}{\partial n_j} + iSe_j \text{ on } \Sigma_{kj}, \]

\[ (S^*)^{-1} \frac{\partial e_j}{\partial n_j} + iSe_j = x_{jk} = (\mathcal{A}x)_{jk} = -(S^*)^{-1} \frac{\partial e_k}{\partial n_k} + iSe_k \text{ on } \Sigma_{kj} \]

and

\[ \frac{\partial e_k}{\partial n_k} + i\omega e_k = x_k = (\mathcal{A}x)_k = 0 \text{ on } \Gamma_k, \]
then \( e = (e_k) \) is such that \( e_k \in H^1(\Omega_k) \) and

\[
\begin{align*}
\omega^2 e + \Delta e &= 0 & \text{in } \Omega - \cup \Gamma_k \cup \Sigma_{kj} \\
\frac{\partial e_k}{\partial n_k} + i\omega e_k &= 0 & \text{on } \Gamma_k \\
e_k = e_j, & \quad \frac{\partial e_k}{\partial n_k} = \frac{\partial e_j}{\partial n_j} & \text{on } \Sigma_{kj},
\end{align*}
\]

so, \( e \) is solution of the Helmholtz equation in \( \Omega \) with \( \frac{\partial e}{\partial n} + i\omega e = 0 \) on \( \partial \Omega \), and we deduce \( e = 0 \) and \( x = 0 \).

Second, we show that \( I - A \) is surjective.

Given a \( g \) in \( V \) where \( g|_{\Gamma_k} = g_k, g|_{\Sigma_{kj}} = g_{kj}, (g_k, g_{kj}) \in (H^{-1/2}(\Gamma_k), H^{-1/2}(\Sigma_{kj})) \), we find an \( x \in L^2 \) such that:

\[(I - A)x = g,\]

which imply the existence of \( e \) belonging \( H^1(\Omega) \), and satisfying the Helmholtz equation on \( \Omega - \cup \Gamma_k \cup \Sigma_{kj} \) and

\[
\begin{align*}
\left[(S^*)^{-1} \frac{\partial e_k}{\partial n_k} + iSe_k \right] - \left[ - (S^*)^{-1} \frac{\partial e_j}{\partial n_j} + iSe_j \right] &= g_k & \text{on } \Sigma_{kj} \\
\frac{\partial e_k}{\partial n_k} + i\omega e_k &= g_k & \text{on } \Gamma_k.
\end{align*}
\]

Finally, the field \( e \) must satisfy the Helmholtz equation in each subdomain and the jump of equations (9). We note that the jump of the trace needs to belong to the space \( H^{1/2}(\Sigma_{kj}) \) and its normal derivative needs to belong to the space \( H^{-1/2}(\Sigma_{kj}) \). These conditions are satisfied if the interfaces \( \Sigma_{kj} \) do not intersect. We get the solution \( e \) using potential theory (see [KC93]). By defining

\[
\begin{align*}
x_{kj} &= (S^*)^{-1} \frac{\partial e_k}{\partial n_k} + iSe_k & \text{on } \Sigma_{kj} \\
x_k &= \frac{\partial e_k}{\partial n_k} + i\omega e_k = g_k & \text{on } \Gamma_k,
\end{align*}
\]

we can easily show that \( (x_k, x_{kj}) \in (L^2(\Gamma_k), L^2(\Sigma_{kj})) \). Finally, we obtain

\[(I - A)x = g.\]

In conclusion, the geometrical convergence with a nonlocal operator is proved given a particular decomposition. The generalisation of the proof given any decomposition is an open problem.

We implement this method using the mixed hybrid finite element method [CR89]. We perform several tests to study the improvement of the convergence due to the following transparent-like operators:

\[
T_p = \omega(I + \frac{c_m}{\omega^2} \Delta_{\Sigma_{kj}})^{1/2},
\]

where \( c_m = \frac{1}{\sqrt{\varepsilon_k \mu_k + \varepsilon_j \mu_j}} \), \( \Delta_{\Sigma_{kj}} \) is the Laplace-Beltrami operator and \( \omega \) is the frequency of the problem.
3 Numerical results

We choose a cubic domain. The scattering problem with slits located at the center of the computational domain in (3D) case is solved. The source is a plane wave (Fig. 1).

We compare the convergence of the DDM obtained with the transparent-like operator $T_p$ and the identity operator [Des91]. Figure 2 shows the fast convergence with the new transparent transmission operator.

Our computations are done on a CRAY C90 computer. If we need $10^{-3}$ precision, for example, the method that does not use the non-local operator requires 1000 iterations and 2750 s execution time. The method with the $T_p$ operator requires only 150 iterations and 170 s execution time. In Figure 3 on the right, the discretization step $h$ varies for a fixed operator $T_p$. When the step $h$ is fine enough (40 points per wavelength) then the convergence curves (in the log scale) confirm the exponential rate of convergence.

The same experiment is carried out with the identity operator (see Fig. 3 on the left) with mesh refinement. For fixed $h$, we still have exponential convergence but the corresponding rate depends on $h$ and degenerates when $h$ tends to 0.
Figure 3  Convergence of the DDM with identity operator and with \( T_p \) operator

<table>
<thead>
<tr>
<th>( p )</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_s (s) )</td>
<td>1045</td>
<td>288</td>
<td>92</td>
<td>28</td>
</tr>
<tr>
<td>( T_{//} (s) )</td>
<td>552</td>
<td>103</td>
<td>15</td>
<td>2.8</td>
</tr>
<tr>
<td>( S(p) )</td>
<td>1.89</td>
<td>2.89</td>
<td>5.78</td>
<td>10.03</td>
</tr>
</tbody>
</table>

Table 1  CRAY T3D (above), SUN (below)

<table>
<thead>
<tr>
<th>( p )</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>9</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_s (s) )</td>
<td>3585</td>
<td>2523</td>
<td>465</td>
<td>241</td>
<td>167</td>
</tr>
<tr>
<td>( T_{//} (s) )</td>
<td>2589</td>
<td>752</td>
<td>127</td>
<td>41</td>
<td>28</td>
</tr>
<tr>
<td>( S(p) )</td>
<td>1.38</td>
<td>2.56</td>
<td>3.67</td>
<td>5.7</td>
<td>5.94</td>
</tr>
</tbody>
</table>

4 Parallel version of the DDM

The domain decomposition algorithm can be parallelised naturally. After the discretization of the method, we have to solve several independent problems, at each step \( n \). The solution of each subdomain can be calculated on each processor of a parallel computer. Between two iteration steps, it receives the value of both the trace and the flux of the solution, as evaluated by the processors which compute the solution of the neighbouring subdomains. The parallelization tool is PVM (Parallel Virtual Machine). Our computations are done on a heterogeneous network of workstations (SUN SPARC), and on a multiprocessor computer (CRAY T3D). The achieved speedup \( S(p) \) is defined by the ratio between the sequential execution time \( T_s \) obtained with an optimal sequential version of the method and the parallel execution time \( T_{//} \) on \( p \) processors. Both tables show the various achieved speed-ups on both platforms.

We obtain a good computational performance with the CRAY T3D. The performance degrades if we increase the processor number using the heterogeneous network of workstations. Not all machines have the same computing power and it might happen that the faster machines are waiting for slower machines. This is not the case for a multiprocessor CRAY T3D, because all the processors are equivalent and the interconnecting network is optimized for parallelism,
Finally, we remark that with a parallel version, we can solve a large size problem on a distributed memory machine, which cannot solved on a sequential machine because of its memory limitations.

5 Conclusion

The conclusions of the theoretical studies are the following: we prove that the iterative process of the domain decomposition method with nonlocal transmission conditions converges. Given a particular decomposition, we obtain a geometrical convergence. The generalisation to any kind of decomposition remains an open problem. The numerical results of the implementation of the DDM show better convergence with nonlocal transmission operators. They also show that the rate of convergence does not depend on the discretisation step. Finally, we obtain a good performance of the parallel version of the method. The communication time between processors is very small compared to the computation time.
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Additive Schwarz, CG and Discontinuous Coefficients

I.G. Graham and M.J. Hagger

1 Introduction

This paper is concerned with the performance of the conjugate gradient (CG) method with additive Schwarz preconditioner for computing unstructured finite element approximations to the elliptic problem

$$\nabla a \nabla u = f, \text{ on } \Omega, \quad u = g \text{ on } \partial \Omega_D, \quad \frac{\partial u}{\partial n} = \tilde{g} \text{ on } \partial \Omega_N. \quad (1)$$

Here $\Omega \subset \mathbb{R}^3$ is a polyhedral domain with boundary $\partial \Omega$ partitioned into disjoint subsets $\partial \Omega_D \neq \emptyset$ and $\partial \Omega_N$, each of which is composed of unions of polygons, and $f$, $g$ and $\tilde{g}$ are suitably smooth given data. (Analogous results also hold in 2D.) We also assume that $a$ is piecewise constant on each of $d$ open disjoint polyhedral regions $\Lambda_k$, such that $\bigcup_{k=1}^d \Lambda_k = \bar{\Omega}$, and we write $a|_{\Lambda_k} = a_k$ where each $a_k \in \mathbb{R}_+:=(0,\infty)$ is constant. We have in mind that the regions $\Lambda_k$ of different material properties are fixed but may have complicated geometry and that the overall mesh used to compute $u$ accurately will be finer than the geometry of the $\Lambda_k$. There are many applications of this type of problem, for example in groundwater flow and in electromagnetics.

After discretisation with linear finite elements on a triangulation $T$ of $\Omega$, (1) reduces to the SPD system

$$K(a)x = b(a), \quad (2)$$

where the stiffness matrix and load vector depend continuously on $a \in \mathbb{R}_+^d$. Let $h$ denote the diameter of $T$ and $J = \max_{k,l} \{ a_k / a_l \}$. It is a standard result that $K(a)$ is ill-conditioned in the sense that (under suitable assumptions) $\kappa(K(a)) = O(h^{-2})$ as $h \to 0$ for fixed $a$ and $\kappa(K(a)) = O(J)$ as $J \to \infty$ for fixed $h$. (Here $\kappa$ denotes the 2-norm condition number.) One of the striking successes of domain decomposition methods has been the construction of preconditioners for which the condition number of the preconditioned problem is bounded independently of both $h$ and $a$. We refer to these two properties as "$h$-optimality" and "$a$-optimality" respectively. For a review
of the many papers on this subject, see [CM94] or [DSW96]. As far as we are aware all of these results assume meshes are obtained by structured refinement from a coarse grid (or substructures) which resolve the coefficient jumps.

In many large-scale computations, unstructured meshes are obtained by mesh generators, subdomains are obtained from mesh partitioning codes, and coarse grids are obtained by some coarsening strategy. In this context it may be difficult to implement the preconditioners covered by this theory. Recently the theory has been substantially extended to unstructured meshes - [CSZ96, CGZ96] and the references therein, and results about the $h$-optimality (but not the $a$-optimality) of the corresponding preconditioners have been obtained. Indeed it is possible to construct some counter examples to $a$-optimality when the coarse grid does not resolve the discontinuity in $a$ ([GH96]). Since it seems rather unnatural to consider unstructured grids which are restrained to resolve the discontinuity in $a$, this appears to suggest that unstructured grids may be bad for this type of problem. However, there is much empirical evidence to suggest the CG method remains robust to discontinuities in $a$ even when they are not resolved by the discretisation and preconditioning process. In this work we prove a result which explains this phenomenon. It is obtained not by examining the condition number of the preconditioned matrix (which may be very bad) but by obtaining bounds on its eigenvalues (which, except for a small number of outliers, turn out to be very well behaved). We only have room here for a statement of our results and an idea of the proof. The necessary details are in [GH96].

2 Theoretical Results

We present here our results for the unstructured multilevel additive Schwarz preconditioner proposed in [CGZ96]. This is more general than the result in [GH96] which is about the two-level variant ([CSZ96]), but the proof of both results is identical. Let $\{T^l\}_{l=0}^Q$ be a shape-regular sequence of triangulations of $\Omega$ with diameters $h^0 > h^1 > \cdots > h^Q = h$, where $T^Q = T$ is the fine mesh on which (1) is discretised. We assume in this section that this fine mesh resolves the interfaces between the regions $\Lambda_k$. We remove this restriction in §3. Assume that for each $l$, $\Omega$ is partitioned into non-overlapping subdomains $\Omega^l_j$, $j = 1, \ldots, s_l$ which are then extended to overlapping subdomains $\hat{\Omega}^l_j$ with $\hat{\delta}^l := \min_j \text{dist}(\partial \hat{\Omega}^l_j, \partial \hat{\Omega}^l_{j'}) > 0$, and are such that $\partial (\hat{\Omega}^l_j \cap \hat{\Omega}^l_{j'})$ contains only boundaries of tetrahedra of $T^l$. More general meshes are permissible - see [CGZ96] for technical details. Let $N^l$ denote the degrees of freedom in $T^l$ and set $N^l_j = N^l \cap \hat{\Omega}^l_j$. For any set of nodes $S$ let $[S]$ denote the space of nodal vectors on $S$. Then (2) is to be solved for $x \in [N^Q]$. For each $l$ and $j$ we introduce a prolongation $R^l_j : [N^Q] \to [N^Q]$ as follows: For $x \in [N^Q]$, we form the piecewise linear function with value $x_p$ at nodes $p \in N^l_j$ and 0 elsewhere. Then form the piecewise linear interpolant of this with respect to $T^Q$. The nodal values of this on $N^Q$ are called $R^l_j T x$. The operator $R^l_j : [N^Q] \to [N^Q]$ is defined to be the adjoint of $R^l_j T$. Note that in the case $l = Q$, $R^l_j T$ is just the straightforward extension by 0 from $[N^Q]$ to $[N^Q]$. The multilevel
preconditioner $M(\mathbf{a})$ is then defined by the action of its inverse:

$$M(\mathbf{a})^{-1} = \sum_{l=0}^{Q} \sum_{j=1}^{n_l} R_j^T (K(\mathbf{a})_j)^{-1} R_j,$$

(3)

where $K(\mathbf{a})_j := R_j^T K(\mathbf{a}) R_j^T$. In [CGZ96] it is proved that

$$\kappa(M(\mathbf{a})^{-1} K(\mathbf{a})) \leq C(\mathbf{a}) Q^2 \max_{1 \leq l \leq Q} \{(h^l + h^{l-1})/\delta^l\}^2,$$

(4)

and so, with the appropriate choice of overlap, $\delta^l$, we have $h$-optimality. The $a$-optimality is an open question since the behaviour of $C(\mathbf{a})$ is unknown.

Rather than trying to analyse $C(\mathbf{a})$ which (by counterexamples in [GH96]) cannot be expected to be bounded in $\mathbf{a}$ without further assumptions, we instead obtain a bound on the number of preconditioned CG iterations needed to solve (2) as $\mathbf{a}$ varies.

To do this we characterise the number of CG iterations in terms of the asymptotics of sequences of coefficients $\{\mathbf{a}^{(m)}\}_{m=1}^\infty \subset \mathbb{R}^d_+$. To avoid uninteresting pathologies these are required to satisfy two mild assumptions: Firstly we require that for all $k,l$, $a_k^{(1)} \leq a_k^{(m)}$ implies $a_l^{(m)} \geq a_k^{(m)}$ for all $m \geq 1$; Secondy for all $k,l$ such that $\lambda_k \cap \lambda_l \neq \emptyset$ we require that the ratio $a_k^{(m)}/a_l^{(m)}$ either approaches $0, \infty$ or remains in a compact subset of $\mathbb{R}_+$ as $m \to \infty$. These assumptions are consistent with the typical applications of (1) - see [GH96].

To state our theorem, let $n$ denote the dimension of $K(\mathbf{a})$ and let $\lambda_1^{(m)} \leq ... \leq \lambda_n^{(m)}$ denote the eigenvalues of the preconditioned matrix $M(\mathbf{a}^{(m)})^{-1} K(\mathbf{a}^{(m)})$. For any integer $0 \leq L \leq n-1$, set $\gamma_L^{(m)} = \lambda_n^{(m)} / \lambda_L^{(m)}$ and $\mathcal{J}^{(m)} = \max_{k,l} \{a_k^{(m)}/a_l^{(m)}\}$.

Let $x^j$ be the $j$th preconditioned CG iterate for (2), and let $\|\cdot\|_m$ denote the energy norm induced by $K(\mathbf{a}^{(m)})$.

**Theorem 1.** There is an integer $L$ and a constant $C$ which are independent of $m, h^l$ and $\delta^l$ such that for each $\epsilon > 0$

$$\frac{\|x - x^j\|_m}{\|x - x^0\|_m} \leq \epsilon, \text{ provided } j \geq L + \sqrt{\kappa_L^{(m)}} \left\{ \log \frac{2}{\epsilon} + L \log \frac{C}{\gamma_L^{(m)}} \right\}.$$

(5)

In addition $(\lambda_1^{(m)})^{-1} = O(\mathcal{J}^{(m)})$ and $\kappa_L^{(m)}$ is bounded as $\mathcal{J}^{(m)} \to \infty$, for fixed $h$.

Thus, apart from an additional $L$ iterates, the number of iterates to obtain a fixed tolerance grows only logarithmically in $\mathcal{J}^{(m)}$ as $m \to \infty$. This is to be compared with the $O(\mathcal{J}^{(m)})$ growth which the condition number $\kappa_1^{(m)} = \kappa(M(\mathbf{a}^{(m)})^{-1} K(\mathbf{a}^{(m)}))$ can experience when the coarse mesh does not resolve the discontinuity in $\mathbf{a}$ [GH96].

A key question is the size of $L$: The answer from [GH96] is that $L$ can never be larger than the maximal number of components of sets formed by taking unions of the $\lambda_k$. But in many cases $L$ is known to be smaller. The size of $L$ depends on the limiting form of $\mathbf{a}^{(m)}$ as $m \to \infty$ (but not on $m$). A rigorous definition of $L$ is given in [GH96]. From this it follows, for example, that if each of the $\lambda_k$ touches $\partial \Omega_D$ then $L = 0, \kappa_1^{(m)}$ is bounded independently of $m$, and the preconditioning is $a$-optimal. More dramatically, suppose $\Omega$ is a square divided into a checker-board of any number of square regions $\Lambda_k$, which are coloured alternately red and black. Suppose that
\( a_k^{(m)} \to \infty \) on red squares while \( a_k^{(m)} \to 0 \) on black squares, then \( L = 1 \) at most. If any of the red squares touches \( \partial \Omega_D \) then \( L = 0 \) and the preconditioner is again \( \mathbf{a} \)-optimal. We emphasise that these results do not require that the subdomains \( \Omega_j \) on any of the levels have any relationship to the regions \( \Lambda_k \) on which \( \mathbf{a} \) is constant.

As an example of the worst case, if \( a_k^{(m)} \to \infty \) on \( L_0 \) of the regions \( \Lambda_k \) which do not touch \( \partial \Omega_D \) and do not touch each other, and \( a_k^{(m)} \) is bounded on the other regions then \( L = L_0 \) in the theorem.

**Sketch of Proof.** The proof is obtained in three stages. First it is shown that, for each \( k \), the \( k \)th smallest eigenvalue of \( M(a^{(m)})^{-1}K(a^{(m)}) \) can be bounded below in terms of the \( k \)th smallest eigenvalue of the diagonally scaled matrix \( (\text{diag}(K(a^{(m)})))^{-1}K(a^{(m)}) \) (or, its equivalent symmetric version \( S(a^{(m)}) := (\text{diag}(K(a^{(m)})))^{-1/2} K(a^{(m)})(\text{diag}(K(a^{(m)})))^{-1/2} \)). This is done by a routine application of the fact that these preconditioned matrices can be written as sums of orthogonal projections onto certain subspaces.

The second and substantial part of the proof is a characterisation of the spectrum of \( S(a^{(m)}) \) in terms of the asymptotics of the maximum jumps of \( a^{(m)} \). The result is that only a fixed number \( L \) of eigenvalues of \( S(a^{(m)}) \) may approach zero as these jumps worsen. This number depends on the geometry of the \( \Lambda_k \) but not on the mesh or the values of the coefficients. Some examples of the size of \( L \) have already been given above. The rest of the eigenvalues are bounded above and below by positive numbers independent of the size of the jumps. The same statement then holds for the reduced condition number \( \kappa_{L+1} \). The third and final stage is to use a well-known extension of the convergence theory of the conjugate gradient method for the case of outlying clusters of bad eigenvalues. Full details are in [GH96].

**Remark 1.** An analogous estimate to (5) holds true with \( \| \cdot \|_m \) replaced by the Euclidean norm \( \| \cdot \|_2 \), but inside the braces on the right-hand side of (5) we must add the term \( \frac{1}{2} \log(\kappa_{L+1}^{(m)}) \) where \( \kappa \) is the condition number of \( K(1) \). This is of practical interest since the coefficient-dependent energy norm, \( \| \cdot \|_m \), is not a good place to measure the error if \( a_k^{(m)} \to 0 \) on some \( \Lambda_k \).

**Remark 2.** An analogous clustering effect of preconditioners for problems of type (1) (for a more restrictive class of coefficient variations) is obtained [CNT96] and also leads to logarithmic estimates for the growth in the number of conjugate gradient iterates as the discontinuity worsens. However, the preconditioner proposed there essentially requires the solution of the global Laplace operator \( a \equiv 1 \) on \( \Omega \), which is implemented, for example, by embedding \( \Omega \) into a rectangular grid and using fast Poisson solvers there. By contrast our present results concern standard additive Schwarz preconditioners widely used in domain decomposition methods.

### 3 An extension of the theory

The theory described above does not require that any of the subdomains (either at the finest level or any of the coarser levels) resolve the discontinuity in \( a \). However, it does assume that the fine mesh itself should resolve this discontinuity. This assumption simplifies the analysis of the diagonally scaled matrix, on which the theory depends, but we shall show here that it is not necessary. This generalisation has obvious practical
importance since in the case of very irregular regions $\Lambda_k$, it may not even be reasonable to expect the fine grid to resolve the discontinuities.

In the interests of brevity we shall not give here a completely general extension, but instead restrict to the case of a two coefficient problem where $\Lambda_1 \subset \Omega$ and $\Lambda_2 = \Omega \setminus \tilde{\Lambda}_1$. Suppose the interface $\Gamma = \tilde{\Lambda}_1 \cap \tilde{\Lambda}_2$ is continuous and lies entirely inside $\Omega$. As before $a_{\Lambda_k} = a_k \in \mathbb{R}_+^2$, $k = 1, 2$. Let $T$ be a mesh of tetrahedra on $\Omega$ which do not need to resolve $\Gamma$. Let $\mathcal{N}$ be the nodes of $T$ which are not on $\partial \Omega_D$. For $p \in \mathcal{N}$, set $T(p) = \{ T \in T : p \in T \}$. Then for any $a \in \mathbb{R}_+^2$ and $p,q \in \mathcal{N}$, $K(a)_{pq} = \sum_{T \in T} a_T(K_T)_{pq}$, where $K_T$ is the piecewise linear element stiffness matrix corresponding to the Laplace operator on $T$ and $a_T = (\int_T a)/|T|$, where $|T|$ is the volume of $T$. Consider the symmetrically diagonally scaled matrix $S(a) = (\text{diag}(K(a)))^{-1/2}K(a)(\text{diag}(K(a)))^{-1/2}$ and a sequence of coefficients $a^{(m)}$ with constant values on the $\Lambda_k$, represented by $\{a^{(m)}\} \subset \mathbb{R}_+^2$. For $T \in T$ set $a_T^{(m)} = \int_T a^{(m)}/|T|$. The extreme behaviour of the spectrum of $S(a^{(m)})$ can be characterised by considering the limit of $S(a^{(m)})$ as $m \to \infty$. It is easy to see that $S(a^{(m)})$ is independent of $m$ unless $p,q \in T \cap \mathcal{N}$ for some $T \in T$ with $p \neq q$ and $T(p) \cup T(q)$ intersects both $\Lambda_1$ and $\Lambda_2$ in sets of positive volume. Then, for $T \in T(p) \cup T(q)$ we have $a_T^{(m)} = (|T \cap \Lambda_1|/|T|)a_1^{(m)} + (|T \cap \Lambda_2|/|T|)a_2^{(m)}$. If $\{a^{(m)}\}$ is constrained to satisfy the mild assumptions of §2 then we need only consider the two cases $\lim_{m \to \infty} \{a_1^{(m)}/a_2^{(m)}\} = \infty$ or $0$.

Consider $a_1^{(m)}/a_2^{(m)} \to \infty$. Introduce the slight extension of $\Lambda_1$: $\tilde{\Lambda}_1 = \{ T : |T \cap \Lambda_1| \neq 0 \}$ with extended interface $\tilde{\Gamma} = \partial \tilde{\Lambda}_1$, and the matrix $\tilde{K}_1 = \sum_{T \in T} (|T \cap \Lambda_1|/|T|)K_T$, which corresponds to a Neumann problem on $\tilde{\Lambda}_1$ for an operator of the form (1) with coefficient $|T \cap \Lambda_k|/|T|$ on each $T$. Let $\tilde{K}_2$ be the finite element matrix on $\Omega \setminus \tilde{\Lambda}_1$ corresponding to Dirichlet condition on $\tilde{\Gamma}$ and given boundary conditions on $\partial \Omega$. Then $\lim_{m \to \infty} S(a^{(m)}) \to \tilde{S}$, where $\tilde{S}$ is the diagonally scaled version of the block diagonal matrix $\text{diag}(\tilde{K}_1, \tilde{K}_2)$. $\tilde{S}$ has a single zero eigenvalue with all other eigenvalues positive (but depending on $h$). So $S(a^{(m)})$ has a single eigenvalue approaching zero as $m \to \infty$ and Theorem 1 holds with $L = 1$. If $a_1^{(m)}/a_2^{(m)} \to 0$, then $S(a^{(m)})$ also approaches a diagonally scaled version of a matrix of the general form $\text{diag}(\tilde{K}_1, \tilde{K}_2)$. But here $\tilde{K}_2$ is a stiffness matrix on a slight extension, $\tilde{\Lambda}_2$, of $\Lambda_2$ with Neumann condition on $\partial \tilde{\Lambda}_2 \setminus \partial \Omega$ and given mixed conditions on $\partial \Omega$. $\tilde{K}_1$ is a matrix corresponding to a Dirichlet problem on $\Omega \setminus \tilde{\Lambda}_2$. This time $\tilde{S}$ has all positive eigenvalues and Theorem 1 holds with $L = 0$.

An extension of this argument to many coefficients will lead to the proof of Theorem 1, in the case when the fine grid does not resolve the discontinuity. The extension to $\| \cdot \|_2$ mentioned in Remark 1 also holds by the arguments in [GH96].

4 A Numerical Example

To demonstrate our results we consider a two-dimensional problem with geometry motivated by electromagnetic field computations, see [EST94] and the references contained therein. Here there are three interior regions with varying material properties, as in Figure 1(a). The domain is the unit square and the regions with differing material properties are given by $\Lambda_1 = (0.44, 0.56) \times (0.81, 0.94)$, $\Lambda_2 = \ldots$
\[(0.44, 0.56) \times (0.063, 0.19), A_3 = \{(x, y) : 0.063 \leq (x-0.5)^2 + (y-0.3)^2 \leq 0.14, y \geq 0\}.\]

For the static field case the differential equation is in the form (1), and for this experiment we imposed homogeneous Neumann boundary conditions on the left and right boundaries and Dirichlet boundary conditions of 1 and 0 to the top and bottom boundaries respectively of the unit square.

**Figure 1** Geometry of an electromagnetic problem (a), fine mesh (b) and coarse mesh node points (c)

The domain is discretised with a uniform mesh of triangles except for strong refinement near the boundaries of the regions with differing material properties. This results in a mesh of 30856 triangles with 15484 nodes (Figure 1(b)). These do not resolve completely the semicircular geometry of \(A_3\).

In this experiment we use the two-level additive Schwarz method, see for example [CSZ96], for which we, in contrast to (3), require the solution of a global coarse problem together with local problems on subdomains of the fine mesh. In principle the coarse mesh is not required to have any direct relation to the fine mesh. However, it may be expected that a coarse mesh which pays no attention to the underlying PDE (e.g. fails to have some refinement where the fine mesh is refined in this example) may not work well. To determine our coarse mesh we first impose a uniform coarse mesh and then perform hierarchical local refinement with “slave nodes” as, e.g., in §7 of [CM94], to increase the density in regions where the fine mesh is dense. The result has 465 nodes and is pictured in Figure 1(c). This coarse mesh is represented by a locally uniform data structure which is completely uniform in large sections of the domain, this allows for a very simple and efficient implementation. More details on the creation and performance of such coarse meshes will be available in a future publication. The partitioning of the fine mesh into the local subdomains is performed using the graph partitioning package METIS[KK95]. Use of this package allows us to produce load balanced connected subdomains, with a single node overlap, based only on the connectivity of the mesh. Hence the geometry of the problem has no direct bearing on the subdomains and neither the fine mesh, coarse mesh nor subdomains resolve the discontinuity in \(a\).

To demonstrate the effect of the discontinuous coefficients on the additive Schwarz preconditioner we use five sets of coefficient values, as specified in Table 1. Each of these problems is also tested with a range of subdomain numbers, from 15 to 120. Three different preconditioners are tested in each case; One with no coarse solve (AS),
<table>
<thead>
<tr>
<th>Problem</th>
<th>a0</th>
<th>a1</th>
<th>a2</th>
<th>a3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>3</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>5</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

**Table 1** Coefficient values for the test problems

<table>
<thead>
<tr>
<th>15 Subdomains</th>
<th>30 Subdomains</th>
<th>60 Subdomains</th>
<th>120 Subdomains</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem</td>
<td>AS</td>
<td>ASC*</td>
<td>ASC</td>
</tr>
<tr>
<td>1</td>
<td>70</td>
<td>25</td>
<td>27</td>
</tr>
<tr>
<td>2</td>
<td>92</td>
<td>27</td>
<td>26</td>
</tr>
<tr>
<td>3</td>
<td>109</td>
<td>30</td>
<td>29</td>
</tr>
<tr>
<td>4</td>
<td>117</td>
<td>31</td>
<td>31</td>
</tr>
<tr>
<td>5</td>
<td>135</td>
<td>31</td>
<td>31</td>
</tr>
</tbody>
</table>

**Table 2** Results for the 15, 30, 60 and 120 subdomain case

a second with a coarse solve but based on a purely uniform coarse mesh, with 121 nodes, (ASC*), and the third with coarse mesh pictured in Figure 1(c) (ASC). An initial guess of 0 was used for the CG algorithm.

Table 2 shows the number of iterations of the preconditioned CG method required to satisfy the convergence criterion $\|x^j - x\|_2/\|x\|_2 < 10^{-5}$, where $x^j$ is the jth iterate and $x$ is the true solution computed using an exact factorisation. In all cases convergence to the same tolerance in the energy norm took place within one or two iterates of the results given here. The results for the preconditioner with no coarse solve (AS) show the expected logarithmic growth in the number of CG iterations required, as the jumps in the coefficient worsen. Additionally an increase in the number of subdomains also results in the expected increase in iterations. For the remaining two preconditioners (ASC* and ASC) the growth with respect to the number of subdomains is almost identical, indicating that, for this problem, a simple coarse mesh would be sufficient. The results for ASC* in this case raise the interesting question of whether a uniform coarse mesh would suffice for more general preconditioning tasks. Preliminary experiments indicate that this is not always the case. This will be the subject of future work.
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1 Introduction

In this paper we develop a multi-domain scheme, based on quadrilaterals as the building-block, for stable approximation of the two-dimensional compressible Navier-Stokes equations on conservation form. Although the presentation here is self-contained, the results rely heavily on a series of recent papers [HG96, Hes97a, Hes97b], to which we also refer for proofs and theoretical details. For ease of exposure, we have chosen to restrict the attention to schemes for two-dimensional subsonic flows. Details for supersonic flows and three-dimensional schemes can be found in [Hes97b].

Previous work on spectral multi-domain methods for the compressible Navier-Stokes equations is rather sparse. Only recently have several methods appeared [Kop93, Han93, KK96] with the emphasis being on methods for steady state problems. All previous methods for viscous flows are based on a treatment of the inviscid part of the equation, in most cases by applying methods known from the Euler equations, and a separate treatment of the viscous part of the equation. This second contribution is then applied as a correction to the result obtained from the inviscid patching.

The main difference between previously proposed methods and the one introduced here is that we develop a patching scheme which accounts for the inviscid and viscous part of the equation simultaneously. This approach is made possible by implementing the interface conditions using a penalty term [FG88], hence allowing for boundary conditions of a general type.

In Section 2 we introduce some background and notation. Section 3 introduces the complete scheme and theorems for well-posedness in a general plane domain and asymptotic stability of the scheme in a curvilinear quadrilateral. An example of the performance of the scheme for a non-trivial test case is presented in Section 4, which also contains a few concluding remarks.
2 General Background and Notation

We wish to devise a scheme for approximating wave dominated problems in the domain, $\Omega \subset \mathbb{R}^2$, enclosed by the boundary $\delta \Omega$. To obtain such solutions we employ polynomial expansions to approximate the unknown functions and their spatial derivatives. As is well known, the most natural and computationally efficient way of applying polynomial expansions in several dimensions is through the use of tensor products. This procedure, however, requires that the computational domain is diffeomorphic to the unit square. To surmount this limitation, we construct $\Omega$ using $K$ non-overlapping general quadrilaterals, $D^k \subset \mathbb{R}^2$, such that $\Omega = \bigcup_{k=1}^K D^k$. In what remains the emphasis will be on schemes for addressing problems in $D^k$ and for simplicity we will by $D$ with boundary $\delta D$, refer to any quadrilateral domain unless clarification is deemed necessary.

To apply the tensor product formulation we require that there exists a diffeomorphism, $\Psi : D \rightarrow \mathbb{R}^2$, where $l \subset \mathbb{R}^2$ is the unit square, i.e., $l \in [-1, 1]^2$. We will return to the specification of the map, $\Psi$, shortly. For convenience, we term the coordinates, $x \in D$, as $(x, y)$ and $(x_1, x_2)$ interchangeably. Likewise, we introduce the coordinates, $\xi \in l$, named $(\xi, \eta)$.

As mentioned briefly, the map, $\Psi : D \rightarrow l$, plays an important role in the application of polynomial methods to problems in general geometries. To establish a one to one correspondence between the unit square and the general quadrilateral we construct the global map using transfinite blending functions as originally suggested in [GH73]. We refer to [Hes97b] for a thorough account of this procedure within the present context.

Once the global map, $\Psi$, has been constructed, we compute the metric of the mapping, the corresponding transformation Jacobian and outward pointing normal vectors at all points of the enclosing edges of the quadrilateral. Spatial derivatives are obtained through the chain rule and the relevant operators are all expressed in general curvilinear coordinates.

Approximation in $l$ is done by a standard pseudospectral method using tensor products of interpolating Lagrange polynomials based on the Gauss-Lobatto nodal sets of Jacobi polynomials. We refer to [Fun92] for a general discussion of these techniques and to [HC96, Hes97a, Hes97b] for a thorough discussion within the present context.

3 A Stable Scheme for Navier-Stokes Equations

Consider the non-dimensional, compressible Navier-Stokes equations on conservation form

$$\frac{\partial \mathbf{q}}{\partial t} + \nabla \cdot \Pi = \frac{1}{Re_{ref}} \nabla \cdot \Pi_e,$$

where we introduce the state vector, $\mathbf{q} = [\rho, \rho u, \rho v, E]^T$, and the inviscid flux tensor, $\Pi = (\mathbf{F}_1, \mathbf{F}_2)$, with the elements $\mathbf{F}_1 = [\rho u, \rho u^2 + p, \rho u v, (E + p) u]^T$ and likewise $\mathbf{F}_2 = [\rho v, \rho u v, \rho v^2 + p, (E + p) v]^T$. Here $\rho$ is the density, $\mathbf{u} = (u, v)$ is the Cartesian velocity, $E$ is the total energy and $p$ is the pressure.

The total energy, $E = \beta T + \frac{1}{2} \rho \mathbf{u} \cdot \mathbf{u}$, and the pressure are assumed to be related through the ideal gas law, $p = (\gamma - 1) \rho T$, where $T$ is the temperature field and
\( \gamma = \frac{c_p}{c_v} \) is the ratio between the heat capacities at constant pressure \((c_p)\) and volume \((c_v)\), respectively, and is assumed constant.

The elements of the viscous flux tensor, \( \Pi_\nu = (F'_1, F'_2) \), are given as
\[
F'_1 = [0, \tau_{xx}, \tau_{yx}, \tau_{xx}u + \tau_{yx}v + \frac{\gamma \lambda}{\nu} \frac{\partial T}{\partial x}],
\]
and also
\[
F'_2 = [0, \tau_{xy}, \tau_{yy}, \tau_{xy}u + \tau_{yy}v + \frac{\gamma \lambda}{\nu} \frac{\partial T}{\partial y}].
\]
Considering only Newtonian fluids, the stress tensor elements are
\[
\tau_{x_i x_j} = \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) + \delta_{ij} \lambda \sum_{k=1}^{2} \frac{\partial u_k}{\partial x_k},
\]
where \( \delta_{ij} \) is the Kronecker delta-function and \((u_1, u_2) = \mathbf{u} \). Here \( \mu \) is the dynamic viscosity, \( \lambda \) is the bulk viscosity and \( k \) is the coefficient of thermal conductivity.

The equations are normalized using the reference values, \( u_{ref} = u_0, \rho_{ref} = \rho_0, \mu_{ref} = \rho_0 u_0^2, \), \( T_{ref} = u_0^2/c_v \) and a reference length \( L \), where \((\rho_0, u_0)\) is a given characteristic state. This yields a Reynolds number as \( Re = \rho_0 u_0 L / \mu_0 \) and a Prandtl number as \( Pr = c_p \mu_0 / k_0 \). Note, that the Reynolds number in Eq.(1), \( Re_{ref} \), based on the reference values, in general is different from \( Re \). In the remaining part of the paper we shall refer to the latter as the Reynolds number. With this normalization we need to specify the Mach number, \( M \), the Reynolds number, \( Re \), the length scale, \( L \), and a dimensional temperature, \( T_0 \).

We consider only atmospheric air and take \( \gamma = 1.4 \) and \( Pr = 0.72 \). To model the temperature dependence of the dynamic viscosity we use Sutherland’s viscosity law \([Sch79]\). Assuming that the Prandtl number is constant allows for modeling the temperature dependency of the coefficient of thermal conductivity similarly and we adopt Stokes hypothesis \((\text{see e.g.,}[Sch79])\) to obtain \( \lambda = -\frac{2}{3} \mu \) in all simulations.

Well-posed Patching Conditions

To derive a set of well-posed boundary conditions for the compressible Navier-Stokes equations on a general plane surface, we introduce the transformation derivatives
\[
A_i = \frac{\partial F_i}{\partial \mathbf{q}} \quad \text{and} \quad B_{ij} = \frac{1}{2} \left( \frac{\partial F'_i}{\partial q_{x_j}} + \frac{\partial F'_j}{\partial q_{x_i}} \right),
\]
where \( q_{x_i} = \frac{\partial q}{\partial x_i} \). To arrive at the proper boundary operator, we find it convenient also to introduce the operators
\[
A = \sum_{i=1}^{2} A_i n_i \quad \text{and} \quad B_{x_i} = \sum_{j=1}^{2} B_{ij} n_j,
\]
where \( n = (n_1, n_2) = |n| \hat{n} \) is an outward pointing normal vector at \( \delta D \) of length \( |n| \).

Provided the solution, \( \mathbf{q} \), is smooth it is sufficient to consider well-posedness and stability of the linearized and localized set of equations as discussed in \([KL89]\) and applied extensively in \([HC96, \text{Hes}97a, \text{Hes}97b]\).

A diagonalizing similarity transformation for arbitrary \( n \) for the constant coefficient operator, \( A(q_0) \), was given by Warming et al. \([WBH75]\). Applying this transformation yields the diagonal matrix, \( A^n = (S^n)^{-1} A S^n \), with the diagonal elements
\[
\lambda_1^n = u_0 \cdot \mathbf{n} + c_0 |\mathbf{n}|, \quad \lambda_2^n = \lambda_3^n = u_0 \cdot \mathbf{n}, \quad \lambda_4^n = u_0 \cdot \mathbf{n} - c_0 |\mathbf{n}|,
\]
representing the advective velocities of the characteristic functions, \( R^n = (S^n)^{-1} q \), along the direction given by \( n \), given as

\[
R^n = \begin{bmatrix}
\mathbf{m} \cdot \hat{n} + \frac{\varepsilon_\gamma}{\varepsilon_0} (E + \frac{1}{2} \rho_0^2 - \rho u_0 \cdot \mathbf{u}) \\
\rho - \frac{\varepsilon_\gamma}{\varepsilon_0} (E + \frac{1}{2} \rho_0^2 - \rho u_0 \cdot \mathbf{u}) \\
\mathbf{m} \cdot \hat{k}
\end{bmatrix},
\]

where we introduce the linearized momentum, \( \mathbf{m} = \rho(\mathbf{u} - u_0) \) and the tangential vector, \( \mathbf{k} = |\mathbf{n}| \hat{k} = |\mathbf{n}|(-\hat{n}_2, \hat{n}_1) \). Here \( c_0 = \sqrt{\frac{\gamma \rho_0}{\rho_0}} \) represents the sound speed at the linearizing state.

Likewise, we also define the transformed viscous matrices, \( B^n \), \( S^n \), to finally obtain the viscous correction vector

\[
G^n = B^n \partial R^n \partial x + B^n \partial R^n \partial y = |\mathbf{n}| \begin{bmatrix}
\frac{\varepsilon_\gamma}{2 \varepsilon_0} V_1 \cdot \hat{n} + \frac{\lambda_\gamma + 2 \mu_\gamma}{2 \rho_0} V_2 \cdot \hat{n} - \frac{\lambda_\gamma + \mu_\gamma}{2 \rho_0} V_3 \cdot \hat{k} \\
\frac{\varepsilon_\gamma}{2 \varepsilon_0} V_1 \cdot \hat{n} - \frac{\mu_\gamma}{\rho_0} V_3 \cdot \hat{n} + \frac{\lambda_\gamma + \mu_\gamma}{4 \rho_0} V_2 \cdot \hat{k} \\
\frac{\varepsilon_\gamma}{2 \varepsilon_0} V_1 \cdot \hat{n} - \frac{\lambda_\gamma + 2 \mu_\gamma}{2 \rho_0} V_3 \cdot \hat{n} + \frac{\lambda_\gamma + \mu_\gamma}{2 \rho_0} V_3 \cdot \hat{k}
\end{bmatrix}.
\]

Here we have, for simplicity, introduced the vectors

\[
V_1 = \nabla R_1^n + \nabla R_4^n - \frac{2 c_0}{(\gamma - 1)} \nabla R_2^n, \quad V_2 = \nabla R_1^n - \nabla R_4^n, \quad V_3 = \nabla R_3^n,
\]

where \( V_1 \) accounts for the normal heat flux, \( V_2 \) for the normal stress and \( V_3 \) for the effects of the tangential stress.

We are now in a position to state the following

**Theorem 14.1** Assume there exists a solution, \( q \), to the compressible Navier-Stokes equations on a general plane surface, \( D \), enclosed by an almost smooth boundary, \( \partial D \), with the outward pointing normal vector, \( n \), uniquely defined at all points with the exception of a finite number of sets having measure zero in \( R \).

Assume also that the fluid properties are constrained as

\[
\mu \geq 0, \quad \lambda \leq 0, \quad \mu + \lambda \geq 0, \quad \frac{\gamma k}{P_T} \geq 0, \quad \gamma \geq 1.
\]

Provided the boundary operator is constructed such that

\[
\forall \mathbf{x} \in \partial D, \forall \mathbf{i} \in [1, 4] : \quad R^n_i \left[ -\frac{1}{2} \lambda_i^* R^n_i + \frac{1}{\text{Re}_{\text{ef}}} G^n_i \right] \leq 0,
\]

where \( R^n_i \) and \( G^n_i \) represents the components of the vectors, \( R^n \) and \( G^n \), respectively, the constant coefficient problem is well-posed.

From this result it is straightforward to obtain a set of maximal dissipative boundary conditions of the form

\[
\mathcal{R}^n_\pm R^n + \frac{1}{\text{Re}_{\text{ef}}} G^\pm G^n = 0,
\]
where the subscript ± refers to the situations for which the boundary is an inflow, \( u_0 \cdot n < 0 \), or an outflow, \( u_0 \cdot n > 0 \), boundary and we introduce the four matrices, \( \mathcal{R}^n_\pm \) and \( \mathcal{G}_\pm \), to construct the appropriate boundary operator.

For the subsonic inflow case, well-posedness appears for \( \mathcal{R}^n_- = \text{diag}(0, |\lambda^n_1|, |\lambda^n_2|) \) and \( \mathcal{G}_- = \text{diag}(1, 1, 1, 1) \). Likewise, for the subsonic outflow case we obtain the operator as \( \mathcal{R}^n_+ = \text{diag}(0, 0, |\lambda^n_1|) \) and \( \mathcal{G}_+ = \text{diag}(0, 1, 1, 1) \). The matrices corresponding to supersonic inflow and outflow are given in [Hes97b].

The singular nature of \( \mathcal{G}_+ \) is a consequence of the fact that for \( G^2_+ = 0 \) we obtain that \( G^n_+ = -G^2_+ \). Consequently, only three conditions are required at outflow.

Similar to what was discussed in [HG96], we observe that the number of necessary boundary conditions at inflow (4) and outflow (3) conforms with results reported in [Str77]. We also recall that the boundary operator remains well-posed even in the case where the Reynolds number approaches infinity and we obtain the characteristic boundary conditions for the inviscid, compressible Euler equations.

The Stable Semi-Discrete Scheme

Establishing the boundary operator leading to a well-posed problem when considering the solution of the compressible Navier-Stokes equations in a general domain, allows us to develop an asymptotically stable scheme for approximating the equations in a general curvilinear domain. Although a similar approach may be applied for constructing schemes in general domains, we restrict the attention to the quadrilateral domain.

We propose to solve the compressible Navier-Stokes equations in a quadrilateral using a collocation method as

\[
\frac{\partial q}{\partial t} + \nabla \cdot \Pi = \frac{1}{Re_{ref}} \nabla \cdot \Pi_v - \tau Q(x) S^n \left[ \mathcal{R}_\pm^n (R^n - R^n_{BC}) + \frac{1}{Re_{ref}} \mathcal{G}_\pm^n (G^n - G^n_{BC}) \right],
\]

where we introduce \( R^n_{BC} \) and \( G^n_{BC} \) to account for the boundary conditions in characteristic form at the various boundaries, be they sub-domain boundaries or open boundaries. The matrix, \( S^n \), coming from the similarity transform of \( A \) along \( n \), is given as

\[
S^n = \begin{bmatrix}
\alpha & 1 & 0 & \alpha \\
\alpha(u + c\hat{n}_1) & u & -\hat{n}_2 & \alpha(u - c\hat{n}_1) \\
\alpha(v + c\hat{n}_2) & v & \hat{n}_1 & \alpha(v - c\hat{n}_2) \\
\alpha(H + cu \cdot \hat{n}) & u \cdot \hat{n} & u \cdot \hat{k} & \alpha(H - cu \cdot \hat{n})
\end{bmatrix},
\]

where we have the constant, \( \alpha = 1/(2c) \), and the specific stagnation enthalpy, \( H = (E + p)/\rho \). In \( S^n \), all physical variables refer to the state, \( q_0 \), around which we have linearized. The function \( Q(x) \) is defined as

\[
Q(x) = \begin{cases}
1 & \text{if } x \in \delta D \\
0 & \text{otherwise}
\end{cases},
\]

ensuring that Eq.(2) is modified at the boundaries only.
The conditions on \( \tau \) ensuring asymptotic stability are given in the following Theorem.

**Theorem 14.2** Assume there exists a solution, \( q \), to the compressible Navier-Stokes equations in a general curvilinear quadrilateral domain, \( D \), enclosed by the almost smooth boundary, \( \partial D \) and that the flow is purely subsonic. Assume also that there exists an diffeomorphism, \( \Psi : D \rightarrow 1 \), which maps \( D \) onto the unit square, \( 1 \).

The fluid properties must be constrained as

\[
\mu \geq 0, \quad \lambda \leq 0, \quad \mu + \lambda \geq 0, \quad \frac{\gamma k}{Pr} \geq 0, \quad \gamma \geq 1.
\]

Let

\[
\kappa = \frac{1}{Re_{e0}} \frac{|n|^2}{2\tilde{\omega}} \frac{1}{\rho_0 |u_0 \cdot n|} \max \left( \mu_0, 2\mu_0 + \lambda_0, \frac{\gamma k_0}{Pr} \right).
\]

Approximating the solution of the linearized constant coefficient version of Eq.(2) using a collocation method yields an asymptotically stable scheme provided the penalty parameters are bounded as

\[
\frac{1}{\tilde{\omega} \kappa} \left( 1 + \kappa - \sqrt{1 + \kappa} \right) \leq \tau \leq \frac{1}{\tilde{\omega} \kappa} \left( 1 + \kappa + \sqrt{1 + \kappa} \right).
\]

The correct choice of \( \tilde{\omega} \) and the outward pointing normal vector, \( n \), depending on whether an edge or a vertex, is considered is given in the Appendix.

We note that the above result is strictly valid only in the case in which the Jacobian is a constant. However, as we will show shortly, the scheme remains stable also for non-constant Jacobians, thus establishing a stable method for approximating the compressible Navier-Stokes equations in a general quadrilateral domain. A similar result has been established for supersonic inflow and outflow conditions and can be found in [Hes97b].

The result stated in Theorem 14.2 is valid also for the vertices of the quadrilateral. However, at a point where several vertices meet, one has to determine which element is upstream and which is downstream in order to pass the appropriate information between the vertices. For this purpose we define the two vectors, \( n_\xi = \xi \nabla \xi \) and \( n_\eta = \eta \nabla \eta \). A vertex, say \((\xi, \eta) = (-1, -1)\), can then be identified as the upstream vertex provided \( u \cdot n_\xi > 0 \) and \( u \cdot n_\eta > 0 \). In a similar fashion, we may identify the downstream element by reversing the inequalities. The conditions for this test are summarized in the Appendix. Contrary to some previously proposed schemes (see e.g. [Kop91]), this approach handles any number of domains coming together, as the upstream and downstream domains are uniquely identified through the signs of the above scalar-products. For the boundary conditions of the viscous part, we use the average of the Cartesian derivatives across the vertex.

For temporal integration, we use a 3rd-order Runge-Kutta with the boundary conditions being imposed at the intermediate time-steps. Following completion of each time-step, we enforce global continuity and we use the solution at the previous time-step as the solution around which we linearize at the sub-domain boundaries, while the exact solution is used at the open boundaries. The time-step is computed adaptively as

\[
\Delta t \leq CFL \times \min_{x \in \Omega} \left[ |\chi \cdot u| + c\sqrt{\chi \cdot \chi} + \frac{2\gamma}{PrRe_{e0}} \frac{\mu}{\rho \chi \cdot \chi} \right]^{-1},
\]
where $\chi$ is the grid-distortion vector, $\chi = [|\xi_i|/\Delta \xi_i + |\eta_i|/\Delta \eta_i, |\xi_j|/\Delta \xi_j + |\eta_j|/\Delta \eta_j]$ with $\Delta \xi_i$ signifying the local grid size and similarly for $\Delta \eta_j$.

4 Numerical Examples and Remarks

We have implemented the proposed scheme in order to confirm the theoretical results obtained for the linearized, constant coefficient Navier-Stokes equations. In [Hes97a, Hes97b] we presented several solutions of steady state flows, confirming the spectral accuracy of the proposed scheme. However, to emphasize the ability to handle truly unsteady flow, we consider here a problem of some practical importance.

We consider the flow around a flame holder embedded in a narrow channel. This geometry can be viewed as a prototype combustion chamber in a high-speed ram-jet. However, although the engine is designed to perform at supersonic speeds, the flow in the combustion chamber remains purely subsonic. We consider the geometry pictured in Fig. 1, with the base height of the flame holder being, $L = 12.7$ mm. The flame holder is embedded in a narrow channel with a total height of only $6L$. The full length of the computational domain is $25L$, i.e., Fig. 1 shows only a part of the computational domain.

All walls are assumed to be isothermal, no-slip wall, being held at a stagnation temperature of $T_0 = 300^\circ K$. The free-stream Reynolds number is 250 and the Mach number is 0.4, ensuring that the flow remains subsonic.

The total computation uses 104 elements, each employing a polynomial expansion
of order 14. The open boundaries are held at the free-stream values with a laminar, parabolic inflow and outflow velocity profile and the pressure drop computed self-consistently.

Figure 1 clearly illustrates the well known von Karman vortex street rear of the bluff body and the boundary layers at the wall. We also note that all fields are smooth across sub-domain boundaries, including the vertices.

Although these results are of a qualitative nature they confirm the stability of the complete scheme for general curvilinear elements, the validity of the treatment of the vertices and the efficacy of the scheme for the study of unsteady compressible flows in complex geometries.

We have not addressed the question of efficient implementation. However, we recall that the patching of sub-domains and treatment of physical boundaries is purely local in time and space, i.e., the algorithm lends itself to efficient implementation on parallel computers with distributed memory. This will be of significant importance when future attention is directed towards the solution of unsteady three-dimensional problems in complex geometries.
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Appendix

To ensure stability of the semi-discrete scheme we must choose the parameters, \( n \) and \( \tilde{\omega} \), appropriately. Moreover, we need to establish the proper conditions for identifying a vertex as an upstream or downstream vertex.

Let us first define the vectors, \( n_\xi = \xi \nabla \xi \) and \( n_\eta = \eta \nabla \eta \). We will also introduce the two variables, \( \omega_\xi \) and \( \omega_\eta \). The actual value of these parameters are resolution as well as method dependent.

For Legendre methods, we have \( \omega_\xi = 2/(N_\xi(N_\xi + 1)) \) and \( \omega_\eta = 2/(N_\eta(N_\eta + 1)) \), where \( N_\xi \) and \( N_\eta \) represents the resolution along \( \xi \) and \( \eta \), respectively.

For Chebyshev methods, on the other hand, we have \( \omega_\xi = N_\xi^{-2} \) and \( \omega_\eta = N_\eta^{-2} \). The appropriate values of the parameter, \( \tilde{\omega} \), and the outward pointing normal vector, \( n \), required to construct stable schemes along edges and vertices of the quadrilateral is given below.

We also give the condition for determining whether a vertex is indeed upstream. For this purpose, we introduce the convective velocity, \( u \). The conditions for naming a purely downstream vertex is obtained by reversing the inequalities.

<table>
<thead>
<tr>
<th>( \xi )</th>
<th>( \eta )</th>
<th>( \tau - \text{Parameters} )</th>
<th>Outflow Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \pm 1 )</td>
<td>( \cdot )</td>
<td>( \omega_\xi )</td>
<td>( n_\xi )</td>
</tr>
<tr>
<td>( \cdot )</td>
<td>( \pm 1 )</td>
<td>( \omega_\eta )</td>
<td>( n_\eta )</td>
</tr>
<tr>
<td>( \pm 1 )</td>
<td>( \pm 1 )</td>
<td>( \omega_\xi \omega_\eta )</td>
<td>( \omega_\eta n_\xi + \omega_\xi n_\eta )</td>
</tr>
</tbody>
</table>
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Preconditioners for the Boundary Element Method in Three Dimensions
Norbert Heuer

1 Introduction

In this paper we consider preconditioners for linear systems arising from the boundary element method (BEM) for solving partial differential equations in \( \mathbb{R}^3 \). We report on new results recently obtained, partly in joint work with Ernst P. Stephan.

The boundary element method consists in solving an integral equation formulation of a boundary value problem by the Galerkin method. All the integrals are defined on the boundary of the domain under consideration and, thus, only the boundary of the domain needs to be discretized. Therefore, this method is extremely well suited for transmission problems and exterior boundary value problems where unbounded domains occur.

We deal with first kind integral equations that stem from representation formulae for the solutions of the boundary value problems. Typically there appear hypersingular and weakly singular operators that have to be numerically inverted. They are of orders +1 and −1, respectively. In this paper we consider Laplace’s equation in \( \mathbb{R}^3 \). Then the hypersingular operator

\[
Du(x) := \frac{1}{4\pi} \frac{\partial}{\partial n_x} \int_{\Gamma} u(y) \frac{\partial}{\partial n_y} \frac{1}{|x - y|} \, dS_y
\]

and the single layer potential operator

\[
Vu(x) := \frac{1}{4\pi} \int_{\Gamma} \frac{u(y)}{|x - y|} \, dS_y
\]

are positive definite. To extend our results to more general problems, e.g., to the Helmholtz equation, one has to deal with indefinite integral operators, the main symbols being the operators \( D \) and \( V \). Regarding this generalization we refer to [CW92] for the finite element method and to [ST] for the boundary element method in two dimensions.
For the preconditioning of linear systems arising from the BEM in two dimensions we refer to [Heu96b, TS96, ST95, HST95].

An outline of the paper is as follows. In §2 we introduce the abstract problem under consideration and the boundary element Galerkin method for solving it, Section 3 is dedicated to the hypersingular operator. In §3 we study a general multilevel method to precondition the linear systems arising from the h-version of the BEM. The obtained condition number is almost bounded independently of the number of levels. For a general 2-level method we get a condition number which behaves logarithmically in the ratio $H/h$. Here $H$ and $h$ are the mesh sizes of the coarse and the fine level meshes, respectively. For the p-version we consider a preconditioner based on an overlapping decomposition and this results in a bounded condition number. For a direct sum decomposition of the ansatz space we use discretely harmonic basis functions and obtain a condition number which is bounded polylogarithmically in the polynomial degree. In §4 we present an almost optimal bound for the condition number in case of the p-version of the BEM for the single layer potential operator. This preconditioner is based on a general decomposition of the ansatz space. Section 5 reports on some numerical results supporting the theoretical estimates.

2 Boundary Element Method

The weak formulation under consideration is the following: For given $f \in H^{-\alpha/2}(\Gamma)$, find $u \in \tilde{H}^{\alpha/2}(\Gamma)$ such that

$$\langle Au, \phi \rangle_{L^2(\Gamma)} = \langle f, \phi \rangle_{L^2(\Gamma)} \quad \text{for all } \phi \in \tilde{H}^{\alpha/2}(\Gamma). \quad (1)$$

Here, $A$ is a positive definite operator of order $\alpha$ mapping $\tilde{H}^{\alpha/2}(\Gamma)$ continuously onto $H^{-\alpha/2}(\Gamma)$. In case of the hypersingular operator $\alpha = -1$, The space $\tilde{H}^{1/2}(\Gamma)$, which is also denoted by $H_{wo}^{1/2}(\Gamma)$ in the finite element literature, is the interpolation space half-way between $L^2(\Gamma)$ and $H_0^1(\Gamma)$. The space $H^{-1/2}(\Gamma)$ is the dual space of $\tilde{H}^{1/2}(\Gamma)$ and, vice versa, $\tilde{H}^{-1/2}(\Gamma)$ is the dual space of $H^{1/2}(\Gamma)$ which is the interpolation space half-way between $L^2(\Gamma)$ and $H^1(\Gamma)$. We assume $\Gamma$ to be a flat rectangular screen in $\mathbb{R}^3$. The extension of our results to arbitrary polyhedral surfaces consisting of rectangular pieces is straight forward.

In the case of $A = D$ eq. (1) models a Neumann problem for the Laplacian in $\mathbb{R}^3 \setminus \bar{\Gamma}$ where the jump across $\Gamma$ of the normal derivative of the solution is given, When $A = V$ eq. (1) represents the Dirichlet problem where the jump across $\Gamma$ of the trace of the solution is given.

The Galerkin scheme for solving (1) reads as follows: For a given $N$-dimensional subspace $X_N$ of $\tilde{H}^{\alpha/2}(\Gamma)$, find $u_N \in X_N$ such that

$$\langle Au_N, \phi \rangle_{L^2(\Gamma)} = \langle f, \phi \rangle_{L^2(\Gamma)} \quad \text{for all } \phi \in X_N. \quad (2)$$

To construct $X_N$ we use a uniform mesh $\Gamma_h$ on $\Gamma$ of rectangles of size $h$.

First let us consider the case $\alpha = 1$. For the h-version of the boundary element method we use piecewise bilinear functions which have the value one at one interior node and vanish at the remaining nodes of $\Gamma_h$. Note that the condition $X_N \subset \tilde{H}^{1/2}(\Gamma)$ requires continuous functions which are zero on the boundary of $\Gamma$. For the p-version
of the boundary element method we use piecewise polynomials of degree \( p \) on the mesh \( \Gamma_h \). As basis functions we take affine images of all combinations of tensor products of piecewise linear functions and of antiderivatives of Legendre polynomials. We note that, to our best knowledge, regarding the efficiency of the implementation there are no algorithms making special use of the Lagrangian interpolation polynomials in the Legendre-Gauss-Lobatto nodes. These functions can be efficiently used in the spectral method which is a special \( p \)-version of the finite element method. The efficiency of the spectral method heavily relies on the fact that differential operators have to be discretized. Therefore, in view of approximation properties and the efficiency of the implementation, it is opportune to use the antiderivatives of the Legendre polynomials to construct basis functions for degrees larger than 1.

For the weakly singular operator, i.e., \( \alpha = -1 \), we just consider the \( p \)-version. Then our ansatz spaces \( X_N \) are constructed by using affine images of tensor products of Legendre polynomials up to degree \( p \) on a mesh \( \Gamma_h \). We note that \( X_N \subset \tilde{H}^{-1/2}(\Gamma) \) does not require continuous functions.

To refer to the parameters \( h \) and \( p \) of our ansatz space we use the notations
\[
X_N = S_p^1(\Gamma_h) \subset \tilde{H}^{1/2}(\Gamma)
\]
and
\[
X_N = S_p^0(\Gamma_h) \subset \tilde{H}^{-1/2}(\Gamma).
\]
In either case, \( \alpha = 1 \) and \( \alpha = -1 \), the stiffness matrix in (2), which is also denoted by \( A \), is positive definite since both operators \( D \) and \( V \) are positive definite. Therefore, the Galerkin method converges quasi-optimally in the energy norm and the method of choice to solve the linear system (2) is the conjugate gradient algorithm. In order to reduce the numbers of iterations which are necessary to solve (2) up to a given accuracy we use preconditioners. By referring to the additive Schwarz frame work, they are defined via decompositions of \( X_N \). To be precise we define the additive Schwarz operator \( P \) for a decomposition \( X_N = X_1 \cup X_2 \cup \cdots \cup X_k \) by the sum of the projections \( P_i : X_N \to X_i, P = \sum_{i=1}^k P_i \). All the projections are performed with respect to the bilinear form \( \langle A \cdot \cdot \rangle_{L^2(\Gamma)} \). That means we use exact solvers for all the subspaces of \( X_N \). For practical problems they can be replaced by inexact solvers. The additive Schwarz operator \( P \) represents the preconditioned stiffness matrix of the linear system and the aim is to find decompositions of \( X_N \) which result in small condition numbers of \( P \). For a survey on additive Schwarz methods we refer to [CM94].

3 Preconditioners for the Hypersingular Operator

\( h \)-version

As mentioned above we have to deal with the ansatz space \( X_N = S_p^1(\Gamma_h) \) of continuous functions. For the \( h \)-version we take the polynomial degree \( p \) = 1. To define the multilevel preconditioner we consider \( L \) mesh sizes \( h_1, h_2, \ldots, h_L \) with \( h_{l-1} = 2h_l, \ l = 2, \ldots, L, \) and \( h_L = h \). In a first step we decompose \( S_p^1(\Gamma_h) \) into \( L \) levels,
\[
S_p^1(\Gamma_h) = S_p^1(\Gamma_{h_1}) \cup S_p^1(\Gamma_{h_2}) \cup \cdots \cup S_p^1(\Gamma_{h_L}).
\]
This is an overlapping decomposition since, for \(1 \leq l \leq m \leq L\), we have \(S^l_1(\Gamma_{h_l}) \subset S^l_1(\Gamma_{h_m})\) due to the relations \(h_{l-1} = 2h_l, l = 2, \ldots, L\). In a second step we totally decompose the subspaces of the different levels except of the coarsest subspace,

\[
S^1_1(\Gamma_{h_1}) = S^1_{1,1}(\Gamma_{h_1}) \cup S^1_{1,2}(\Gamma_{h_1}) \cup \cdots \cup S^1_{1,N_{h_1}}(\Gamma_{h_1}).
\]

Here each subspace \(S^1_{1,i}(\Gamma_{h_1})\) is spanned by exactly one piecewise bilinear basis function on the mesh \(\Gamma_{h_1}\) and \(N_{h_1}\) is the dimension of \(S^1_1(\Gamma_{h_1})\). The final multilevel decomposition looks like

\[
S^1_1(\Gamma_h) = S^1_1(\Gamma_{h_1}) \cup \bigcup_{l=2}^L \left( S^1_{1,1}(\Gamma_{h_1}) \cup \cdots \cup S^1_{1,N_{h_1}}(\Gamma_{h_1}) \right).
\]

This means that we use an exact solver for the whole subspace on the coarsest level and that we just use the diagonal preconditioner on all the finer levels. In the 2-level case the coarsest subspace is relatively large and using more levels this subspace becomes smaller. However, in the latter case, the amount of overlapping in the overall decomposition increases. From [Heua] we cite the following result whose proof is a generalization of the theory in [DW91, Zha92, TS96].

**Theorem 1** The additive Schwarz operator corresponding to (3) has a condition number which is bounded by

\[
\kappa(P) \leq Ch^{-\varepsilon}.
\]

The constant \(C\) is independent of \(h\), the mesh size of the finest level, and of the number of levels \(L\).

We note that the term \(h^{-\varepsilon}\) in the estimate of the condition number is due to the singularities of the exact solution of our problem at the boundary of the screen \(\Gamma\). In the case of a closed surface the solution is more regular and the term \(h^{-\varepsilon}\) does not appear.

To get rid of both, the use of a large coarse subspace and a huge overlapping, we also consider general 2-level methods where one has a coarse mesh \(\Gamma_H\) which is almost independent of the fine mesh \(\Gamma_{h}\), the only restriction being the compatibility. The used decomposition is given by

\[
S^1_1(\Gamma_h) = S^1_1(\Gamma_H) \cup S^1_1(\Gamma_{H \cap \Gamma_h}) \cup \bigcup_{j=1}^{J_H} S^1_1(\Gamma_{h \cap \Gamma_j}).
\]

The space \(S^1_1(\Gamma_H)\) consists of the usual continuous piecewise bilinear functions on the mesh \(\Gamma_H\) of size \(H\). \(S^1_1(\Gamma_{H \cap \Gamma_h})\) is the so-called wirebasket space which is spanned by the piecewise bilinear hat functions of \(S^1_1(\Gamma_{h})\) which are associated with the nodes of the fine mesh which are on the grid of the coarse mesh. The spaces \(S^1_1(\Gamma_{h \cap \Gamma_j})\) are spanned by the piecewise bilinear hat functions which are associated with the nodes interior to the restricted meshes \(\Gamma_{h \cap \Gamma_j}, j = 1, \ldots, J_H\). Here, \(\Gamma_{j}, j = 1, \ldots, J_H\), are the elements of the coarse mesh \(\Gamma_H\). The result is the following, see [HS].

**Theorem 2** The condition number of the additive Schwarz operator \(P\) which is defined by the decomposition (4) is bounded by

\[
\kappa(P) \leq C(1 + \log \frac{H}{h})
\]

where the constant \(C > 0\) is independent of the coarse and fine mesh sizes \(H\) and \(h\).
Thus, for this preconditioner, we have bounded condition numbers if the ratio $H/h$ is fixed.

$p$-version

We consider a fixed rectangular mesh $\Gamma_h$ and take affine images of tensor products of piecewise linear functions and of antiderivatives of Legendre polynomials as basis functions. For the following overlapping decomposition, which has been investigated for the finite element method in [Pal94], we obtain bounded condition numbers of the corresponding additive Schwarz operator:

$$S_p^1(\Gamma_h) = S_p^1(\Gamma_h) \cup S_p^1(\Gamma_h \cap \Gamma_{h1}) \cup \cdots \cup S_p^1(\Gamma_h \cap \Gamma_{h_{N_h}}).$$  \hfill (5)

The so-called coarse grid space $S_p^1(\Gamma_h)$ is just the space of the $h$-version, The remaining spaces are subspaces localized at the neighborhoods of the interior nodes. More precisely $S_p^1(\Gamma_h \cap \Gamma_{h_j})$ is the space of piecewise polynomials of degree $p$ which are globally continuous and which have support contained in the elements adjacent to the node with number $j$. Therefore, subspaces for adjacent nodes may have common functions and in that case the corresponding blocks of the stiffness matrix overlap.

**Theorem 3** [Heu91] The condition number of the additive Schwarz operator $P$ which is defined by the decomposition (5) is bounded.

Since the subspaces $S_p^1(\Gamma_h \cap \Gamma_{h_j})$ are rather large for large polynomial degree $p$ one is interested in further splitting the corresponding blocks. Due to the tensor product structure of the basis functions one has a natural decomposition into subspaces of functions which are associated with nodes, edges and elements, separately. However, it is well known that one cannot take the usual nodal hat functions for such a splitting in higher dimensions. This would result in large condition numbers, cf. [BCMP91]. Therefore, in order to use a nonoverlapping decomposition, one has to consider well behaved basis functions, i.e., functions with small energy. As nodal basis functions we take tensor products of the polynomial of degree $p$ which is defined by

$$\|\varphi_0\|_{L^2(-1,1)} = \min_{\varphi : \text{has degree } p} \|\varphi\|_{L^2(-1,1)}, \quad \varphi_0(1) = 1, \; \varphi_0(-1) = 0.$$  

The basis functions related to the edges and to the interior of the elements are defined as discrete tensor product solutions in the weak sense of the Laplace equation. For details we refer to [PW96] and [Heu91]. The decomposition is as follows:

$$S_p^1(\Gamma_h) = X_0 \oplus X_1 \oplus \cdots \oplus X_{J_h}.$$  \hfill (6)

Here $X_j = S_p^1(\Gamma_h \cap \bar{H}^{1/2}(\Gamma_j))$, $j = 1, \ldots, J_h$, where $\Gamma_j$ is an element of the mesh $\Gamma_h$, $X_0$ is the global space of the remaining functions which are associated with the nodes and the edges of the mesh. This space is called the wirebasket space.

**Theorem 4** [Heu91] The condition number of the additive Schwarz operator $P$ defined by the decomposition (6) is bounded by

$$\kappa(P_W) \leq C(1 + \log p)^2.$$  

The constant $C$ is independent of the mesh size $h$ and the polynomial degree $p$. 
As shown in [Heub] a similar result holds even for a modified diagonal preconditioner which includes a small block of global functions. Of course, here we also have to use the special discretely harmonic basis functions.

4 Preconditioner for the Weakly Singular Operator

We only study the p-version of the BEM for the single layer potential operator, We use quasi-uniform rectangular meshes of size $h$ on $\Gamma$ and take discontinuous piecewise polynomials of degree $p$ for the boundary element space $X_N = S_p^0(\Gamma_h)$. We decompose

$$S_p^0(\Gamma_h) = S_p^0(\Gamma_1) \cup \cdots \cup S_p^0(\Gamma_J).$$

(7)

The space $S_p^0(\Gamma_j)$ is the restriction of $S_p^0(\Gamma_h)$ onto a subdomain $\Gamma_j$ where $\bar{\Gamma} = \bigcup_{j=1}^{J} \bar{\Gamma}_j$ is a, possibly overlapping, decomposition of $\Gamma$. From [Heu96a] we cite the following result.

**Theorem 5** For any $\epsilon > 0$ there exists a constant $C > 0$ such that the condition number of the additive Schwarz operator defined by the decomposition (7) is bounded by

$$\kappa(P) \leq C p^\epsilon.$$ 

5 Numerical Results

In this section we present some numerical experiments for the preconditioners defined in the previous sections. We choose the domain $\Gamma$ to be the square plate $(-1/2, 1/2)^2 \times \{0\}$. For the p-version we use a uniform mesh of 9 elements, Tables 1 and 2 collect some results for the hypersingular operator. Table 1 lists the condition numbers and extremum eigenvalues of the 2-level method for the h-version, As predicted by Theorem 1 the condition numbers are almost bounded. Table 2 shows the results for the p-version. As stated by Theorem 3 the overlapping decomposition produces bounded condition numbers. The numbers for the nonoverlapping decomposition which belongs to the wirebasket preconditioner are just slightly increasing as predicted by Theorem 4. Finally, Table 3 shows the results for the p-version with the single layer potential operator. They are covered by the statement of Theorem 5 and, for the overlapping decomposition, the condition numbers even appear to be bounded. For the nonoverlapping decomposition we simply used the elements as subdomains and for the overlapping decomposition we used patches of 4 elements as subdomains.
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2-level ASM

\[
\begin{array}{|c|c|c|c|c|}
\hline
1/h & N & \kappa & \lambda_{\text{min}} & \lambda_{\text{max}} \\
\hline
4 & 9 & 2.58 & 0.74 & 1.92 \\
6 & 25 & 3.25 & 0.65 & 2.10 \\
8 & 49 & 3.51 & 0.61 & 2.14 \\
10 & 81 & 3.62 & 0.59 & 2.14 \\
12 & 121 & 3.70 & 0.58 & 2.14 \\
14 & 169 & 3.75 & 0.58 & 2.15 \\
16 & 225 & 3.78 & 0.57 & 2.16 \\
\hline
\end{array}
\]

**Table 1**  
\( h \)-version of the BEM with the hypersingular operator. Condition numbers and eigenvalues for the 2-level preconditioner.

\[
\begin{array}{|c|c|c|c|c|c|c|c|}
\hline
p & N & \kappa & t_{\text{min}} & t_{\text{max}} & \kappa & t_{\text{min}} & t_{\text{max}} \\
\hline
1 & 4 & 1.12 & 1.86 & 2.08 & 1.00 & 1.00 & 1.00 \\
2 & 25 & 4.96 & 0.83 & 4.10 & 5.01 & 0.32 & 1.61 \\
3 & 64 & 4.73 & 0.87 & 4.10 & 6.21 & 0.26 & 1.64 \\
4 & 121 & 4.64 & 0.89 & 4.13 & 0.66 & 0.21 & 1.70 \\
5 & 196 & 4.54 & 0.91 & 4.13 & 8.66 & 0.20 & 1.71 \\
6 & 289 & 4.49 & 0.92 & 4.13 & 9.91 & 0.18 & 1.74 \\
\hline
\end{array}
\]

**Table 2**  
\( p \)-version of the BEM with the hypersingular operator. Condition numbers and eigenvalues for the overlapping and the nonoverlapping decompositions.

[Heu] Heuer N. Additive Schwarz methods for hypersingular integral equations in \( \mathbb{R}^3 \). Submitted for publication.  
[Heu96b] Heuer N. (1996) Efficient algorithms for the \( p \)-version of the boundary
Table 3 p-version of the BEM with the weakly singular operator. Condition numbers and eigenvalues for overlapping and nonoverlapping decompositions.

<table>
<thead>
<tr>
<th>$p$</th>
<th>$N$</th>
<th>$\kappa$</th>
<th>$t_{\min}$</th>
<th>$t_{\max}$</th>
<th>$\kappa$</th>
<th>$t_{\min}$</th>
<th>$t_{\max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>9</td>
<td>4.08</td>
<td>0.98</td>
<td>4.00</td>
<td>7.02</td>
<td>0.43</td>
<td>3.02</td>
</tr>
<tr>
<td>1</td>
<td>27</td>
<td>4.35</td>
<td>0.92</td>
<td>4.00</td>
<td>8.20</td>
<td>0.38</td>
<td>3.14</td>
</tr>
<tr>
<td>2</td>
<td>54</td>
<td>4.21</td>
<td>0.95</td>
<td>4.00</td>
<td>11.40</td>
<td>0.30</td>
<td>3.36</td>
</tr>
<tr>
<td>3</td>
<td>90</td>
<td>4.26</td>
<td>0.94</td>
<td>4.00</td>
<td>12.22</td>
<td>0.28</td>
<td>3.39</td>
</tr>
<tr>
<td>4</td>
<td>135</td>
<td>4.22</td>
<td>0.95</td>
<td>4.00</td>
<td>14.60</td>
<td>0.24</td>
<td>3.46</td>
</tr>
<tr>
<td>5</td>
<td>189</td>
<td>4.24</td>
<td>0.94</td>
<td>4.00</td>
<td>15.26</td>
<td>0.23</td>
<td>3.47</td>
</tr>
<tr>
<td>6</td>
<td>252</td>
<td>4.22</td>
<td>0.95</td>
<td>4.00</td>
<td>17.14</td>
<td>0.20</td>
<td>3.50</td>
</tr>
</tbody>
</table>
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Combining Waveform Relaxation and Domain Decomposition

Sigitas Keras

1 Introduction

Several techniques with inherent parallelism are available for the solution of parabolic equations, and among the most successful are Domain Decomposition (DD) and Waveform Relaxation (WR) methods. The main goal of this paper is to demonstrate that it is possible to combine these techniques into a single algorithm, thus reducing the computational complexity and the time required to obtain the computational solution of parabolic equations.

Waveform relaxation was first suggested in the late 19th century by Picard and Lindelöf ([Pic93, Lin94]) and has been subjected to much recent interest as a practical method for the solution of stiff ODEs after the publication of the paper by Lelarasmee and coworkers [LRSV82]. Recent work in this field includes papers by Nevanlinna, Zennaro, Bjørhus and others (see [MN87a, Bjo95, BZ93, Lam92]). It can be described as an iterative method to solve an initial value problem

\[ \frac{du}{dt} = f(u), \quad y(0) = y_0. \]

At each step we compute the solution of the equation

\[ \frac{du^{(n+1)}}{dt} = \tilde{f}(u^{(n+1)}, u^{(n)}), \quad u^{(n+1)}(0) = y_0, \quad (1) \]

where the function \( \tilde{f} \) satisfies the identity

\[ \tilde{f}(u, v) = f(u). \]

In this paper we only consider the case where \( f \) is a linear operator, which throughout will be denoted by \( f(v) = -Av \), and \( \tilde{f}(v, w) = -Pv + Qw \), where \( P \) and \( Q \) are linear operators and \( A = P - Q \). In this case (1) lends itself to the following form:

\[ \frac{du^{(n+1)}}{dt} + Pf^{(n+1)} = Qf^{(n)} + f, \quad u^{(n+1)}(0) = y_0. \quad (2) \]
Solving (2) explicitly by integration of constants, \( u^{(n+1)} \) can be formally written as

\[
u^{(n+1)} = \mathcal{K}u^{(n)} + \phi,
\]

where

\[
\mathcal{K}u(t) = \int_0^t e^{(s-t)P}Qu(s)ds,
\]

\[
\phi(t) = e^{-tP}u_0 + \int_0^t e^{(s-t)P}f(s)ds,
\]

and it follows from the Banach fixed point theorem that the method (2) converges for all \( f \) and \( u_0 \) if and only if \( \rho(\mathcal{K}) < 1 \), where \( \rho \) denotes the spectral radius of the operator.

An extensive theory for this iterative procedure and its discrete version has been developed in [MN87a] and [MN87b]. In particular, necessary and sufficient conditions for the convergence of this method have been established. The following result has been proved in [MN87b].

**Theorem 1.** Suppose that all the eigenvalues of \( A \) and \( P \) have positive real parts. Then the spectral radius of \( \mathcal{K} \) can be represented by means of formula

\[
\rho(\mathcal{K}) = \max_{\xi \in \mathbb{R}} \rho((i\xi I + P)^{-1}Q).
\]

This result can be applied to semidiscretized linear parabolic PDEs. The following theorem has been proved in [Ker95b].

**Theorem 2.** Consider the diffusion equation

\[
\begin{align*}
\frac{du}{dt} - \nabla(a(x)\nabla u(x)) &= f, \quad (x,t) \in \Omega \times (0, \infty), \\
u(0,x) &= u_0(x), \quad x \in \Omega, \\
u(t,x) &= 0, \quad (x,t) \in \partial\Omega \times [0, \infty),
\end{align*}
\]

where \( \Omega \) is a rectangular domain in \( \mathbb{R}^d \). Let \( A \) be a discretization of the elliptic operator \( -\nabla(a(x)\nabla) \), \( 0 < a_- \leq a(x) \leq a_+ < \infty \) and \( P \) be a discretization of the operator \( -\nabla(b(x)\nabla) \) for some function \( b \) such that \( 0 < b_- \leq b(x) \leq b_+ < \infty \) and let both \( A \) and \( P \) satisfy the following assumptions:

1. \( A \) and \( P \) are positive definite
2. \( c(Pu, u) < \langle Au, u \rangle < C(Pu, u) \) for any vector \( u \neq 0 \), provided that \( cb(x) < a(x) < Cb(x) \) for all \( x \in \Omega \), where \( c, C \in \mathbb{R} \)

Then the method (2) converges if \( \max \left| \frac{a(x) - b(x)}{b(x)} \right| < 1 \) and \( \rho(\mathcal{K}) < \max \left| \frac{a(x) - b(x)}{b(x)} \right| \).

In particular, when \( b(x) \) is a constant, one can deduce that

\[
\rho(\mathcal{K}) \leq \max \left| \frac{a(x) - C}{C} \right| \quad (7)
\]

and

\[
\min_{C \in \mathbb{R}^+} \rho(\mathcal{K}) \leq \frac{a_+ - a_-}{a_+ + a_-} \quad (8)
\]
In rectangular domains this choice of \( b(x) \) makes the matrix \( P \) Toeplitz or block Toeplitz, which allows a fast solution of the subproblem (2). One may ask what other choices can be made for \( b(x) \). In this paper we consider a natural generalization in which \( b(x) \) is a piecewise constant function. In order to exploit the structure of the matrix \( P \), we propose to solve the WR equations using domain decomposition techniques.

2 Nonoverlapping Domain Decomposition

Consider the equation

\[
Au = f, \tag{9}
\]

where \( u \) and \( f \) are vectors defined on a grid in the domain \( \Omega \). We assume that \( \Omega \) is divided into two subdomains \( \Omega_1 \) and \( \Omega_2 \) separated by the boundary \( B \). We subdivide vectors \( u \) and \( f \)

\[
u = \begin{pmatrix} u_1 \\ u_2 \\ u_B \end{pmatrix}, \quad f = \begin{pmatrix} f_1 \\ f_2 \\ f_B \end{pmatrix}, \tag{10}
\]

where indices 1, 2 and \( B \) denote restrictions of the vectors to the domains \( \Omega_1 \), \( \Omega_2 \) and the boundary \( B \) respectively. Similarly, we can write

\[
A = \begin{pmatrix} A_{11} & A_{12} & A_{1B} \\ A_{21} & A_{22} & A_{2B} \\ A_{B1} & A_{B2} & A_{BB} \end{pmatrix},
\]

where submatrices \( A_{ij} \) satisfy the relationship \( \sum_j A_{ij} u_j = f_i \). We assume that matrix \( A \) is symmetric, \( A = A^T \), and also that \( A_{12} = A_{21} = 0 \), which means that there is no interaction between subdomains \( \Omega_1 \) and \( \Omega_2 \) other than through the boundary. These assumptions are satisfied by matrices arising from the discretization of elliptic operators which are considered in the present paper. In this case (9) can be written as a set of three independent equations

\[
Su_B = \tilde{f}_B, \tag{11}
\]

\[
A_{11} u_1 = \tilde{f}_1, \tag{12}
\]

\[
A_{22} u_2 = \tilde{f}_2, \tag{13}
\]

where

\[
S = A_{BB} - A_{B1} A_{11}^{-1} A_{1B} - A_{B2} A_{22}^{-1} A_{2B}, \tag{14}
\]

\[
\tilde{f}_B = f_B - A_{B1} A_{11}^{-1} u_1 - A_{B2} A_{22}^{-1} u_2, \tag{15}
\]

\[
\tilde{f}_1 = f_1 - A_{1B} u_B, \tag{16}
\]

\[
\tilde{f}_2 = f_2 - A_{2B} u_B. \tag{17}
\]

Equation (11) is solved first, after which we can determine vectors \( \tilde{f}_1 \) and \( \tilde{f}_2 \) and solve (12) and (13). Note that (12) and (13) are independent of each other and can be solved simultaneously.
An important part of the algorithm is to be able to solve the equation for the vector \( u_B \) efficiently. The matrix \( S \) is typically dense and expensive to calculate explicitly. In practice the equation for \( u_B \) is solved using the preconditioned conjugate gradient method (PCG), and the rate of convergence depends on the condition number of the preconditioned matrix \( S \). We present here two examples of preconditioners for two-dimensional elliptic problems, for a more elaborate discussion refer to the review paper of Chan and Matthew [CM94].

In order to introduce the preconditioners, we make further assumptions about the structure of the grid on the boundary, which is denoted with a subscript \( B \). Assume that the domain \( \Omega \) is divided into rectangular subdomains so that the boundary \( B \) consists of \( k \) edges \( E_i \), \( i = 1, \ldots, k \) and vertices \( V \), and the matrix \( S \) can be decomposed as follows,

\[
S = \begin{pmatrix}
S_{E_1,E_1} & \cdots & S_{E_1,E_n} & S_{E_1,V} \\
\vdots & \ddots & \vdots & \vdots \\
S_{E_n,E_1} & \cdots & S_{E_n,E_n} & S_{E_n,V} \\
S_{V,E_1} & \cdots & S_{V,E_n} & S_{VV}
\end{pmatrix}.
\]

The first preconditioner is a block Jacobi preconditioner

\[
M_1 = \begin{pmatrix}
S_{E_1,E_1} & 0 & \cdots & 0 \\
0 & \ddots & \ddots & \vdots \\
\vdots & \ddots & S_{E_n,E_n} & 0 \\
0 & \cdots & 0 & S_{VV}
\end{pmatrix}.
\]

One may expect that the condition number of the preconditioned system, \( M_1^{-1}S \), is dependent on the discretization size \( h \) as well as on the size of the subdomains \( H \).

This is in fact the case as shown in [BPS86],

**Theorem 3.** There exists a constant \( C \) independent of \( H \) and \( h \), such that

\[
\text{cond}(M_1^{-1}S) \leq CH^{-2}(1 + \ln(H/h)).
\]

The other preconditioner which was also introduced in [BPS86] can be written in the form

\[
M_2 = \begin{pmatrix}
S_{E_1,E_1} & 0 & \cdots & 0 \\
0 & \ddots & \ddots & \vdots \\
\vdots & \ddots & S_{E_n,E_n} & 0 \\
0 & \cdots & 0 & A_V
\end{pmatrix}.
\]

Here \( A_V \) is a matrix resulting from the discretization of the problem only on vertices \( V \). Global coupling between the vertices, introduced by the matrix \( A_V \), substantially reduces the condition number of the matrix \( S \). The following result has been proved in [BPS86].

**Theorem 4.** There exists a constant \( C \) independent of \( H \) and \( h \) such that

\[
\text{cond}(M_2^{-1}S) \leq C(1 + \ln^2(H/h)).
\]
3 Domain Decomposition for WR Equations

Consider the waveform relaxation method with a splitting as described in Theorem 2, where the domain $\Omega$ is divided into subdomains $\Omega_i$ and function $b(x)$ is constant in each of the subdomains $\Omega_i$. Then it is easy to show that

$$\rho(\mathcal{K}) \leq \max_i \frac{a_{\text{max}}^i - a_{\text{min}}^i}{a_{\text{max}}^i + a_{\text{min}}^i},$$

(18)

where

$$a_{\text{max}}^i = \max_{x \in \Omega_i} a(x), \quad a_{\text{min}}^i = \min_{x \in \Omega_i} a(x).$$

Indeed, we choose

$$b(x) = \frac{a_{\text{max}}^i + a_{\text{min}}^i}{2}, \quad x \in \Omega_i;$$

then the estimate (18) follows from Theorem 2.

In this way, we obtain a WR method with an improved radius of convergence. There is, however, a price to pay. The main advantage of the waveform relaxation method is due to the fact that the matrix $P$ is easily invertible, so that (2) is easy to solve. For instance, in case of a constant function $b(x)$ we have obtained a block Toeplitz matrix $P$ which can be inverted very fast using FFT techniques. In case of a piecewise constant function $b(x)$ this structure is destroyed. To overcome this difficulty we propose to employ the domain decomposition method. There are several reasons why this can be a promising approach. Firstly, as we have already noted in the previous section, the main computational cost of domain decomposition consists of solving the equation in each subdomain. This can be implemented in parallel. Since $b(x)$ is constant in each subdomain, this results in solving equations with block Toeplitz matrices. Secondly, we employ the domain decomposition method in order to solve the equation for $(n+1)$st iteration of the WR method $u^{(n+1)}$. Since this is not the solution we are seeking but only an iteration, we need not to solve the domain decomposition equations exactly. In other words, we propose to use an inner-outer iteration scheme where inner iteration is performed using DD algorithm and outer iteration is performed using WR method.

We start by stating a result about the convergence of iterative methods for time dependent iterative schemes. Consider a linear system of ordinary differential equations

$$\frac{du}{dt} + Pu = f(t), \quad u(0) = u_0,$$

where $P$ is a symmetric positive definite matrix. We solve it on a finite time interval $[0, t^*]$ with the $\theta$ method

$$\frac{u_{n+1} - u_n}{\Delta t} + \theta Pu_{n+1} + (1 - \theta) Pu_n = f_n, \quad \theta \geq 1/2,$$

At each time step the resulting linear equation

$$u_{n+1} = \left(\frac{1}{\Delta t} I + \theta P\right)^{-1} \left[\left(\frac{1}{\Delta t} I - (1 - \theta) P\right) u_n + f_n\right]$$

(20)
Table 1 The performance of the standard parallel solver for the test problem with 
\( \alpha = 0.5 \) on large grids.

<table>
<thead>
<tr>
<th>Grid size</th>
<th>Number of nodes</th>
<th>Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>64 x 64 x 50</td>
<td>1</td>
<td>76.22</td>
</tr>
<tr>
<td>64 x 64 x 50</td>
<td>2</td>
<td>41.61</td>
</tr>
<tr>
<td>64 x 64 x 50</td>
<td>4</td>
<td>24.45</td>
</tr>
<tr>
<td>64 x 64 x 50</td>
<td>8</td>
<td>15.63</td>
</tr>
<tr>
<td>64 x 64 x 50</td>
<td>16</td>
<td>12.08</td>
</tr>
<tr>
<td>64 x 64 x 50</td>
<td>32</td>
<td>11.44</td>
</tr>
<tr>
<td>128 x 128 x 50</td>
<td>1</td>
<td>584.1</td>
</tr>
<tr>
<td>128 x 128 x 50</td>
<td>2</td>
<td>300.1</td>
</tr>
<tr>
<td>128 x 128 x 50</td>
<td>4</td>
<td>158.64</td>
</tr>
<tr>
<td>128 x 128 x 50</td>
<td>8</td>
<td>88.83</td>
</tr>
<tr>
<td>128 x 128 x 50</td>
<td>16</td>
<td>54.25</td>
</tr>
<tr>
<td>128 x 128 x 50</td>
<td>32</td>
<td>39.83</td>
</tr>
<tr>
<td>128 x 128 x 50</td>
<td>64</td>
<td>31.58</td>
</tr>
</tbody>
</table>

is solved using an iterative method with a linear rate of convergence \( \rho \),

\[
||u_n^{k+1} - u_n|| \leq \rho ||u_n^k - u_n||, \quad k = 1, 2, \ldots,
\]

where the superscript \( k \) denotes the iteration number. We construct an approximate solution by applying \( m \) iterations at each time step and using the new value \( u_n = u_n^{m+1} \) in the right hand side of (20). Then the following theorem holds.

**Theorem 5.** If \( m \) is large enough, then the error at time step \( n \), \( e_n = v_n - u_n \), satisfies the inequality

\[
||e_n|| < C \rho^m
\]

where the constant \( C \) is independent of \( m \) and \( \rho \).

The above theorem can be applied to our problem of combining the waveform relaxation and domain decomposition methods together. Consider the equation

\[
\frac{du}{dt} + Au = f,
\]

which is solved using the waveform relaxation method (2) as described in Theorem 2, and at each iteration the resulting equation is solved using \( m \) iterations of the domain decomposition method. Let \( \Omega \) be divided into subdomains \( \Omega_i \) and let \( b(x) \) be defined as in (19).

**Theorem 6.** If \( m \) is large enough, then the combined waveform relaxation – domain decomposition method converges.

The proofs of Theorems 5 and 6 are rather technical and are given in full detail in [Ker95a].
Table 2  The performance of the waveform relaxation with Toeplitz splitting for the test problem with $\alpha = 0.5$ on large grids.

<table>
<thead>
<tr>
<th>Grid size</th>
<th>Number of nodes</th>
<th>Number of iterations</th>
<th>Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$64 \times 64 \times 50$</td>
<td>2</td>
<td>10</td>
<td>40.92</td>
</tr>
<tr>
<td>$64 \times 64 \times 50$</td>
<td>4</td>
<td>10</td>
<td>26.74</td>
</tr>
<tr>
<td>$64 \times 64 \times 50$</td>
<td>8</td>
<td>10</td>
<td>20.35</td>
</tr>
<tr>
<td>$64 \times 64 \times 50$</td>
<td>16</td>
<td>10</td>
<td>12.44</td>
</tr>
<tr>
<td>$64 \times 64 \times 50$</td>
<td>32</td>
<td>10</td>
<td>8.09</td>
</tr>
<tr>
<td>$128 \times 128 \times 50$</td>
<td>2</td>
<td>10</td>
<td>171.8</td>
</tr>
<tr>
<td>$128 \times 128 \times 50$</td>
<td>4</td>
<td>10</td>
<td>111.5</td>
</tr>
<tr>
<td>$128 \times 128 \times 50$</td>
<td>8</td>
<td>10</td>
<td>83.46</td>
</tr>
<tr>
<td>$128 \times 128 \times 50$</td>
<td>16</td>
<td>10</td>
<td>49.44</td>
</tr>
<tr>
<td>$128 \times 128 \times 50$</td>
<td>32</td>
<td>10</td>
<td>27.43</td>
</tr>
</tbody>
</table>

4  A Numerical Example

A new numerical method can only be justified if it performs comparably to or better than existing methods. In this section we present a numerical example. All the calculations were carried out on an Intel Paragon computer. Our test problem is a parabolic equation with variable coefficients,

$$
\frac{\partial u}{\partial t} = \frac{\partial}{\partial x} \left( (1 + \alpha \sin 4\pi x \sin 4\pi y) \frac{\partial u}{\partial x} \right) \\
+ \frac{\partial}{\partial y} \left( (1 + \alpha \sin 4\pi x \sin 4\pi y) \frac{\partial u}{\partial y} \right), \\
(x, y, t) \in \Omega \times (0, 1), \quad \Omega = (0, 1) \times (0, 1) \\
u(x, y, t) = 0, \quad (x, y, t) \in \partial \Omega \times (0, 1), \\
u(x, y, 0) = \sin \pi x \sin \pi y.
$$

We solve the above equation using three methods. The first method is a standard Crank–Nicolson scheme. Since this is an implicit scheme, the parallel solver of sparse linear systems is used. The second method is the WR method with Toeplitz splitting as described in [Ker95b]. In this case the matrix $P$ in (2) is block Toeplitz so that parallel FFT solvers are used. Finally, the third method is the combined waveform relaxation domain decomposition method. The parallelization is done by assigning subdomain problems to different processors as well as performing WR iterations on different processors. The preconditioner described in Theorem 3 is used for the solution of resulting Schur problems. While it is not asymptotically optimal, it is easy to implement and provided a good estimate of the method. A better convergence is expected if a better preconditioner is used.

The results of the computations are presented in Tables 1 through 3. They suggest
Table 3  The performance of the combined waveform relaxation domain decomposition method (4 subdomains) for the test problem with \( \alpha = 0.5 \) on large grids.

<table>
<thead>
<tr>
<th>Grid size</th>
<th>Number of nodes</th>
<th>Number of iterations</th>
<th>Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 64 \times 64 \times 50 )</td>
<td>2</td>
<td>8</td>
<td>55.91</td>
</tr>
<tr>
<td>( 64 \times 64 \times 50 )</td>
<td>4</td>
<td>8</td>
<td>35.87</td>
</tr>
<tr>
<td>( 64 \times 64 \times 50 )</td>
<td>8</td>
<td>8</td>
<td>28.63</td>
</tr>
<tr>
<td>( 64 \times 64 \times 50 )</td>
<td>16</td>
<td>8</td>
<td>23.71</td>
</tr>
<tr>
<td>( 64 \times 64 \times 50 )</td>
<td>32</td>
<td>8</td>
<td>18.34</td>
</tr>
<tr>
<td>( 128 \times 128 \times 50 )</td>
<td>2</td>
<td>8</td>
<td>202.1</td>
</tr>
<tr>
<td>( 128 \times 128 \times 50 )</td>
<td>4</td>
<td>8</td>
<td>134.1</td>
</tr>
<tr>
<td>( 128 \times 128 \times 50 )</td>
<td>8</td>
<td>8</td>
<td>91.23</td>
</tr>
<tr>
<td>( 128 \times 128 \times 50 )</td>
<td>16</td>
<td>8</td>
<td>60.23</td>
</tr>
<tr>
<td>( 128 \times 128 \times 50 )</td>
<td>32</td>
<td>8</td>
<td>38.1</td>
</tr>
</tbody>
</table>

that both WR and WRDD methods have better asymptotic properties compared to the standard scheme when the grid size of the space domain increases. In particular, for the grids of the given size, the WR method outperforms the standard solver and the WRDD method performs comparably to it. The number of the iterations required for the convergence is independent on the grid size and the WRDD method requires less iterations than the WR method. The other important feature is that DD can be used as an inner iteration method, so that only several iterations of the DD are needed. In our numerical example we have performed only 3 DD iterations which was sufficient for the convergence of the method.
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Two Preconditioners for Saddle Point Problems with Penalty Term

Axel Klawonn

1 Introduction

Many problems in the engineering sciences lead to saddle point problems. Important examples are the Stokes equations of fluid dynamics, modeling the flow of an incompressible viscous fluid, and mixed formulations of problems from linear elasticity, e.g. for almost incompressible materials, plates, and beams; cf. Braess [Bra92] or Brezzi and Fortin [BF96]. These problems can be analyzed in the framework of saddle point problems with a penalty term.

In this article, we focus on the construction of preconditioned iterative method for certain saddle point problems with a penalty term. We present a block-diagonal and a block-triangular preconditioner in combination with appropriate Krylov space methods. This yields preconditioned iterative methods which have convergence rates that are bounded independently of the penalty and the discretization parameters. Details and proofs of the results can be found in [Kla97, Kla95a, Kla95b, Kla98]. Here, we only consider symmetric saddle point problems. For related work on the non-symmetric case, see Elman and Silvester [ES96], where the Oseen operator which is obtained by applying a Picard iteration to the Navier-Stokes equations is analyzed. Earlier work on block-diagonal preconditioners can be found in Rusten and Winther [RW92] and Silvester and Wathen [SW94]. A number of methods have been proposed for solving saddle point problems. For a list of references, see e.g. [Kla97, Kla98].

2 Saddle Point Problems with a Penalty Term

In this section, we give a brief overview over saddle point problems with a penalty term; cf. Braess [Bra92].

Let $\langle V, \| \cdot \|_V \rangle$ and $(M, \| \cdot \|_M)$ be two Hilbert spaces, let $M_c$ be a dense subspace of $M$, and let $a(\cdot, \cdot) : V \times V \to R$, $b(\cdot, \cdot) : V \times M \to R$, $c(\cdot, \cdot) : M_c \times M_c \to R$, be three bilinear forms. Additionally, we introduce $V_0$, a subspace of $V$, given by $V_0 := \{ v \in V : b(v, q) = 0 \forall q \in M \}$. We assume that $a(\cdot, \cdot)$ is symmetric $V_0$-elliptic
and that \( c(\cdot, \cdot) \) is symmetric \( M_c \)-positive semi-definite. Moreover, we assume \( a(\cdot, \cdot) \) and \( b(\cdot, \cdot) \) to be bounded. We consider the following problem:

Find \((u, p) \in V \times M_c, \) such that

\[
\begin{align*}
    a(u, v) + b(v, p) &= <f, v> \quad \forall v \in V \\
    b(u, q) - t^2 c(p, q) &= <g, q> \quad \forall q \in M_c, \quad t \in [0, 1].
\end{align*}
\]

(1)

We denote by \( X := V \times M_c \) the product space and by

\[
A(x, y) := a(u, v) + b(u, q) + b(v, p) - t^2 c(p, q),
\]

\( x = (u, p) \in X, \ y = (v, q) \in X, \) the bilinear form of problem (1) on \( X. \) With the additional definition \( \mathcal{F}(y) := <f, v > + <g, q>, \) we obtain an equivalent formulation of problem (1)

\[
A(x, y) = \mathcal{F}(y) \quad \forall y \in X.
\]

(2)

We equip \( X \) with a new norm. We assume that we have an additional norm on \( M_c, \) i.e. \( ||| \cdot |||_M, \) and introduce the new norm on \( X \) by

\[
|||x||| := ||u||_V + |||q|||_M \quad \text{for} \quad x = (u, p) \in X.
\]

If the bilinear form \( c(\cdot, \cdot) \) is continuous on \( M \times M, \) we define \( |||p|||_M := ||p||_M. \) Otherwise, \( |||p|||_M \) is defined by \( ||p||_M + t|p|_{c}, \) where \( |p|_{c} := \sqrt{c(p, p)} \) is a semi-norm on \( M_c. \)

**Theorem 1** Let the following three assumptions be satisfied:

1. The continuous bilinear form \( a(\cdot, \cdot) \) is symmetric and \( V_0 \)-elliptic, i.e.
   \[
   \exists \alpha_0 > 0, \quad \text{such that} \quad a(v, v) \geq \alpha_0 \|v\|^2 \quad \forall v \in V_0,
   \]

2. The continuous bilinear form \( b(\cdot, \cdot) \) fulfills an inf-sup condition, i.e.
   \[
   \exists \beta_0 > 0, \quad \text{such that} \quad \inf_{q \in M} \sup_{v \in V} \frac{b(v, q)}{\|v\|_V \|q\|_M} \geq \beta_0,
   \]

3. The bilinear form \( c(\cdot, \cdot) \) is symmetric and \( M_c \)-positive semi-definite, i.e.
   \[
   c(q, q) \geq 0 \quad \forall q \in M_c.
   \]

Then, \( A(\cdot, \cdot) \) defines an isometric isomorphism \( A : X \to X' \) if in addition one of the following conditions is satisfied:

1) The bilinear form \( c(\cdot, \cdot) \) is continuous on \( M_c \times M_c. \)

2) The bilinear form \( a(\cdot, \cdot) \) is \( V \)-elliptic.

Under these assumptions \( A^{-1} \) is uniformly bounded for \( t \in [0, 1]. \)

For a proof of this theorem, we refer the reader to Braess [Bra92], Section III.4.

All these results are also valid for suitable finite element spaces; see Braess [Bra92] or Brezzi and Fortin [BF96]. We then require, additionally, that the constants in Theorem 1 are independent of \( h. \) The continuity assumptions turn into uniform boundedness with respect to \( h; \) see, e.g., Braess [Bra92].
Discretizing (2) by mixed finite elements, we obtain a linear system of algebraic equations,
\[ \mathcal{A}x = \mathcal{F}, \]
where
\[ \mathcal{A} := \begin{pmatrix} A & B^t \\ B & -\nu^2 C \end{pmatrix} \in \mathbb{R}^{n+m \times n+m}, \quad \mathcal{F} := \begin{pmatrix} f \\ g \end{pmatrix} \in \mathbb{R}^{n+m}. \]

3 The Preconditioners

In this section, we present two different preconditioners for saddle point problems. The first is based on a block-diagonal structure, the second is a block-triangular preconditioner. Both approaches yield optimal convergence rates. To construct the preconditioners, we consider the discrete problem, using vectors and matrices, instead of functions and operators. Let us point out that it could have as well been presented in an abstract Hilbert space setting. With a slight abuse of notation, we also use, for simplicity, the same notation for the norms in both settings.

The Block-Diagonal Preconditioner

The block-diagonal preconditioner has the form
\[ \tilde{\mathcal{B}} := \begin{pmatrix} \hat{A} & O \\ O & \hat{C} \end{pmatrix} \in \mathbb{R}^{n+m \times n+m}. \quad (3) \]

Here \( \hat{A} \) and \( \hat{C} \) satisfy certain ellipticity conditions, i.e. there exist positive constants \( a_0, a_1 \) and \( c_0, c_1 \), such that
\[ a_0^2 \|u\|_V^2 \leq u^t \hat{A} u \leq a_1^2 \|u\|_V^2 \quad \forall u \in \mathbb{R}^n, \]
\[ c_0^2 \|p\|_M^2 \leq \rho^t \hat{C} p \leq c_1^2 \|p\|_M^2 \quad \forall p \in \mathbb{R}^m. \]

We assume the constants \( a_0, a_1, c_0, \) and \( c_1 \) to be independent of the critical parameters.

We use the block-diagonal preconditioner in combination with the conjugate residual method. To give a convergence estimate, it is our goal to give an upper bound for the spectral condition number of the preconditioned system \( \kappa(\tilde{\mathcal{B}}^{-1} \mathcal{A}) := \rho(\tilde{\mathcal{B}}^{-1} \mathcal{A}) \rho((\tilde{\mathcal{B}}^{-1} \mathcal{A})^{-1}), \) where \( \rho(\cdot) \) is the spectral radius; cf. Hackbusch [Hac94], Theorem 9.5.13.

In the next theorem, we show that the spectral condition number can be uniformly bounded with respect to the penalty and discretization parameters; see Klawonn [Kla95a, Kla95b] for a detailed proof.

Theorem 2 The condition number of \( \tilde{\mathcal{B}}^{-1} \mathcal{A} \) is bounded independently of the discretization and the penalty parameters, i.e.

\[ \kappa(\tilde{\mathcal{B}}^{-1} \mathcal{A}) \leq \frac{C_1}{C_0}. \]

Here, \( C_0, C_1 \) are positive constants independent of the penalty and the discretization parameters.
Table 1  Iteration counts for exact solvers as preconditioners for $A$ and $C$, $\nu = 0.3$.

<table>
<thead>
<tr>
<th>Grid</th>
<th>20 x 10</th>
<th>40 x 20</th>
<th>60 x 30</th>
<th>80 x 40</th>
<th>100 x 50</th>
<th>120 x 60</th>
<th>140 x 70</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR</td>
<td>17</td>
<td>19</td>
<td>19</td>
<td>21</td>
<td>21</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>GMRES</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>BI-CGSTAB</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

The Block-Triangular Preconditioner

In this section, we consider a block-triangular preconditioner. We note that the results presented in this subsection are, in contrast to the previous subsection, restricted to saddle point problems where the blocks $A$ and $C$ are positive definite. This class of problems contains, e.g., Stokes equations or mixed formulations of linear elasticity but excludes certain beam and plate problems.

The preconditioned system is either of the form $AB^{-1}$ or $\hat{B}^{-1}A$ where $\hat{B}$ is the block-triangular preconditioner.

We use the following notation

$$\hat{B}_U := \begin{pmatrix} \hat{A} & B^t \\ O & -\hat{C} \end{pmatrix} \in \mathbb{R}^{n+m} \times \mathbb{R}^{n+m}, \quad \hat{B}_L := \begin{pmatrix} \hat{A} & O \\ B & -\hat{C} \end{pmatrix} \in \mathbb{R}^{n+m} \times \mathbb{R}^{n+m},$$

Here $\hat{A}$ and $\hat{C}$ are positive definite. We make the following assumptions on $A$ and $\hat{B}$:

The matrix $\hat{A}$ is a good preconditioner for $A$, i.e.

$$\exists a_0, a_1 > 0 \quad a_0^2 u^t A u \leq u^t \hat{A} u \leq a_1^2 u^t \hat{A} u \quad \forall u \in \mathbb{R}^n. \quad (4)$$

The constants $a_0, a_1$ should preferably be close to each other and be independent of the discretization parameters but there are also other interesting cases.

We also require that $\hat{C}$ is a good preconditioner for $C$, i.e.

$$\exists c_0, c_1 > 0 \quad c_0^2 p^t \hat{C} p \leq p^t C p \leq c_1^2 p^t \hat{C} p \quad \forall p \in \mathbb{R}^n. \quad (5)$$

Under the additional assumption that

$$1 < a_0 \leq a_1, \quad (6)$$

which can always be achieved by an appropriate scaling, we can show that the spectrum of $AB^{-1}$ stays bounded independently of the discretization and the penalty parameters.

Introduce the notation

$$\mathcal{H} := \begin{pmatrix} A - \hat{A} & O \\ O & \hat{C} \end{pmatrix}.$$ 

From (6), we see that $\mathcal{H}$ is positive definite. Since $A, \hat{A}, \hat{C}$ are symmetric, it defines an inner product.

In the next theorem, we see that GMRES, using an inner product which is spectrally equivalent to the one defined by $\mathcal{H}^{-1}$, applied to the preconditioned system $AB_U^{-1}$ yields an optimal convergence rate. The proof uses that $AB_U^{-1}$ is symmetric positive definite in the $\mathcal{H}^{-1}$-inner product. For details, see Klawonn [Kla95b, Kla98].
Table 2  Iteration counts for a two-level multigrid preconditioner with a standard
V-cycle defining $\hat{A}$, and $\hat{C} = C$, and $\nu = 0.3$.

<table>
<thead>
<tr>
<th>Grid</th>
<th>$20 \times 10$</th>
<th>$40 \times 20$</th>
<th>$60 \times 30$</th>
<th>$80 \times 40$</th>
<th>$100 \times 50$</th>
<th>$120 \times 60$</th>
<th>$140 \times 70$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR</td>
<td>20</td>
<td>23</td>
<td>24</td>
<td>26</td>
<td>26</td>
<td>26</td>
<td>26</td>
</tr>
<tr>
<td>GMRES</td>
<td>12</td>
<td>12</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>BI-CGSTAB</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 3  Iteration counts for a two-level multigrid preconditioner with a standard
V-cycle defining $\hat{A}$ and a one-level symmetric multiplicative overlapping Schwarz
method with the minimal overlap of one node defining $\hat{C}$, and $\nu = 0.3$.

<table>
<thead>
<tr>
<th>Grid</th>
<th>$20 \times 10$</th>
<th>$40 \times 20$</th>
<th>$60 \times 30$</th>
<th>$80 \times 40$</th>
<th>$100 \times 50$</th>
<th>$120 \times 60$</th>
<th>$140 \times 70$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR</td>
<td>20</td>
<td>23</td>
<td>24</td>
<td>26</td>
<td>26</td>
<td>26</td>
<td>26</td>
</tr>
<tr>
<td>GMRES</td>
<td>12</td>
<td>12</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>BI-CGSTAB</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
</tbody>
</table>

Theorem 3  Let $\hat{H}$ be a positive definite matrix, such that $\hat{C}_0^2 \hat{H}^{-1} \leq \hat{H}^{-1} \leq \hat{C}_1^2 \hat{H}^{-1}$, where $\hat{C}_0, \hat{C}_1$ are positive constants independent of the discretization and penalty parameters. Then,

$$\| r_n \|_{\hat{H}^{-1}} \leq \frac{\hat{C}_1}{\hat{C}_0} 2 \left( \frac{\sqrt{\kappa} - 1}{\sqrt{\kappa} + 1} \right)^n \| r_0 \|_{\hat{H}^{-1}},$$

where $r_n$ is the $n$-th residual of GMRES, $r_0 = b - A\bar{B}^{-1}x_0$ and $\kappa := \kappa(AB^{-1}) \leq \frac{\hat{C}_1}{\hat{C}_0}$ is the condition number of $AB^{-1}$ in the $\hat{H}^{-1}$-inner product.

We note that our convergence estimate only depends on the square root of the condition number of the preconditioned problem. Except for a leading factor, this estimate matches the standard estimate for the conjugate gradient method applied to positive definite symmetric problems.

There also exist convergence estimates for GMRES using the $L_2$-metric. Since these bounds are not uniform for the meshsize $h$, we refer to the more detailed discussion in Klawonn [Kla95b, Kla98]. We would like to point out that these theoretical non-uniform bounds are not sharp since the convergence rates obtained from the numerical experiments are uniformly bounded ; cf. Section 4.

4  Numerical Examples

In this section, we apply our block-preconditioners to the mixed formulation of planar, linear elasticity, cf., e.g., Brezzi and Fortin [BF96] or Klawonn [Kla97]. For simplicity,
Table 4 Iteration counts for exact solvers as preconditioners for $A$ and $C$ on a $80 \times 40$ grid.

<table>
<thead>
<tr>
<th>$\nu$</th>
<th>CR</th>
<th>GMRES</th>
<th>BI-CGSTAB</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>21</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>0.4</td>
<td>21</td>
<td>11</td>
<td>7</td>
</tr>
<tr>
<td>0.49</td>
<td>23</td>
<td>12</td>
<td>7</td>
</tr>
<tr>
<td>0.499</td>
<td>25</td>
<td>12</td>
<td>7</td>
</tr>
<tr>
<td>0.4999</td>
<td>25</td>
<td>12</td>
<td>7</td>
</tr>
<tr>
<td>0.49999</td>
<td>25</td>
<td>12</td>
<td>7</td>
</tr>
<tr>
<td>0.5</td>
<td>25</td>
<td>12</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 5 Iteration counts for a two-level multigrid method with a standard V-cycle defining $\bar{A}$ and $\bar{C} = C$ on a $80 \times 40$ grid.

<table>
<thead>
<tr>
<th>$\nu$</th>
<th>CR</th>
<th>GMRES</th>
<th>BI-CGSTAB</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>26</td>
<td>13</td>
<td>7</td>
</tr>
<tr>
<td>0.4</td>
<td>29</td>
<td>14</td>
<td>7</td>
</tr>
<tr>
<td>0.49</td>
<td>33</td>
<td>15</td>
<td>7</td>
</tr>
<tr>
<td>0.499</td>
<td>33</td>
<td>15</td>
<td>7</td>
</tr>
<tr>
<td>0.4999</td>
<td>33</td>
<td>15</td>
<td>7</td>
</tr>
<tr>
<td>0.49999</td>
<td>33</td>
<td>15</td>
<td>7</td>
</tr>
<tr>
<td>0.5</td>
<td>33</td>
<td>15</td>
<td>7</td>
</tr>
</tbody>
</table>

we work with the following formulation

$$\mu (\nabla u, \nabla v)_0 + (\text{div} v, p)_0 = <f, v> \quad \forall v \in V := (H^1_0(\Omega))^2,$$

$$(\text{div} u, q)_0 - \frac{1}{\lambda + \mu} (p, q)_0 = 0 \quad \forall q \in M := L_2(\Omega),$$

with $H^1_0(\Omega) := \{v \in H^1(\Omega) : v|_{\Gamma_0} = 0\}$. $\Gamma_0$ is the part of the boundary where Dirichlet conditions are imposed and $\lambda, \mu$ are the Lamé parameters. All results shown are for mixed boundary conditions with $\Gamma_0 := \{x = (x_1, x_2) \in \partial \Omega : x_1 < -0.8\}$ and the region $[-1, 1] \times [-1, 1]$. We note that our model is mathematically equivalent to the full elasticity problem only in the case of Dirichlet conditions on the whole boundary.

For growing $\lambda$, the considered material becomes more incompressible. Instead of using the Lamé constants $\lambda$ and $\mu$, we can also work with Young's elasticity modulus $E$ and the Poisson ratio $\nu$. These parameters are related to each other as follows

$$\lambda = \frac{E\nu}{(1 + \nu)(1 - 2\nu)}, \quad \mu = \frac{E}{2(1 + \nu)}.$$  \hspace{1cm} (7)

The relation between the penalty parameter $t$ and the Poisson ratio $\nu$ is given by $t := (1 + \nu)(1 - 2\nu)/(E\nu)$. Without loss of generality, we set $E = 1$. We discretize by a $Q_1(h) - Q_1(2h)$ macro-element, i.e. we use piecewise bilinear polynomials on quadrilaterals on a grid with mesh size $h$ for the displacements $u$ and piecewise bilinear polynomials on quadrilaterals with mesh size $2h$ for the Lagrange multiplier $p$. For a proof that the inf-sup condition of $B$ holds for this element; see Girault and Raviart [GR86] or Brezzi and Fortin [BF96].

All computations were carried out on a SUN SPARC 10 workstation using the numerical software package PETSc 1.0; cf. Balay, Gropp, Curfman McInnes, and Smith [BGMS96]. The initial guess is 0, and the stopping criterion is $\|r_k\|_2/\|r_0\|_2 < 10^{-5}$, where $r_k$ is the k-th residual.
Table 6  Iteration counts for an exact solver as $\hat{A}$ and a one-level symmetric multiplicative overlapping Schwarz method with the minimal overlap of one node as $\hat{C}$ on a $80 \times 40$ grid.

<table>
<thead>
<tr>
<th>$\nu$</th>
<th>0.3</th>
<th>0.4</th>
<th>0.49</th>
<th>0.499</th>
<th>0.4999</th>
<th>0.49999</th>
<th>0.499999</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR</td>
<td>21</td>
<td>21</td>
<td>23</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>GMRES</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>BI-CGSTAB</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 7  Iteration counts for a two-level multigrid method with a standard V-cycle as $\hat{A}$ and a one-level symmetric multiplicative overlapping Schwarz method with the minimal overlap of one node as $\hat{C}$ on a $80 \times 40$ grid.

<table>
<thead>
<tr>
<th>$\nu$</th>
<th>0.3</th>
<th>0.4</th>
<th>0.49</th>
<th>0.499</th>
<th>0.4999</th>
<th>0.49999</th>
<th>0.499999</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR</td>
<td>26</td>
<td>29</td>
<td>33</td>
<td>33</td>
<td>33</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>GMRES</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>BI-CGSTAB</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
</tbody>
</table>

We give numerical results for different Krylov space methods. We use the conjugate residual method (CR) in combination with the block-diagonal preconditioner and GMRES and BI-CGSTAB with the block-triangular one. We report on results with a version of GMRES without restarts but we also ran a version with restart every 10 iterations. The number of iterations for this latter version was always just one or two larger than without restart. We use right-oriented preconditioning with $B_C^{-1}$ for GMRES and we only use the $L_2$— rather than the $H^{-1}$—metric. Experiments were also carried out with a left-oriented preconditioner $B_L^{-1}$ and BI-CGSTAB. This latter method has the advantage of being based on a short term recurrence but it is not covered by our theory. As is shown in our experiments, there is no appreciable difference in the number of matrix-vector products of the different methods and the numerical results suggest that the number of iterations is bounded independently of the critical parameters $h$ and $t$. Although we would like to point out that GMRES requires more inner products and more storage than BI-CGSTAB.

We note that in all of our experiments the block-diagonal preconditioner almost always needs about twice as many matrix-vector products than the block-triangular preconditioner. Whereas the latter is only slightly more expensive when used with a short term recurrence method.

To see how the Krylov space methods behave under the best of circumstances, we first conducted some experiments using exact solvers, i.e. $\hat{A} = A$ and $\hat{C} = C$; see Tables 1 and 4.

In another series of experiments, we use different preconditioners for $A$ and $C$. We present results with a two-level multigrid preconditioner with a V-cycle including one pre- and one post-smoothing symmetric Gauss-Seidel step defining $\hat{A}$, and a one-level symmetric multiplicative overlapping Schwarz method with the minimal overlap of one node as $\hat{C}$; see Tables 2, 3, 5, 6, 7.
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A Domain Decomposition Method for Micropolar Fluids

Piotr Krzyżanowski

1 Introduction

In this paper, we consider a mixed finite element discretization of the following system of partial differential equations with Dirichlet boundary conditions:

\[
\begin{align*}
-(\nu + \nu_1)\Delta u + (u \cdot \nabla)u + \nabla p &= 2\nu_1 \text{curl } \omega + f \quad \text{in } \Omega, \\
\text{div } u &= 0 \quad \text{in } \Omega, \\
-c_1 \Delta \omega + (u \cdot \nabla)\omega - c_2 \text{div } \omega + 4\nu_1 \omega &= 2\nu_1 \text{curl } u + g \quad \text{in } \Omega, \\
u &= u_0 \quad \text{on } \partial \Omega, \\
\omega &= \omega_0 \quad \text{on } \partial \Omega
\end{align*}
\]

This system is a mathematical model of stationary flow of a viscous micropolar fluid, which describes the motion of solid particle suspension in a liquid. Such model is also a basis for more complicated ones used in applied sciences, for example in the theory of lubrication [BL95], [Khc00] or in the theory of blood flow [P+74].

The unknowns are the velocity vector \( u \), the pressure \( p \) and the internal microrotation vector \( \omega \). We denote the external force and the angular momentum force by \( f \) and \( g \), respectively. The usual (constant) kinematic viscosity is denoted by \( \nu > 0 \), while other positive constants \( \nu_1, c_1, c_2 \) are additional viscosities introduced by the field of internal rotation \( \omega \).

Existence and uniqueness theorems for (1) are proved in [Luk88]. Here, we provide their discrete counterparts for the mixed finite element discretization of (1). The nonlinear discrete problem is then solved using the Newton’s method. Each iteration step requires solution of a linear system with a nonsymmetric indefinite matrix, which is ill conditioned with respect to the mesh size \( h \).

We propose and analyse a preconditioning method for the linear system, based on a block diagonal preconditioner. Our goal is to make it possible to reuse the methods already existing for simpler problems, like for the Poisson equation. Since the theory and methods for preconditioning the discrete Laplacian are well developed, our preconditioner can be easily constructed and implemented, using, for example, an efficient domain decomposition preconditioner.
The preconditioned system is symmetric and positive definite with respect to some auxiliary scalar product, so standard iterative methods, like conjugate gradient method, can be used for this system. Each step of CG method requires solution of three smaller, independent problems of small computational cost.

Block diagonal preconditioners for Stokes-like problems have been considered by many authors before, see, for example, [D’y87], [BP88], [BP90], [RW92], [ES94], [SW94] or [Kla96]. However, our analysis of the preconditioned system relies neither on the symmetry nor the positive definiteness of the matrix.

Notation
Throughout the paper we assume that $\Omega$ is an open, bounded polyhedron in $\mathbb{R}^3$ with Lipschitz continuous boundary. The differential operators $\Delta$, $\nabla$, curl, div, appearing in (1), are defined in a standard way, see [GR86].

We use several function spaces whose properties are described, for example, in [Ada75]. By $H^k(\Omega)$ we denote the usual Sobolev spaces, identifying $H^0(\Omega)$ with the $L^2(\Omega)$ space of square integrable functions. The standard norm in $H^1(\Omega)$ is denoted by $|\cdot|_{k,2}$, while the seminorm by $|\cdot|_{k,1}$. $H^1_0(\Omega)$ denotes the subspace of $H^1(\Omega)$ of functions whose traces on $\partial \Omega$ are equal to zero, while $L^2_0(\Omega)$ is the subspace of $L^2(\Omega)$, defined as $L^2_0(\Omega) = \{w \in L^2(\Omega) : \int_\Omega w = 0\}$.

For a positive integer $N$, we denote the inner product in $[L^2(\Omega)]^N = L^2(\Omega) \times L^2(\Omega) \ldots \times L^2(\Omega)$ by

$$(u,v) := \sum_{i=1}^N \int_\Omega u_i v_i \, dx.$$ 

For the inner product in $[H^1_0(\Omega)]^N$ we use

$$((u,v)) := \sum_{j=1}^N (\nabla u_j, \nabla v_j) = \sum_{j=1}^N \sum_{i=1}^N \int_\Omega \frac{\partial u_j}{\partial x_i} \frac{\partial v_j}{\partial x_i} \, dx.$$ 

By “C” we denote a generic positive constant which, if necessary, we shall distinguish by subscripts. Where there is no risk of confusion, we shall write $H^k$, $H^1_0$, $L^2_0$ instead of $H^k(\Omega)$, $H^1_0(\Omega)$, $L^2_0(\Omega)$ and use the same symbols for $N$-fold products of such spaces.

The Discrete Problem
We pose our original problem (1) in a variational form, using the following function spaces:

$$V := [H^1_0(\Omega)]^3, \quad W := L^2_0(\Omega).$$

In the rest of the paper we shall assume that the data for problem (1) satisfy $f, g \in [L^2(\Omega)]^3$ and the boundary conditions on $u, \omega$ are homogeneous.

We cover $\Omega$ with a quasi-uniform triangulation [Cia91] $\mathcal{T}_h$, dividing $\Omega$ into tetrahedra $K$:

$$\bigcup_{K \in \mathcal{T}_h} K = \Omega,$$

with the mesh parameter $h$. We make standard assumption that at least one vertex of each $K \in \mathcal{T}_h$ lies inside $\Omega$. 


For approximation of the velocity \( u \) and pressure \( p \) we shall use the Taylor–Hood finite spaces \( V_h, W_h \) (see, e.g. [BF91]),

\[
V_h = \{ v \in V \cap C(\Omega) : v|_K \in P_2(K) \quad \forall K \in \mathcal{T}_h \},
\]
and

\[
W_h = \{ w \in W \cap C(\Omega) : w|_K \in P_1(K) \quad \forall K \in \mathcal{T}_h \}.
\]

The microrotation field \( \omega \) is approximated in the same space \( V_h \) as the velocity. It is well known that \( V_h \) and \( W_h \) satisfy the inf-sup condition.

The mixed variational formulation of the approximate problem (1) in the finite element spaces \( V_h \subset V, W_h \subset W \) is as follows:

**Problem 1.1** Find \( (u_h, p_h, \omega_h) \in V_h \times W_h \times V_h \), such that

\[
\begin{aligned}
& (v + \nu_1)(\nabla u_h, \nabla v) + d(u_h, u_h, v) - (p_h, \text{div} v) = 2\nu_1(\text{curl} \omega_h, v) + (f, v), \\
& (\text{div} u_h, q) = 0, \\
& c_1(\nabla \omega_h, \nabla \xi) + d(u_h, \omega_h, \xi) + c_2(\text{div} \omega_h, \text{div} \xi) + 4\nu_1(\omega_h, \xi) \\
& = 2\nu_1(\text{curl} u_h, \xi) + (g, \xi),
\end{aligned}
\]

for all \( (v, q, \xi) \in V_h \times W_h \times V_h \).

Here, \( d(\cdot, \cdot, \cdot) \) denotes the convective term, defined either as

\[
d_1(u, v, w) := ((u \cdot \nabla)v, w) = \sum_{i,j=1}^{3} \int_{\Omega} u \frac{\partial v_j}{\partial x_i} w_j,
\]

or, following [Tem79],

\[
d_2(u, v, w) := \frac{1}{2} \left( ((u \cdot \nabla)v, w) - ((u \cdot \nabla)w, v) \right)
\]

for any \( u, v, w \in [H^1(\Omega)]^3 \). Note that if \( \text{div} u = 0 \) then \( d_1(u, \cdot, \cdot) \equiv d_2(u, \cdot, \cdot) \). The form \( d_2(\cdot, \cdot, \cdot) \) is by the definition skew-symmetric with respect to the last two arguments (which reflects the skew-symmetry of \( (u \cdot \nabla)v, w \) on the solution \( u \) of (1)).

### 2 Existence and Uniqueness Results

We begin with a general existence result for the case when the form \( d(\cdot, \cdot, \cdot) \) is equal to \( d_2(\cdot, \cdot, \cdot) \).

**Theorem 2.1** For any \( f, g \in L^2 \) and any positive \( \nu, \nu_1, c_1, c_2 \) there exists at least one triple \( (u_h, p_h, \omega_h) \in V_h \times W_h \times V_h \) which solves the discrete nonlinear system (2). Moreover, the solution is unique, provided that the data \( f, g \) are sufficiently small with respect to \( \nu, \nu_1, c_1, c_2 \).

**Remark 2.1** The “small data” assumption in Theorem 2.1 reflects similar requirements of the uniqueness statement for the continuous case, see [Luk88].
The next theorem is valid for $d(\cdot, \cdot, \cdot) \equiv d_1(\cdot, \cdot, \cdot)$ or $d_2(\cdot, \cdot, \cdot)$ and provides a
generalization of the discrete Navier–Stokes local uniqueness and approximation result
of [GR86] for the discrete micropolar equations.

**Theorem 2.2** Let us set $\lambda = (\nu + \nu_1)^{-1}$. Let $\Lambda$ be a compact interval in $R_+$ and
assume that $\{(\lambda, (u(\lambda), \lambda p(\lambda), \omega(\lambda)) : \lambda \in \Lambda\}$ is a branch of nonsingular solutions of
(1) such that $u(\lambda) \in H^{l+1}, p(\lambda) \in H^l, \omega(\lambda) \in H^{l+1}$ for $l = 1$ or $l = 2$ and for all
$\lambda \in \Lambda$. Then there exists $h_0$ (small enough), such that for $h \leq h_0$ there exists a unique smooth function $\lambda \in \Lambda \rightarrow (u_h(\lambda), \lambda p_h(\lambda), \omega_h(\lambda)) \in V_h \times W_h \times V_h$ such that:

(i) $\{(\lambda, (u_h(\lambda), \lambda p_h(\lambda), \omega_h(\lambda)) : \lambda \in \Lambda\}$ is a branch of nonsingular solutions of
Problem 1.1,

(ii) there exists $C > 0$, independent of $h$ and $\lambda$, such that for all $\lambda \in \Lambda$

$$|u_h(\lambda) - u(\lambda)| + |\lambda||p_h(\lambda) - p(\lambda)|| + |\omega_h(\lambda) - \omega(\lambda)|| 
\leq C h (||u(\lambda)||_{l+1} + ||\lambda||_{l+1} + ||\omega(\lambda)||_{l+1})$$

For the proofs of Theorem 2.1 and Theorem 2.2 we refer the reader to [Krz96].
Existence and local uniqueness results stated in Theorem 2.1 and in Theorem 2.2 can
be easily extended to other conforming finite elements satisfying the inf-sup condition.

3 A Preconditioning Method for Newton’s Iteration Step

In this section we propose and analyse a preconditioning method for one step of
Newton’s method for Problem 1.1.  

**Newton’s algorithm.** Given $(u^n_h, p^n_h, \omega^n_h) \in V_h \times W_h \times V_h$, find $(u^{n+1}_h, p^{n+1}_h, \omega^{n+1}_h) \in V_h \times W_h \times V_h$, which satisfies

$$
\begin{cases}
(\nu + \nu_1)(\nabla u^{n+1}_h, \nabla \nu) + d(u^n_h, u^{n+1}_h, \nu) + d(u^{n+1}_h, u^n_h, \nu) - (p_h, \text{div} \nu) \\
= 2\nu_1 (\text{curl} \omega^{n+1}_h, \nu) + d(u^n_h, u^n_h, \nu) + (f, \nu), \\
(d \text{div} u^{n+1}_h, q) = 0, \\
c_1 (\nabla \omega^{n+1}_h, \nabla \xi) + d(u^n_h, \omega^{n+1}_h, \xi) + d(u^{n+1}_h, \omega^n_h, \xi) + c_2 (\text{div} \omega^{n+1}_h, \text{div} \xi) \\
+ \Phi_1 (\omega^{n+1}_h, \xi) = 2\nu_1 (\text{curl} u^{n+1}_h, \xi) + d(u^n_h, \omega^n_h, \xi) + (g, \xi)
\end{cases}
$$

for all $(\nu, q, \xi) \in V_h \times W_h \times V_h$.

Actually, we are dealing with a family of such problems, indexed by the mesh parameter $h$. Under assumptions as in Theorem 2.2 the Newton’s method is locally quaudratically convergent to the solution of the discrete system. The rate of convergence is affected by the parameter $\lambda = (\nu + \nu_1)^{-1}$, but is independent (see [Krz96]) of the mesh parameter $h$.

We are going to analyse a preconditioning method for these problems so that the
resulting problem is given by a symmetric positive definite operator whose condition
number is independent of $h$. Let us denote for short $(u^{n+1}_h, p^{n+1}_h, \omega^{n+1}_h)$ by $(u, p, \omega)$. Define linear operators $A, B, C, T_A, T_B$ by variational identities for all $u, v \in V_h$ and
$w \in W_h$: 

$A : V_h \to V'_h$, \hspace{1cm} $\langle (Au, v) \rangle = (\nu + \nu_1)(\nabla u, \nabla v) + d(u_{h}^n, u, v) + d(u, u_{h}^n, v)$,  
$B : V_h \to W_h$, \hspace{1cm} $\langle (Bu, w) \rangle = -(\nabla u, w)$,  
$B' : W_h \to V'_h$, \hspace{1cm} $\langle (B'u, u) \rangle = -(\nabla u, w)$,  
$C : V_h \to V'_h$, \hspace{1cm} $\langle (Cu, v) \rangle = c_1(\nabla \omega, \nabla \xi) + d(u_{h}^n, \omega, \xi) + c_2(\nabla \omega, \nabla \xi) + 4 \nu_1(\omega, \xi)$, 
$T_A : V_h \to V'_h$, \hspace{1cm} $\langle (T_Au, v) \rangle = -2 \nu_1(\nabla \omega, v)$,  
$T_C : V_h \to V'_h$, \hspace{1cm} $\langle (T_Cu, v) \rangle = -2 \nu_1(\nabla \omega, v) + d(u, \omega_{h}^n, \xi)$.

The dual pairing between $V_h$ and $V'_h$, or $W_h$ and $W'_h$, respectively, is denoted by $\langle (\cdot, \cdot) \rangle$. We use the same symbol for these two different pairings, since its meaning will be always clear from the context. Then we can express (3) in an operator form:

**Problem 3.1** For $F = (\phi, \psi, \varphi) \in V'_h \times W'_h \times V'_h$, find $(u, p, \omega) \in V_h \times W_h \times V_h$ such that

$$
\mathcal{M} \left( \begin{pmatrix} u \\ p \\ \omega \end{pmatrix} \right) = F,
$$

where

$$
\mathcal{M} = \begin{pmatrix} A & B' & T_A \\ B & 0 & 0 \\ T_C & 0 & C \end{pmatrix}
$$

The following lemma is a consequence of Theorem 2.2, see [Kr90].

**Lemma 3.1** Suppose that the assumptions of Theorem 2.2 hold with sufficiently small $h_0$. In addition, let us assume that $(u_{h}^n, p_{h}^n, \omega_{h}^n)$ is close enough to the solution of Problem 1.1. Then for any $F \in V'_h \times W'_h \times V'_h$ there exists a unique solution $(u, p, \omega)$ of Problem 3.1 and

$$
\|u\|_1 + \|p\|_0 + \|\omega\|_1 \leq C(\|\phi\|_{V'_h} + \|\psi\|_{W'_h} + \|\varphi\|_{V'_h})
$$

with $C$ independent of $h$.

With the inner product $(\cdot, \cdot)$ in $V_h$ we associate the discrete Laplace operator $-\Delta_h : V_h \to V'_h$, defined by $\langle (-\Delta_h u, v) \rangle = \langle (u, v) \rangle$. We also define canonical mapping $J : W_h \to W'_h$ (the “mass matrix” operator), $\langle (Jp, q) \rangle = \langle (p, q) \rangle$.

Let $A_0 : V_h \to V'_h$ be a good preconditioner for the discrete Laplace operator $-\Delta_h$, so that

(i) $\langle (A_0u, v) \rangle = \langle (A_0v, u) \rangle$ for all $u, v \in V_h$,

(ii) there exist constants $\alpha_1, \alpha_2 > 0$, independent of $h$, such that

$$
\alpha_1 \langle (-\Delta_h u, u) \rangle \leq \langle (A_0u, u) \rangle \leq \alpha_2 \langle (-\Delta_h u, u) \rangle
$$

for all $u \in V_h$,

(iii) $A_0^{-1}$ is easy to apply.

Likewise, we introduce (cf. [Kla96]) a good preconditioner for the “mass matrix” operator, $J_0 : W_h \to W'_h$, i.e.

(iv) $\langle (J_0p, q) \rangle = \langle (J_0q, p) \rangle$ for all $p, q \in W_h$,

(v) there exist constants $\beta_1, \beta_2 > 0$, independent of $h$, such that

$$
\beta_1 \langle (Jp, p) \rangle \leq \langle (J_0p, p) \rangle \leq \beta_2 \langle (Jp, p) \rangle
$$

for all $p \in W_h$. 


(vi) \( J_0^{-1} \) is easy to apply.

In the implementation, efficient preconditioners \( A_0 \) and \( J_0 \) may be obtained using domain decomposition methods.

Introducing a block diagonal operator matrix

\[
\mathcal{M}_0 = \begin{pmatrix} A_0 & 0 & 0 \\ 0 & J_0 & 0 \\ 0 & 0 & A_0 \end{pmatrix},
\]

we define a preconditioned version of problem (3).

**Problem 3.2** Find \((u,p,\omega) \in V_h \times W_h \times V_h\) such that

\[
\mathcal{M}_0^{-1} \mathcal{M}' \mathcal{M}_0^{-1} \mathcal{M} \begin{pmatrix} u \\ p \\ \omega \end{pmatrix} = \mathcal{M}_0^{-1} \mathcal{M}' \mathcal{M}_0^{-1} \mathcal{F}.
\]

**Lemma 3.2** The operator \( \mathcal{P} = \mathcal{M}_0^{-1} \mathcal{M}' \mathcal{M}_0^{-1} \mathcal{M} \) is self-adjoint with respect to the auxiliary scalar product \([\cdot,\cdot]\) defined as

\[
\left[ \begin{pmatrix} u \\ p \\ \omega \end{pmatrix}, \begin{pmatrix} v \\ q \\ z \end{pmatrix} \right] \equiv \langle \langle A_0 u, v \rangle \rangle + \langle \langle J_0 p, q \rangle \rangle + \langle \langle A_0 \omega, z \rangle \rangle.
\]

The main result of this section is an estimate of the condition number of the operator \( \mathcal{P} \) in the norm induced by \([\cdot,\cdot]\).

**Theorem 3.3** Let \( \mathcal{P} \) be defined as in Lemma 3.2. Suppose Lemma 3.1 holds and \( A_0, J_0 \) satisfy assumptions (i) - (vi) of this section. Then there exist positive constants \( m_1, m_2 \), independent of \( h \), such that

\[
m_1 \left[ \begin{pmatrix} u \\ p \\ \omega \end{pmatrix}, \begin{pmatrix} u \\ p \\ \omega \end{pmatrix} \right] \leq \mathcal{P} \left[ \begin{pmatrix} u \\ p \\ \omega \end{pmatrix}, \begin{pmatrix} u \\ p \\ \omega \end{pmatrix} \right] \leq m_2 \left[ \begin{pmatrix} u \\ p \\ \omega \end{pmatrix}, \begin{pmatrix} u \\ p \\ \omega \end{pmatrix} \right]
\]

for any \((u,p,\omega) \in V_h \times W_h \times V_h\).

**Proof.** We have

\[
\mathcal{P} \left[ \begin{pmatrix} u \\ p \\ \omega \end{pmatrix}, \begin{pmatrix} u \\ p \\ \omega \end{pmatrix} \right] = \langle \langle Au + B'p + T_4 \omega, A_0^{-1}(Au + B'p + T_4 \omega) \rangle \rangle + \langle \langle Bu, J_0^{-1} Bu \rangle \rangle + \langle \langle T_C u + C \omega, A_0^{-1}(T_C u + C \omega) \rangle \rangle.
\]

Since there exist constants \( \gamma_1, \gamma_2 > 0 \), and \( \delta_1, \delta_2 > 0 \), independent of \( h \), such that

\[
\gamma_1 \| \phi \|^2_{V_h'} \leq \langle \langle \phi, A_0^{-1} \phi \rangle \rangle \leq \gamma_2 \| \phi \|^2_{V_h'} \quad \forall \phi \in V_h',
\]

\[
\delta_1 \| q \|^2_{W_h} \leq \langle \langle q, J_0^{-1} q \rangle \rangle \leq \delta_2 \| q \|^2_{W_h} \quad \forall q \in W_h',
\]

\[
\| \mathcal{P} \| \leq C.
\]
we obtain
\[
\mathcal{P} \left( \begin{pmatrix} u \\ p \\ \omega \end{pmatrix} \right), \left( \begin{pmatrix} u \\ p \\ \omega \end{pmatrix} \right) \geq \gamma_1 \|Au + B' p + T_A \omega\|_{V_h^r}^2 + \delta_1 \|Bu\|_{V_h^r}^2 + \gamma_1 \|T_C u + C \omega\|_{V_h^r}^2,
\]
which by Lemma 3.1 together with (4) and (5) yields the lower bound
\[
\mathcal{P} \left( \begin{pmatrix} u \\ p \\ \omega \end{pmatrix} \right), \left( \begin{pmatrix} u \\ p \\ \omega \end{pmatrix} \right) \geq C \left[ \begin{pmatrix} u \\ p \\ \omega \end{pmatrix} \right] \left( \begin{pmatrix} u \\ p \\ \omega \end{pmatrix} \right).
\]

Similarly we can establish the upper bound. Indeed, from (9) together with (8) we have
\[
\mathcal{P} \left( \begin{pmatrix} u \\ p \\ \omega \end{pmatrix} \right), \left( \begin{pmatrix} u \\ p \\ \omega \end{pmatrix} \right) \leq \gamma_2 \|Au + B' p + T_A \omega\|_{V_h^r}^2 + \delta_2 \|Bu\|_{V_h^r}^2 + \gamma_2 \|T_C u + C \omega\|_{V_h^r}^2
\]
\[
\leq C(|Au|_{V_h^r}^2 + |B' p|_{V_h^r}^2 + |T_A \omega|_{V_h^r}^2 + |Bu|_{V_h^r}^2 + |T_C u|_{V_h^r}^2 + |C \omega|_{V_h^r}^2).
\]

Obviously, each of the operators \(A, B, C, T_A, T_B\) is bounded from above independently of \(h\). Estimating each term in the sum, we get
\[
\mathcal{P} \left( \begin{pmatrix} u \\ p \\ \omega \end{pmatrix} \right), \left( \begin{pmatrix} u \\ p \\ \omega \end{pmatrix} \right) \leq C \left[ \begin{pmatrix} u \\ p \\ \omega \end{pmatrix} \right] \left( \begin{pmatrix} u \\ p \\ \omega \end{pmatrix} \right),
\]
which completes the proof.

### 4 Remarks

The resulting system can be solved by the conjugate gradient method since its matrix is symmetric and positive definite. By Theorem 3.3, the number of iterations required for reducing the residual by a given factor is independent of \(h\). As it has been pointed out in [BP88], computing the inner product during the CG step requires only one solution of a system with the operator \(M_0\).

Many authors contributed to the area of numerical solution of saddle point problems, see for example [D'y87], [BP88], [BP90], [RW92], [ES94], [SW94], [Kia06], addressing mostly (if not exclusively) the symmetric operator case. The idea of symmetrizing the saddle point system with the aid of a preconditioner for the Laplacian has been considered previously in, for example, [D'y87] and [BP90]. However, our analysis remains also valid for nonsymmetric operators.

In the case of \(v = c_1 = c_2 = 0\) our system reduces to Newton's linearization of the Navier-Stokes equations, therefore our preconditioner applies also to this particular case. Moreover, this preconditioning method generalizes to the case of abstract saddle point equations with nonsymmetric, indefinite diagonal part. Different preconditioning methods for these problems will be analysed in a forthcoming paper.
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A Note on Domain Decomposition of Singularly Perturbed Elliptic Problems

A. Auge, A. Kapurkin, G. Lube and F. C. Otto

1 Introduction

Considerable progress can be observed in the design and analysis of parallelizable domain decomposition methods for singularly perturbed elliptic problems (see references). The purpose of this paper is to report on some results and problems with two domain decomposition methods for the advection–diffusion–reaction model. Reasonable results are now available for overlapping Schwarz methods. In particular, the overlap can be minimized in the singularly perturbed case using certain exponential decay of Dirichlet data in overlap regions. In Sec. 3 we consider a modified Schwarz method which is easy to parallelize in case of a simple geometry. We derive error estimates in the continuous case which can be extended to the discrete case.

Non–overlapping methods are better suited for parallel implementation. The problem consists in deriving appropriate interface conditions. We consider in Sec. 4 a method with an adaptive interface condition and discuss recent variants. Strong convergence is proven for the continuous method. We obtained a robust behavior of both methods for two- and three-dimensional test problems using stabilized Galerkin finite element methods as the basic discretization.

2 Preliminaries

Consider the following Dirichlet problem in a bounded domain $\Omega \subset \mathbb{R}^d$, $d = 2, 3$ with Lipschitzian boundary $\partial \Omega$:

\[ L_\varepsilon u := -\varepsilon \Delta u + (a \cdot \nabla) u + cu = f \quad \text{in } \Omega; \quad u = 0 \quad \text{on } \partial \Omega \quad (1) \]

Of particular interest are singularly perturbed problems with $\|a\|_\infty \gg \varepsilon$ (advection dominated case) or $\|c\|_\infty \gg \max\{\|a\|_\infty; \varepsilon\}$ (reaction dominated case). The latter case appears e.g. in an implicit time discretization method. We assume sufficiently smooth
data of the problem satisfying

\[(H.1) \quad c(x) \geq c_0 > 0, \ x \in \Omega; \quad \nabla \cdot a = 0.\]

**Remark 2.1.** The condition \( c(x) \geq c_0 > 0 \) can be always guaranteed if all characteristic curves, the solutions of \( dx(\tau)/d\tau = a(x(\tau)), x(0) \in \Omega_0 \), leave \( \Omega \) in finite time. The incompressibility condition on \( a \) is not essential. \( \square \)

The basic variational problem is: Find \( u \in W \equiv H^1_0(\Omega) \), such that for all \( v \in W \)

\[ B^G(u, v) := (e \nabla u, \nabla v)_\Omega + (a \cdot \nabla u, v)_\Omega + (cu, v)_\Omega = L^G(v) := (f, v)_\Omega \quad (2) \]

Let \( T = \{ K \} \) be an admissible triangulation and \( W^h \subset W \) a finite element space of piecewise polynomials of degree \( k \geq 1 \). The (usual) stabilized Galerkin method [FFLR96] for problem (1) is to find \( U \in W^h \) such that

\[ B^{SG}(U, v) = L^{SG}(v), \quad \forall v \in W^h, \]

\[ B^{SG}(u, v) := B^G(u, v) - \sum_K \sigma_K (L_* u, L_* v)_K, \]

\[ L^{SG}(v) := L^G(v) - \sum_K \sigma_K (f, L_* v)_K, \quad (3) \]

where \( L_* \) denotes the adjoint operator to \( L \) and \( \sigma_K \) are suitably chosen parameters. For a subdomain \( D \subset \Omega \) set \( H^1_0(D) := W \cap H^1(D) \). \( B^{SG}(\cdot, \cdot) \) and \( L^{SG}(\cdot, \cdot) \) are the obvious restrictions of \( B^{SG}(\cdot, \cdot) \) and \( L^{SG}(\cdot, \cdot) \) to \( D \) if \( D \) consists of finite elements in \( T \). Then define

\[ V^h(D) := H^1(D) \cap W^h; \quad V^h_0(D) := H^1_0(D) \cap V^h(D). \]

By \( \partial D^+ \), \( \partial D^- \) and \( \partial D^0 \) we denote the outflow, inflow and characteristic parts of \( \partial D \) where the scalar product \( a \cdot \nu \) with the outer normal \( \nu \) is positive, negative or zero, respectively.

Furthermore we introduce a nonoverlapping admissible partition \( \Omega = \bigcup_i \Omega_i \) with Lipschitz \( \partial \Omega_i \) which aligns with the triangulation \( T \). Finally, define \( \Gamma_i := \partial \Omega_i \setminus \partial \Omega \) and \( \Gamma_{ik} = \Gamma_{ki} = \partial \Omega_i \cap \partial \Omega_k \).

### 3 An Overlapping Schwarz Method

Overlapping Schwarz methods for elliptic problems guarantee good convergence properties if the overlap is sufficiently large. On the other hand, they are not easy to implement. We propose a modified Schwarz method for singularly perturbed problems which is more appropriate for parallelization and allows minimal overlap [BS91]. A description in the 2D-case (with obvious modifications in 3D) is as follows: Starting from the non-overlapping partition \( \Omega = \bigcup_i \Omega_i \), we introduce small interface domains \( \Omega_i \) covering the interface \( \Gamma_{ik} \) between adjacent subdomains with thickness \( \Delta = kh \) and crosspoint regions \( C \) of diameter \( kh \) each covering a crosspoint. Starting from an initial guess \( U^0 \in V^h_0(\Omega) \), the iteration method for problem (3) reads for \( n \in \mathbb{N} \):

1. Solve in parallel on each subdomain \( \Omega_i \):

\[ B^{SG}_{\Omega_i}(U_i^{n+1}, v) = L^{SG}_{\Omega_i}(v), \quad \forall v \in V^h_0(\Omega_i); \quad U_i^{n+1} - U_i^n \in V^h_0(\Omega_i). \]
2. Solve in parallel (redundantly) on each interface domain \( \mathcal{O} = \mathcal{O}_{ik} \):

\[
B^G_{\mathcal{O}}(V_{\mathcal{O}}^{n+1}, v) = L^G_{\mathcal{O}}(v), \quad \forall v \in V_0^h(\mathcal{O}); \\
V_{\mathcal{O}}^{n+1} - U_{\mathcal{O}}^{n+1} \in V_0^h(\mathcal{O}).
\]

Then set \( U_{\mathcal{O}}^{n+1} = V_{\mathcal{O}}^{n+1} \) on the interface \( \Gamma_{ik} \) generating \( \mathcal{O} \).

3. Solve in parallel (redundantly) on each crosspoint region \( \mathcal{C} \):

\[
B^G_{\mathcal{C}}(W_{\mathcal{C}}^{n+1}, v) = L^G_{\mathcal{C}}(v), \quad \forall v \in V_0^h(\mathcal{C}); \\
W_{\mathcal{C}}^{n+1} - U_{\mathcal{C}}^{n+1} \in V_0^h(\mathcal{C}).
\]

Then set \( U_{\mathcal{C}}^{n+1} := W_{\mathcal{C}}^{n+1} \) on the corresponding interfaces in the crosspoint region \( \mathcal{C} \).

4. Set \( n \mapsto n + 1 \) and goto step 1.

The Schwarz method is similarly defined for the continuous problem (1). We consider the convergence of the (continuous) Schwarz method, for simplicity, in the following model problems in \( \Omega = (0,1)^2 \) with a very simple flow field \( \mathbf{a} \) and substructuring according to

\[
\begin{align*}
(A) & : a_1(x) \geq A_1 \gg \epsilon > 0, \quad a_2(x) = 0, \quad x \in \Omega \\
(B) & : a_i(x) \geq A_i \gg \epsilon > 0, \quad i = 1, 2 \\
(C) & : a_i(x) = 0, \quad i = 1, 2; \quad c(x) \geq c_0 \gg \epsilon > 0 \quad x \in \Omega,
\end{align*}
\]

The crucial point in (A), (B) is a uniform behaviour of \( \text{sgn}(\mathbf{a} \cdot \mathbf{n}) \) on the interface between adjacent subdomains. In case \( B \) there exist only inflow and outflow parts \( \partial \Omega_{ij}^- \) and \( \partial \Omega_{ij}^+ \). In case \( A \) we additionally have characteristic parts \( \partial \Omega_{ij}^c \). In case \( C \) we obtain the trivial case \( \partial \Omega_{ij} = \partial \Omega_{ij}^c \). Assume that the interface regions are generated by narrow strips in \( \Omega_{ij} \) of thickness \( \Delta_{ij}^- \), \( \Delta_{ij}^+ \) or \( \Delta_{ij}^0 \) at the inflow outflow or characteristic part of \( \partial \Omega_{ij} \). The intersection of the interface strips generates crosspoint regions \( \mathcal{C} \).

Theorem 3.1. Assume (A), (B) and set \( TOL > 0, K := \|u - u^0\|_{L^\infty(\Omega)} \).

Furthermore assume that the minimal overlap width of the interface strips satisfies

\[
\Delta_{ij}^+ - \Delta_{ij}^- \geq \alpha^{-1} \epsilon \left| \ln \frac{TOL}{4K} \right|, \quad \Delta_{ij}^0 \geq \beta^{-1} \sqrt{\epsilon} \left| \ln \frac{TOL}{4K} \right|.
\]

Then we obtain after \( M + k \) steps of the modified Schwarz method that

\[
\|u - u^{M+k}\|_{L^\infty(\Omega)} \leq C(TOL)^{k+1}, \quad C \sim M,
\]

with \( M = M_1, M = \sum_{i=1}^2 M_i \) and \( M = 0 \) in case \( A, B \) and \( C \), respectively, and appropriate \( \epsilon \)-independent constants \( \alpha, \beta > 0 \).

\[
\square
\]

Outline of the proof: The key of the proof is some exponential decay of presumably wrong Dirichlet data (appearing during the iteration) in overlapping regions leading to artificial layers. The proof is based on the barrier function technique using the following variant of the maximum principle on an arbitrary subdomain \( G \subset \Omega \) with Lipschitzian and piecewise \( C^2 \)-boundary: Suppose that for \( T, S \in C^2(G) \cap C(\overline{G}) \) holds

\[
|L_T(x)| \leq (L_S)(x), \quad x \in G, \quad |T(x)| \leq S(x), \quad x \in \partial G.
\]
Then we obtain $|T(x)| \leq S(x)$ in $\overline{G}$.

Consider now in particular case $A$: The manifolds $\partial G^-$, $\partial G^+$ and $\partial G^0$ for $G = (a, b) \times (c, d) \subset \Omega = (0, 1)^2$ are located at $\{a\} \times (c, d)$, $\{b\} \times (c, d)$ and $[a, b] \times \{\} \cup [a, b] \times \{\}$. Let $T_1, T_2 \in C^2(G) \cap C(\overline{G})$ be solutions of (1). Then $T = T_1 - T_2$ satisfies

$$
|T(x)| \leq \|T\|_{L^\infty(\partial G^-)} + \exp \left[ \frac{\alpha}{\varepsilon} \text{dist}(x, \partial G^+)\right] \|T\|_{L^\infty(\partial G^+)} + (1 + x_1 - a) \exp \left[ \frac{\beta}{\sqrt{\varepsilon}} \text{dist}(x, \partial G^0)\right] \|T\|_{L^\infty(\partial G^0)},
$$

with $0 < \alpha \neq \alpha(\varepsilon), 0 < \beta \neq \beta(\varepsilon)$. The exponential terms of the barrier function mimic artificial layers of width $O(\varepsilon \log 1/\varepsilon)$ or $O(\sqrt{\varepsilon} \log 1/\varepsilon)$ at $\partial G^+$ and $\partial G^0$, respectively. They are small in subdomains of $G$ with appropriate distance to $\partial G^+$ and $\partial G^0$. A corresponding result holds in case $B$ and $C$.

The idea in case $A$ and $B$ is a downwind correction of the solution from subdomain to subdomain. The chosen thickness of the interface and crosspoint regions guarantees the exponential decay of the influence of wrong Dirichlet data in upwind and crosswind directions. The first iteration cycle 1–4 yields in particular in case $A$ an error of $O(\text{TOL})$ in subdomains $\Omega_j$, $j = 1, ..., M_2$. The next iteration gives an error of $O(\text{TOL})^2$ there and of $O(\text{TOL})$ in subdomains $\Omega_j, j = 1, ..., M_2$. The desired result follows by induction. The idea is the same in case $B$. In case $C$ we have an isotropic propagation of information. After the first iteration cycle the error is of order $\text{TOL}$ in all subdomains $\Omega_j$. The result follows then again by induction. \hfill \Box

\textbf{Remark 3.1.} It is possible to extend the result of Theorem 3.1 to 3D and to more general domains and macro partitions, in particular of singularly perturbed diffusion–reaction problems (cf. case $C$). The case of nonsymmetric singularly perturbed problems is more involved due to the possibly complicated behaviour of the characteristics at the interface $\Sigma := \cup \Gamma_{ik}$.

Furthermore, a result corresponding to Theorem 3.1 can be derived for the energy norm $\|\cdot\| := \sqrt{B^{\Sigma}\cdot\cdot}$. The proof of similar results for the discrete Schwarz method depends strictly on the discretization method. Some ideas and technical details for the streamline upwind method which is closely related to (3) can be found in [RZ95], [Zho95]. In particular, a discrete maximum principle is not available. \hfill \Box

### 4 An Adaptive Non–overlapping Method

Consider again a non–overlapping partition $\overline{\Gamma} = \bigcup_i \Gamma_i$. The results of Sec. 3 indicate that a transition to a non–overlapping method should be possible with appropriate interface conditions at $\Sigma := \cup_{i,k} \Gamma_{ik}$. A first insight is given with the fictitious overlapping method [LeT94]. Consider in the (continuous) overlapping method of Sec. 3 with overlap width $\Delta_{ik}$ at $\Gamma_{ik}$ a first order Taylor expansion of the solution at $\Gamma_{ik}$. This leads to the non–overlapping Schwarz Method proposed by P. L. Lions [Lio80]. Set $\rho_{ik} = \frac{\Delta_{ik}}{\lambda_{ik}}$. Starting from an initial guess $u^0$, the iterative procedure reads: Solve (in parallel) on $\Omega_i$

$$
L_i u_i^{n+1} = f \quad \text{in } \Omega_i; \quad u_i^{n+1} = 0 \quad \text{on } \partial \Omega_i \cap \partial \Omega,
$$

(6)
with interface condition

\[ \epsilon \frac{\partial u_i^{n+1}}{\partial \nu_i} + \rho_{ik} u_{i}^{n+1} = -\epsilon \frac{\partial u_i^{n}}{\partial \nu_k} + \rho_{ik} u_k^n \text{ on } \Gamma_{ik}. \]  

(7)

A first convergence result was given by P.L. Lions [Lio89] for the fictitious overlapping method. Assume (H.1) and that no crosspoints occur (strip partitions of \( \Omega \)):

\[ u^n \to u \text{ strongly in } L_2(G), \ G \subset \subset \Omega; \quad u^n \to u \text{ weakly in } L_2(\partial \Omega_i) \]  

(8)

**Remark 4.1.** A modified approach leading to (6),(7) is the three-field formulation of [BBM92] which consists of finding \( u = \{ u_i \} \) with \( u_i \in H^1_0(\Omega_i) \) and Lagrange multipliers for the Neumann and Dirichlet data on the interface. After using an augmented Lagrangian technique [LeT94] this formulation can be decoupled iteratively ending up with the method (6),(7).

The result of [Lio89] gives no indication for the design of \( \rho_{ik} \) in the interface condition (7). Generalizing an idea of [Nat96] we propose the following modification of (7)

\[ \rho_{ik} := \rho_i^- := \frac{1}{2} (a \cdot \nu_i - Z_i|_{\Gamma_i,i}) = \rho_k^+ := \frac{1}{2} (a \cdot \nu_k + Z_k|_{\Gamma_i,i}) \]  

(9)

with \( Z_i \) a strictly positive function on \( \Gamma_i \). We analyze the convergence of the adaptive method (6),(7), (9) applied to (1).

**Theorem 4.1** Assume (H.1) (or \( c - \frac{1}{2} \nabla \cdot a \geq 0 \) and \( \partial \Omega_i \cap \partial \Omega \neq \emptyset \) \( \forall i \)) and \( \frac{\partial u_i^n}{\partial \nu_i} \in L^2(\Gamma_{ik}) \) for the solution of (1). Then the sequence \( u^n = \{ u_i^n \} \) generated by algorithm (6),(7),(9) converges for \( n \to \infty \) with \( u_i^n \to u \) strongly in \( H^1(\Omega_i) \).

**Outline of the proof:** First of all we observe that algorithm (6), (7), (9) is well defined provided that \( \frac{\partial u_i^n}{\partial \nu_i} \in L^2(\Gamma_i) \). This implies \( \frac{\partial u_i^n}{\partial \nu_i} \in L^2(\Gamma_i) \) for all \( n \in \mathbb{N}_0 \).

The key step is a modification of Lemma 4.4 in [Nat96]: A function \( u \in H^1_0(\Omega_i) \) with \( L_x u = 0 \) in \( L^2(\Omega_i) \) and \( \frac{\partial u_i}{\partial \nu_i} \in L^2(\Gamma_i) \) satisfies

\[ \| u \|^2_i + \int_{\Gamma_i} \frac{1}{2Z_i} \left[ \left( \epsilon \frac{\partial}{\partial \nu_i} - \rho_i^- \right) u \right]^2 ds = \int_{\Gamma_i} \frac{1}{2Z_i} \left[ \left( \epsilon \frac{\partial}{\partial \nu_i} + \rho_i^- \right) u \right]^2 ds \]  

(10)

with the outer unit normal \( \nu_i \) on \( \Gamma_i \) and

\[ \| u \|^2_i := \| \nabla u \|^2_{L^2(\Omega_i)} + \| \sqrt{\mu} u \|^2_{L^2(\Omega_i)}; \quad \mu := c - \frac{1}{2} \nabla \cdot a, \quad Z_i \geq z_0 > 0 \text{ a.e. on } \Gamma_i. \]

The error \( e^{n+1} := u_i - u_i^{n+1} \) satisfies \( L_x e^{n+1} = 0 \) in \( \Omega_i \), hence

\[ \| e_i^{n+1} \|^2_{L^2(\Omega_i)} + \int_{\Gamma_i} \frac{1}{2Z_i} \left[ \left( \epsilon \frac{\partial}{\partial \nu_i} - \rho_i^- \right) e_i^{n+1} \right]^2 ds = \int_{\Gamma_i} \frac{1}{2Z_i} \left[ \left( \epsilon \frac{\partial}{\partial \nu_i} + \rho_i^- \right) e_i^{n+1} \right]^2 ds \]

Using (7),(9), we obtain

\[ \| e_i^{n+1} \|^2_{L^2(\Omega_i)} + \sum_{k \neq i} \| e_i^{n+1} \|^2_{L^2(\Omega_i)} = \sum_{k \neq i} \| e_k^n \|^2_{L^2(\Omega_i)} \]
where 
\[ \|e^n_i\|_i^2 := \int_{\Omega_i} \frac{1}{2Z_i} \left( \epsilon \frac{\partial}{\partial \mathbf{v}_i} - \rho_i^+ \right) e^n_i \ ds. \]

Summing over the subdomains yields 
\[ \sum_{i=1}^N \|e^{n+1}_i\|_{\Omega_i}^2 + \|e^{n+1}_i\|_{\Sigma}^2 = \|e^n_i\|_{\Omega_i}^2, \quad \|e^n_i\|_{\Sigma}^2 := \sum_{k=1}^N \sum_{i \neq k} \|e^n_i\|_{\Gamma_{ik}}^2 \]

where \( \Sigma := \bigcup_{i=1}^N \Gamma_i \). Summation over \( n \) implies strong \( H^1 \)-convergence of \( \{e^n\} \) to zero due to the equivalence of norms. \( \square \)

**Remark 4.2.** Possible choices of \( Z_i \): (i) The choice \( Z_i = \sqrt{(a \cdot \mathbf{v}_i)^2 + 4\epsilon c} \) was derived in [Nat96] from a zeroth order approximate factorization of the elliptic operator \( L_e \). But this choice failed in case \( c = 0 \) if the flow field is parallel to some \( \Gamma_{ik} \). In the original proof ([Nat96], Th. 4.1) Robin-type boundary conditions on \( \partial \Omega \) were assumed.

(ii) We suggest \( Z_i = \sqrt{(a \cdot \mathbf{v}_i)^2 + \lambda c} \) with some arbitrary positive parameter \( \lambda \). Then even if \( c = 0 \) no restriction to the flow field is necessary. Thus the Theorem is also applicable to the Poisson problem and improves the result of [Lio89].

(iii) With \( Z_i = |a \cdot \mathbf{v}_i| \) one obtains the so-called adaptive Robin–Neumann algorithm [CQ96], [Tro96], [GGQ]. Then Theorem 4.1 is applicable only if \( |a \cdot \mathbf{v}_i| > 0 \). In case of two subdomains [GGQ] prove weak \( H^1 \)-convergence under the more general assumption that \( |a \cdot \mathbf{v}_i| \) can vanish in a finite number of points. \( \square \)

The result of Theorem 4.1 means that the corresponding Poincaré–Steklov operator is strictly non-expansive and gives no information on the convergence rate.

On the other hand, with our choice for \( Z_i \) very reasonable results are obtained for a discrete version of the adaptive non-overlapping method: Instead of (6),(7),(9) one has to solve for \( n \in \mathbb{N}_0 \) (in parallel for \( i = 1, \ldots, I \))

\[ B^{G}_{\Omega_i}(U^{n+1}_i, v) + \sum_{k \neq i} (\rho_i^+ + \rho_k^-) U^{n+1}_k - \Lambda^{n+1}_{ik} v \bigg|_{\Gamma_{ik}} = L^{SG}_{\Omega_i}(v), \quad \forall v \in V^{A}_{\Omega_i}, \quad (11) \]

\[ \Lambda^{n+1}_{ik} := \rho_i^+ \rho_k^- U^{n+1}_k - \Lambda^{n}_{ik} = Z_{ik} U^{n+1}_k - \Lambda^{n}_{ik}. \quad (12) \]

Here we present some numerical results for 2D-problems satisfying (H.1)*, (H.2).

**Examples:** We choose \( \epsilon = 10^{-4} \), a \( M_1 \times M_2 \)-partition of \( \Omega \) and a sequence of different values of \( h \). The (continuous) solution is always \( w = \sin \pi x_1 \left( \exp \left( x_2^2 - x_2 \right) - 1 \right) \), hence \( f = L_e w \). More precisely, we consider the advection dominated case with (B) and without (A) characteristic interfaces and the reaction dominated case (C) (cf. also Th. 3.1 for the weakly overlapping method).
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Here we show the convergence history of the relative discrete $L^2$-norm vs. the iteration number for the test cases A, B and C for different values of $h$. For the parameter $\lambda$ in our formula for $Z$, we have chosen 100, 100 and 10 for case A, B and C respectively.

Case A: $a = \frac{1}{\sqrt{2}}(2,1)^T$, $c = 0$ and $M_1 = M_2 = 3$
Case B: $a = (0,1)^T$, $c = 0$ and $M_1 = 4$, $M_2 = 1$
Case C: $a = (0,0)^T$, $c = 1$ and $M_1 = M_2 = 3$

The convergence history is similarly as predicted by Theorem 3.1 for the weakly overlapping Schwarz method: In case A, we observe an initial phase of downwind propagation of information, then we obtain reasonable linear convergence until the discretization error level is reached. In cases B and C, no initial advective propagation of information appears. Reasonable linear convergence is again obtained. The algorithm is only slightly sensitive w. r. t. $\lambda$.

A heuristic explanation of the favourable convergence properties of the discrete algorithm can be given by means of singular perturbation arguments. In cases A and C, wrong interface data cause artificial layers of exponential (and essentially 1D-) type for the flux $\epsilon \nabla u \cdot \nu$. The analysis is more involved in case B. Wrong interface data cause artificial layers which are of parabolic type for the flux. A higher order factorization of the operator $L_\tau$ would better represent the advective transport along the interface [Nat96]. Fortunately, the diffusive interface transport involved in the transmission condition (7), (9) is obviously sufficient to guarantee convergence. Nevertheless, further theoretical foundation of the convergence properties of the discrete algorithm (6), (7) is necessary.

5 Summary and Open Problems

Two parallelizable methods are considered for singularly perturbed elliptic problems. We obtain linear convergence for the overlapping method in the continuous case. The overlap width can be minimized for advection and/ or reaction dominated problems. The non-overlapping method with properly problem adapted interface condition of Robin type gives strong $H^1$-convergence in the continuous case. The method applied to the discrete problem provides reasonable performance in the range from diffusion to advection (or reaction) dominated problems. Nevertheless, there are still open problems concerning the convergence analysis even for scalar elliptic problems. The application to incompressible flow problems is considered in a forthcoming paper.
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Convergence Rate of Schwarz-type Methods for an Arbitrary Number of Subdomains

Frederic Nataf and Francis Nier

1 Introduction

The original Schwarz method is based on the use of Dirichlet boundary conditions as interface conditions (see [Lio89] and references therein). Convergence can be reached only with overlapping subdomains. As a result, the convergence is very slow when the overlap is small. In order to speed up the convergence and to be able to handle nonoverlapping subdomains, it has been proposed in [Lio89] to replace the Dirichlet boundary conditions by Fourier or more complex boundary conditions. The question is then to choose the best interface conditions both in terms of convergence rate and of easiness of use and implementation. In order to make a proper choice, it is important to quantify the effect of the boundary conditions on the convergence. This is usually done by a Fourier analysis for a two-domain decomposition (see [Des90], [CNR91], [CQ93], [TB94], [NR95], and [Jap96]).

A natural question is then what happens when there are more than two subdomains. In [NN97], we prove the convergence of three Schwarz-type algorithms. We establish a link between the convergence rate of a two-subdomain decomposition and the convergence for a decomposition into an arbitrary number of subdomains.

2 Two-domain Decomposition Convergence Rate

In order to find good interface conditions, a common practice is to consider the problem set on $\mathbb{R}^2$ decomposed into two half-planes. If we have to solve $L(u) = f$ on $\mathbb{R}^2$, the Schwarz algorithm is

\[
L(u_i^{n+1}) = f \text{ in } \mathbb{R}_x^2, \quad B_{12}(u_i^{n+1}) = B_{12}(u_j^n) \text{ at } x = 0
\]

\[
L(u_j^{n+1}) = f \text{ in } \mathbb{R}_x^2, \quad B_{21}(u_j^{n+1}) = B_{21}(u_i^n) \text{ at } x = 0
\]
The operators $B_{12}$ and $B_{21}$ are interface conditions to be chosen. As an example, $B_{12,21}$ can be sought in the form of a partial differential operator of order two in the tangential direction $B_{12} = \partial_x + \alpha + \beta \partial_y + \gamma \partial_y^2$. The convergence rate will depend on the value of the coefficients $\alpha$, $\beta$ and $\gamma$. Usually the study is made by freezing the coefficients so that Fourier transform in the direction $y$ can be used. The dual variable is denoted by $k$. It is then easy to compute explicitly a formula for the convergence rate $\rho$ as a function of the Fourier variable $k$. For instance, if absorbing boundary conditions of order 0 wrt $k$ are used for $B_{12,21}$, $\rho$ equals zero at $k = 0$ and tends to 1 as $k$ tends to infinity (see [Des90], [NR95]). One may also be tempted to optimize the convergence rate with respect to some of the coefficients $\alpha$, $\beta$ or $\gamma$ (see [TB94], [Jap96]). This kind of study yields valuable information. For more details on the importance of interface conditions and also a numerical study, see the proceedings of C. Japhet [Jap96] in this volume.

Now, a natural question is what happens when there is an arbitrary number $N$ of subdomains. The answer is not obvious since it amounts to estimating the norms of a $2N - 2$ squared matrix raised to any power $n$.

### 3 The Main Result

In [NN97], we prove the convergence of three Schwarz-type methods with or without overlapping. We also establish a link between the two-domain convergence rate and the convergence for an arbitrary number of subdomains.

The space $\mathbb{R}^{d+1}$ is decomposed into $N$ vertical strips. A constant coefficient advection-diffusion equation is solved: $L(u) = f$. The velocity in the direction $x$ is positive. The flow goes from the left to the right. Three methods are considered. In the first method, the update is simultaneous in all the subdomains. This is the additive Schwarz method (ASM). In the second algorithm, the update is made sequentially by sweeping over the domains following the direction of the flow (FDS) (see [HIKW92], [Joh92], [Nat96]). The last method is a variation of the previous one. The approximations in the subdomains are updated by double sweeps over the subdomains (DS).

The result is the following

**Theorem 3.1** There exists a function $\rho(k)$ taking its values in $[0,1)$ independent of $N$ so that $\hat{e}_i^N(k)$ the $k$-th component of the error in the Fourier space for the method $i$ is estimated as follows:

$$\|\hat{e}_i^N(k)\| \leq C_i(k)\rho(k)^{\lceil n_i/p_i \rceil}$$

for $n \geq n_i$,

where $\lceil m \rceil$ denotes the integer part of $m$. The values of $p_i$ and $n_i$ depend on the method:

$p_{\text{ASM}} = 2N - 2$, $p_{\text{FDS}} = N - 1$, $p_{\text{DS}} = 1$, $n_{\text{ASM}} = 2N + 1$, $n_{\text{FDS}} = 2N - 1$, $n_{\text{DS}} = 3$.

Due to the ellipticity of the operator, we also prove that the function $\rho$ is almost equal to the two-domain decomposition convergence rate. A connection is thus established between the study of convergence with two subdomains and the case with $N$ subdomains.
The proof is unusual since it relies on techniques originating in formal language theory. It is worth noticing that this result is sharper than the estimate of the spectral radius of the iteration matrix. Indeed, the result would be something like: for any positive \( \epsilon \) there exists some positive constant \( C_\epsilon \) so that for \( n \) larger than some integer \( n_\epsilon \), the error is bounded by \( C_\epsilon (\rho + \epsilon)^n \). While, here, the constant is known explicitly and the estimate is valid from a rank which is an explicit function of \( N \).

4 Sketch of the Proof

Reformulation of the Algorithm

The proof is in two steps. First the algorithms are reformulated so that the unknowns are functions living on the boundaries of the subdomains. Then, we conclude with an algebraic trick.

The first part is very classical (see [NRdS94], [NN97]). Let \( \mathbf{H} \) denote a vector of functions living on the boundaries of the subdomains. It may be seen that \( \mathbf{H} \) satisfies a linear equation:

\[
(Id - \mathcal{T})(\mathbf{H}) = \mathbf{G}
\]

The matrix-vector product \( \mathcal{T}(\mathbf{H}) \) consists in solving in parallel a boundary value problem in each subdomain. The operator \( \mathcal{T} \) is split into the sum of four operators \( \mathcal{T} = \mathcal{T}_{li} + \mathcal{T}_{ir} + \mathcal{T}_{rl} + \mathcal{T}_{rr} \). This enables us to give a compact form of the iteration matrices of the different algorithms (simply \( \mathcal{T} \) for the additive Schwarz method, \( \mathcal{T}_{FDS} \) for the flow directed algorithm and by \( \mathcal{T}_{DS} \) for the double sweeps algorithm):

\[
\mathcal{T}_{FDS} = (Id - \mathcal{T}_{li} - \mathcal{T}_{ir})^{-1} (\mathcal{T}_{rl} + \mathcal{T}_{rr}) \\
\mathcal{T}_{DS} = (Id - \mathcal{T}_{lr} - \mathcal{T}_{ri})^{-1} (Id - \mathcal{T}_{li} - \mathcal{T}_{ir})^{-1} (\mathcal{T}_{rl} + \mathcal{T}_{rr})(\mathcal{T}_{rl} + \mathcal{T}_{rr})
\]

The basis for the algebraic trick is the following set of relations:

\[
\mathcal{T}_{li}^{N-1} = \mathcal{T}_{ri}^{N-1} = 0; \quad \mathcal{T}_{li} \mathcal{T}_{lr} = \mathcal{T}_{rr} \mathcal{T}_{ri} = 0; \quad \mathcal{T}_{rl}^2 = \mathcal{T}_{rr}^2 = 0 \\
\mathcal{T}_{lr} \mathcal{T}_{li} = \mathcal{T}_{ri} \mathcal{T}_{lr} = 0; \quad \mathcal{T}_{li} \mathcal{T}_{ri} = \mathcal{T}_{rr} \mathcal{T}_{lr} = 0
\]

(1)

It is worth noticing that these relations come from the structure of the matrices and do not depend on the value of the coefficients.

By using formal language theory, we prove the following.

Theorem 4.1 If

\[
\rho = \| \mathcal{T}_{ri} \| \| \mathcal{T}_{lr} \| \left( \sum_{i=0}^{N-2} \| \mathcal{T}_{ri}^i \| \right) \left( \sum_{i=0}^{N-2} \| \mathcal{T}_{lr}^i \| \right) < 1,
\]

Then,

\[
\| \mathcal{T}^n \| \leq C (1 - \rho)^{-1} \rho^{n/(2N-2)-3/2} \text{ for } n \geq 2N \\
\| \mathcal{T}_{FDS}^n \| \leq C (1 - \rho)^{-1} \rho^{n/(N-1)-2} \text{ for } n \geq 2N - 2 \\
\| \mathcal{T}_{DS}^n \| \leq C (1 + \rho) \rho^{n-1} \text{ for } n \geq 2
\]
where the constant \( C \) is given explicitly

\[
C = (1 + \rho/\|T_r\|)(1 + \rho/\|T_{rl}\| + \rho/\|T_{rT}\|/\|T_r\|)
\]

Another way to look at this result is to remark that when \( T_r \) or \( T_{rl} \) is zero, the operators \( T \), \( T_{FS} \) and \( T_{DS} \) are nilpotent at different orders. When \( T_r \) and \( T_{rl} \) are not zero, this result quantifies the perturbation to nilpotency they bring. Let us emphasize the fact that the proof is purely combinatorial. We never use the explicit form of the operators \( T \).

5 Complete Proof of a Simplified Result

In this section, we give a flavor of the proof of the algebraic result. We prove the simplest statement related to our techniques by way of example. (We remark that this particular statement could be obtained in other ways.)

**Theorem 5.1** Let \( T \) and \( A \) be two operators so that \( T \) is nilpotent of order \( N - 1 \) and \( \rho = \|A\| \sum_{i=0}^{N-2} \|T^i\| < 1 \). Then, we have the following estimate:

\[
\|(T + A)^i\| \leq C \rho^{i/(N-1)}
\]

where \( C \) is given explicitly.

A simple estimate

A simple way (in our context) to look at this problem is to use the standard estimate:

\[
\|(T + A)^i\| \leq \|(T + A)^i\| \leq (\|T\| + \|A\|)^i
\]

But, in our case, this estimate is very poor since it does not use the nilpotency of \( T \). Indeed, in the expansion of \( (T + A)^i \),

\[
(T + A)^i = T^i + AT^{i-1} + TAT^{i-2} + T^2AT^{i-3} + \ldots
\]

many terms are zero. More precisely, all the terms containing \( T^{N-1} \) are zero. There are many terms of this kind. The problem is how to track them so that to improve (2). It is at this point that formal language theory is relevant. It will enable us to track rigorously the terms which are known to be zero.

Elements of Formal Language Theory

Let us introduce some definitions and concepts dealing with formal language theory. Let \( t \) and \( a \) be two letters. By combining these letters, it is possible to form words e.g. \( at \), \( att \) (also denoted \( at^2 \)), and so on. These words can also be combined to form words by concatenation; e.g. \( at.t^3 = at^4 \). We also say that \( at^4 \) is the product of \( at \) by \( t^3 \). It is very convenient to introduce a neutral word \( 1 \) for this operation: \( 1.w = w \) for any word \( w \). For a word \( m \) we define its length \( |m| \) as the number of letters it is made of, e.g. \( |at^3a| = 5 \).
Another important concept is the lexis $X^*$ generated by a set of words $X$: it is the
set of words obtained by concatenations of the words of $X$ plus the neutral word 1, e.g.

$$X = \{t^2, at\}, \quad X^* = \{1, at, t^2, t^2 at, atat, at^4, \ldots\}$$

The generating set $X$ is said to be free if for any word in $X^*$ there is only way to write
it as a product of words of $X$. In the previous example, $X$ is free. This is not always
the case as is shown in the next example:

$$X_1 = \{t^4, t^6\}, \quad t^{12} \in X_1^* \text{ and } t^{12} = t^6 \cdot t^6 = t^4 \cdot t^4.$$ 

When a basis $X$ is free, we can define without ambiguity the length of a word $m$ in
$X^*$ relatively to $X$. It is the number of words of $X$ $m$ is made of and it is denoted by
$|m|_X$, e.g. with $X$ defined as above, $|at^2|_X = 2$ (while $|at^4| = 4$).

Our problem deals with norms of operators and not with words. We need a bridge
between normed operators and words. It is the operator $mop$ from the lexis $\{t, a\}^*$ to
the set of matrices. To a word, we associate the corresponding product of matrices, e.g.
$mop(t) = T, \quad mop(at) = A, \quad mop(atta) = AT^2A$. We also define the weight of a word $m$
as $\|m\| = \|mop(m)\|$ and the weight of a set of words $P$ by $\|P\| = \sum_{m \in P} \|m\|$. The
following inequalities will be useful in the sequel.

**Property 1** Let $P$ be a free generating set of weight smaller than one; then, we have

$$\|\{m \in P^*/\|m\|_P \geq j\}\| \leq \frac{\|P\|^j}{1 - \|P\|}$$

**Property 2** Let $P_1, P_2$ be two sets of words; we have:

$$\|P_1 . P_2\| \leq \|P_1\| . \|P_2\|$$

where $P_1 . P_2$ is the set of all the products of a word of $P_1$ by a word of $P_2$.

The proofs are very simple and may be found in [NN97].

**Proof**

At this point, we have all that is necessary in order to prove the theorem.

In our context, it is interesting to look at

$$W = \{m \in \{a, t\}^*/t^{N-1} \text{ is not a substring of } m\}.$$ 

Indeed, we know that for every word $m$ not in $W$, the corresponding operator $mop(m)$
is zero. It can be seen easily that $W$ can be factorized as

$$W = \{1, t, t^2, \ldots, t^{N-2}\} \cdot \{a, at, \ldots, at^{N-2}\}^*$$

(3)

Let $W_1 = \{1, t, t^2, \ldots, t^{N-2}\}$.

We have to estimate the norm of $(A + T)^j$. The first equality will be obtained by
writing $(A + T)^j$ as the sum of $mop(m)$ over the words $m$ of length $j$. By noticing
that for a word $m$ not in $W$, $mop(m) = 0$, we see that the sum can be taken over $W$.

$$\|(A + T)^j\| = \| \sum_{|m| = j, m \in \{a, t\}^*} mop(m)\| = \| \sum_{|m| = j, m \in W} mop(m)\|.$$
Now, by factorization (3) of $W$, we have that a word $m$ in $W$ can be written as a product $w_n m_P$ with $w_1 \in W_1$ and $m_P \in P^*$. Since the length of a word in $W_1$ is smaller or equal to $N - 2$, the length of $m_P$ is larger or equal to $j - (N - 2)$. By using this and property 2, we get the estimate:

$$\| (A + T)^j \| \leq \| W_1 \| \| \{ m \in P^* / |m| \geq j - (N - 2) \} \|.$$

In order to continue, we remark that the larger length of a word in $P$ is $N - 1$. It follows that a word in $P^*$ whose length is larger than $j - (N - 2)$ has a length relative to $P$ larger than $\frac{j - (N - 2)}{N - 1}$. Hence,

$$\| (A + T)^j \| \leq \| W_1 \| \| \{ m \in P^* / |m|_P \geq \frac{j - (N - 2)}{N - 1} \} \|.$$

In order to conclude the proof, we simply apply Property 1 and obtain

$$\| (A + T)^j \| \leq \| W_1 \| \| P \| \| [\frac{j - (N - 2)}{N - 1}] \|_P \|.$$

with $\| P \| \leq \rho$.

6 Conclusion

We have given a unified proof of convergence for three Schwarz-type algorithms. We have also established a link between the convergence rate for a two-domain decomposition and for a decomposition into an arbitrary number of subdomains.

We see at least two continuations to this work. First, it would be interesting to extend our proof to the case of an arbitrary decomposition. Second, we have studied Schwarz-type methods which can be seen as Jacobi or Gauss-Seidel algorithms applied to the substructured problem. It is possible that formal language theory could also be applied successfully to general iterative methods such as GMRES or BICGSTAB algorithms when applied to problems of this type:

$$(Id - (T + A))(H) = G$$

where $T$ is nilpotent.
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Multilevel Finite Element Riesz Bases in Sobolev Spaces

Rudolf Lorenz and Peter Oswald

1 Introduction

In this note we discuss some results concerning multilevel finite element schemes of hierarchical basis (HB) type in connection with discretizing and preconditioning elliptic problems in Sobolev spaces. Roughly speaking, HB-methods require the introduction of a hierarchically defined algebraic basis $\Psi_j$ of locally supported functions for a scale of finite element discretization spaces $V_j$, $j \geq 0$, and aim at reducing the condition number of discretization matrices for standard elliptic problems when represented in the basis $\Psi_j$. Motivated by recently proposed modifications to the standard HB-method (Yserentant [Yse86]) such as the 3-point HB-method of Stevenson [Ste96, Ste97a], the coarse-grid stabilized HB-methods of Carnicer/Dahmen/Peña [CDP96], Vassilevski/Wang [VW97a, VW97b] and the $L_2$-semiorthogonal prewavelet methods (see [Osw94, Jun94, KO96, Ste97b]), we started in [LO96] a systematic comparison of their properties. In a first step, we considered finite element HB-methods with respect to shift-invariant, dyadically refined triangulations of $\mathbb{R}^d$, and studied the range of the smoothness parameter $s$ for which a given HB-system $\Psi = \cup_{j \geq 0} \Psi_j$ is a Riesz basis in $H^s(\mathbb{R}^d)$. For those $s$, discretizations of $H^s$-elliptic problems in $V_j$ with respect to $\Psi_j$ will lead to stiffness matrices with uniformly ($j$-independent) condition numbers, thus resulting in an asymptotically optimal preconditioning method.

We concentrate here on the case of linear finite elements and $d \leq 3$. Section 2 contains the definitions of HB-systems and a brief survey of the connection to multilevel preconditioners. In Section 3, we report on results obtained in [LO96, LO97a] for the shift-invariant case. Future research should include extensions of the theory to realistic domains and partition sequences obtained by adaptive refinement, as well as a more quantitative investigation of work estimates (condition numbers versus arithmetical complexity per iteration). In Section 4, we provide the condition numbers for generic $H^1_0$ and $L_2$-discretizations on a square in $\mathbb{R}^2$ when using the HB-examples discussed in Section 3.
2 HB-Systems for Linear Finite Elements

Throughout this paper, let
\[ V_0 \subset V_1 \subset \ldots \subset V_j = S^0_j(\mathcal{T}_j) \cap L_2(\Omega) \subset \ldots \]  
(1)

be the sequence of linear finite element spaces with respect to uniformly and dyadically refined simplicial partitions \( \mathcal{T}_j \) of element size \( \approx 2^{-j} \) of a polyhedral domain \( \Omega \). Specifically, as a model case, we consider \( \Omega = \mathbb{R}^d \) and the sequence of shift-invariant \((2^d-1)\)-directional partitions \( \mathcal{T}_j \). The nodal basis (NB) functions for \( V_j \) will be denoted by \( \phi_{j,P} \), \( P \in \mathcal{V}_j \), where \( \mathcal{V}_j \) is the vertex set of \( \mathcal{T}_j \). We set \( \mathcal{W}_j = \mathcal{V}_j \setminus \mathcal{V}_{j-1} \) for the sets of vertices newly generated when refining \( \mathcal{T}_{j-1} \), \( j \geq 1 \), \( \mathcal{W}_0 = \mathcal{V}_0 \). Points in \( \mathcal{W}_j \) are the edge midpoints of \( \mathcal{T}_{j-1} \). Finally, let \( n_j = \# \mathcal{V}_j \), \( m_j = \# \mathcal{W}_j \).

The HB-systems we look for are of the form
\[ \Psi = \bigcup_{j=0}^{\infty} \{ \psi_{j,P} : P \in \mathcal{W}_j \}, \quad \Psi_j = \bigcup_{j=0}^{J} \{ \psi_{j,P} : P \in \mathcal{W}_j \}, \]  
(2)

where the locally supported HB-functions
\[ \psi_{j,P} = \sum_{Q \in \mathcal{V}_j} a_{j,P,Q} \phi_{j,Q}, \quad P \in \mathcal{W}_j, \]  
(3)

are given by their masks \( (a_{j,P}) \). We assume that the size of these masks (i.e., the number of nonzero coefficients in (3)) is uniformly bounded with respect to \( j \) and \( P \).

This implies that the rectangular matrices
\[ \tilde{I}_j = ((a_{j,P,Q}))_{Q \in \mathcal{V}_j, P \in \mathcal{W}_j} \]  
(4)

of dimension \( n_j \times m_j \) have \( O(m_j) \) non-zero entries. We assume that the system of level-\( j \) HB-functions \( \{ \psi_{j,P} : P \in \mathcal{W}_j \} \) forms an \( L_2 \)-stable basis in its \( L_2 \)-closed span \( \mathcal{W}_j \), and that \( V_j \) admits an \( L_2 \)-stable direct sum decomposition \( V_j = V_{j-1} + \mathcal{W}_j \). Here, \( L_2 \)-stability means that
\[ \| \sum_{P \in \mathcal{W}_j} c_{j,P} \psi_{j,P} \|_{L_2}^2 \approx 2^{-jd} \sum_{P \in \mathcal{W}_j} c_{j,P}^2 \]  
(5)

for all reasonable coefficient choices resp.
\[ \| v_{j-1} + w_j \|_2^2 \approx \| v_{j-1} \|_{L_2}^2 + \| w_j \|_{L_2}^2, \quad \forall v_{j-1} \in V_{j-1}, \forall w_j \in W_j. \]  
(6)

We always assume that two-sided estimates expressed by \( \approx \) hold with positive constants that are independent of parameters and functions, especially, of \( j \). The assumptions (5), (6) are usually easy to check (since they concern only two adjacent levels), and imply that the finite sections \( \Psi_j \) of the HB-system \( \Psi \) are algebraic bases in \( V_j \), for all \( j \geq 0 \).

However, there is no guarantee for uniform \( L_2 \)-stability of the \( \Psi_j \) or for stability of the whole HB-system \( \Psi \) in the \( L_2 \)-norm (or in other norms) under the above assumptions. This desirable property is, up to scaling, part of the definition of a Riesz basis.
Definition 1 A system \( \mathcal{F} \equiv \{ f_i \} \in H \) is a Riesz basis in the (real) Hilbert space \( H \) if the mapping
\[
(c_i) \mapsto \sum_i c_i f_i ,
\]
which is well-defined for finite sequences \((c_i)\), can be extended to an isomorphism between \( l_2 \) and \( H \). In other words, \( \mathcal{F} \) should be dense and minimal in \( H \), and satisfy
\[
\| \sum_i c_i f_i \|_H^2 \approx \sum_i c_i^2 .
\]
The best possible constants in this two-sided inequality are called Riesz bounds of \( \mathcal{F} \) in \( H \).

For properties of Riesz bases and frames (the latter generalize the stability concept to nonunique decompositions and generating systems) in connection with multiresolution analysis and multilevel methods, see [Dan92, Dah96, Osw97]. We quote a corollary for the finite element HB-systems introduced above when applied to variational problems in Sobolev spaces \( H^s(\Omega) \). Consider the symmetric \( H^s(\Omega) \)-elliptic variational problem of determining \( u \in H^s(\Omega) \) such that
\[
a(u, v) = \langle f, v \rangle_{H^{-s} \times H^s}, \quad \forall v \in H^s(\Omega) .
\]
We can restrict (7) to \( V_J \): Find \( u_J \in V_J \) such that
\[
a(u_J, v_J) = \langle f, v_J \rangle_{H^{-s} \times H^s}, \quad \forall v_J \in V_J .
\]
Naturally, for \( C^0 \) finite elements, \( s < 3/2 \) has to be assumed. For finite-dimensional \( V_J \), (8) leads to different linear systems depending on the choice of a basis in \( V_J \). The choice \( \{ \phi_{J,P} : P \in \mathcal{V}_J \} \) leads to the standard NB discretization
\[
A_J x_J = f_J ,
\]
with \( a(\phi_{J,P}, \phi_{J,Q}) \) resp. \( \langle f, \phi_{J,P} \rangle_{H^{-s} \times H^s} \) being the entries of the matrix resp. right-hand side of (9). Analogously, taking \( \Psi_J \), we get
\[
A^\Psi_J y_J = f^\Psi_J .
\]
The solution vectors \( x_J = (x_{J,P} : P \in \mathcal{V}_J) \) and \( y_J = (y_{J,P} : P \in \mathcal{W}_J, j \leq J) \) represent the NB and HB coefficients of the solution \( u_J \) of (8), i.e.,
\[
u_J = \sum_{P \in \mathcal{V}_J} x_{J,P} \phi_{J,P} = \sum_{j=0}^J \sum_{P \in \mathcal{W}_J} y_{J,P} \psi_{J,P} .
\]
If we denote the matrix for the change of basis between HB- and NB-representations of functions from \( V_J \) by \( S^\Psi_J \) (e.g., \( x_J = S^\Psi_J y_J \)) then one easily sees that
\[
A^\Psi_J = (S^\Psi_J)^T A_J S^\Psi_J .
\]
Note that due to (3) a multiplication by \( S^\Psi_J \) can be implemented in \( \asymp n_J \) operations. The constants depend on the mask size bound.
As is well-known, the condition numbers of $A_J$ exhibit exponential growth $> 2^{2|s|J}$ for $s \neq 0$. A desirable feature of a HB-construction would be to get $J$-independent, uniformly bounded condition numbers for the HB-stiffness matrix $A^\Psi_J$. Using the sparse $S^\Psi_J$ transformation, this would immediately lead to economic iterative solvers for (8). The theoretical answer is

**Theorem 1** Suppose dim $V_j < \infty$ and $s < 3/2$. Then, the following are equivalent:

(i) The normalized HB-system

\[
\tilde{\Psi} = \bigcup_{j=0}^{\infty} \left\{ \|\psi_{j,P}\|_{H^s(\Omega)}^{-1} \psi_{j,P} : P \in W_j \right\}
\]

is a Riesz basis in $H^s(\Omega)$.

(ii) The HB-discretization matrices $A^\Psi_J$ in (10) associated with a symmetric $H^s(\Omega)$-elliptic variational problem (7) possess uniformly bounded condition numbers after diagonal scaling.

The upper bound for $\kappa((D^\Psi_J)^{-1} A^\Psi_J)$, where $D^\Psi_J$ is the diagonal part of $A^\Psi_J$, depends on the Riesz bounds of $\tilde{\Psi}$ and the ellipticity constants of the form $a(\cdot, \cdot)$ (i.e., on the constants in $a(u, u) \approx \|u\|_{H^s}^2$, $u \in H^s(\Omega)$).

We omit the proof which can be given by using the theory of stable subspace splittings [Osw94], compare also [Osw97]. A reformulation of Theorem 1 (ii) is that

$$
\kappa(C^\Psi_J A_J) = O(1), \quad J \to \infty, \quad C^\Psi_J = S^\Psi_J (D^\Psi_J)^{-1} (S^\Psi_J)^T. \quad (12)
$$

The product $C^\Psi_J A_J$ coincides with the matrix representation of the additive Schwarz operator associated with the splitting

$$
V_J = \sum_{j=0}^{J} \sum_{P \in W_j} W_{j,P} \quad (W_{j,P} = \text{span} \psi_{j,P})
$$

of $V_J$ into the direct sum of one-dimensional subspaces $W_{j,P}$ each of which is spanned by a single HB-function of some level $j \leq J$. The scalar products are induced by $a(\cdot, \cdot)$. See [Osw94, Osw97, LO96, LO97a] for more details, also on the recursive definition of the symmetric preconditioner $C^\Psi_J$ which, besides the diagonal scaling, involves the matrices $I_j$ (which actually describe the embedding $W_j \subset V_j$), and analogous matrices $I_j$ describing the embedding $V_{j-1} \subset V_j$, $j = 1, \ldots, J$.

## 3 Riesz Bases in $H^s(\mathbb{R})^d$: Examples

In general, the verification of the Riesz basis property of a given HB-system in Sobolev spaces is not trivial. It has to do with tools like Jackson-Bernstein inequalities for scales of approximating spaces (such as $\{V_j\}$) but also with the study of associated biorthogonal systems. We refer to [Dah96]. A considerable simplification is possible under the assumption of shift-invariance (i.e., we assume uniform dyadic simplicial partitions of $\Omega = \mathbb{R}^d$, $V_j = 2^{-j/2} \mathbb{Z}^d$, and that the HB-system is actually produced
by translating and dilating \(2^d - 1\) \(\psi\)-functions associated with the different edge directions). This assumption is typical for wavelet analysis, and allowed us in [LO96] to obtain a number of sharp results on the \(s\)-range for which the Riesz basis property holds for particular systems. Lack of space prevents us from presenting details on the theoretical tools used to produce these \(s\)-intervals. Instead we provide examples for the linear finite element case which have been considered in more detail in [LO96], and are often modeled after HB-constructions for bounded domains taken from the literature. The results reported here can be seen as qualitative information on the interior part of the associated HB-construction for domains. The Sobolev exponents of some practical importance are \(s = 1\) and \(s = 0\) (second order elliptic problems (including Helmholtz terms), Fredholm integral equations of second kind), as well as \(s = \pm 1/2\) (boundary integral equations of first kind, interface problems in domain decomposition methods).

Details are given for \(d = 2\). In this case, the grid is three-directional (as in Figure 1 a below). The \(\psi\)-functions associated with the different edge directions (horizontal, vertical, and diagonal) will be labeled by \(h\), \(v\), and \(d\). Whenever possible, we give the corresponding HB-construction for bounded polyhedral domains, and then specialize to the shift-invariant case. Furthermore, we set \(\psi_{0,P} = \phi_{0,P}\) for all \(P \in \mathcal{V}_0\).

**Example 1 Standard HB (Yserantent [Yse86]).** This system is given by

\[
\psi_{j,P} = \phi_{j,P}, P \in \mathcal{W}_j, j \geq 1,
\]

and is the simplest of all HB-systems.

**Theorem 2** The normalized standard HB-system \(\tilde{\Psi}\) is a Riesz basis in \(H^s(\Omega)\) if and only if \(d/2 < s < 3/2\) (\(d \leq 2\)).

The case \(s = 1\), \(d = 2\), is not included here, in coincidence with the known fact [Yse86] that the standard HB-method of Yserantent is only suboptimal; \(\kappa((D^\Psi)^{-1}A^\Psi) \approx J^2\) there.

**Example 2 Extended NB system.** Though not fitting into the discussion of Riesz bases, we would like to mention the following interpretation of the optimality (see [Osw94], Section 4.2) of the BPX-preconditioner introduced by Bramble/Pasciak/Xu [BPX90]. We call \(\Phi = \{\phi_{j,P} : P \in \mathcal{W}_j, j \geq 0\}\) an extended NB-system or BPX-system, and denote by \(\tilde{\Phi}\) the corresponding \(H^s(\Omega)\)-normalized system. Note that \(\Phi\) is not minimal. The finite sections \(\Phi_j\) of this system obtained by taking only NB functions with \(j \leq J\) are generating systems (not bases) for \(V_j\). Nevertheless, we have

**Theorem 3** For arbitrary \(d \geq 1\), the normalized BPX-system \(\tilde{\Phi}\) is a frame in \(H^s(\Omega)\) iff \(0 < s < 3/2\).

It should be mentioned that this simple enlargement of the standard HB-system not only improves the theoretical properties of the latter for \(d \geq 2\). The practical performance (simplicity of implementation, operation count per preconditioning step, condition number bounds for \(H^1\)-problems) is surprisingly good.

**Example 3** \(L_2\)-semiorthogonal prewavelet systems (Kotyczka/Oswald [Osw94, KO96], Junker [Jun94], Stevenson [Ste97b]). We call a HB-system an \(L_2\)-semiorthogonal prewavelet system if it is obtained by choosing the finite masks in (3) such that all \(\psi_{j,P}\) are \(L_2\)-orthogonal to \(V_{j-1}\), \(j \geq 1\), and (5) still holds. It turns out (see [Osw94],
Figure 1 Masks for $\psi_v$: a) $L_2$-semiorthogonal prewavelet system, b) 3-point HB-system, c) 2-point HB-system, and d) notation for Example 5.

Section 4.4 for a similar argument) that the proof of Theorem 3 and the definition of Sobolev spaces with negative $s$ by duality immediately imply

**Theorem 4** The normalized version $\tilde{\Psi}$ of an $L_2$ semiorthogonal prewavelet system is a Riesz basis for $H^s(\Omega)$ if $-3/2 < s < 3/2$.

Thus, such systems cover most of the potential applications in an asymptotically optimal sense. For the shift-invariant case, an example with smallest possible support of the $\psi_{j,P}$ has been constructed in [KO96] for $d = 2$. Figure 1 a) shows the mask for $\psi_v$. The other two masks are obtained by suitable rotation. For general $\Omega \subset \mathbb{R}^2$, a mask construction has been proposed in [LO96], however, there is no rigorous proof of (5) for this case. Generalizations to $d \geq 3$ along the lines of [KO96, Jun94] do not seem to be of practical interest. One reason is the relatively large masks (e.g., an average of 29 non-zero coefficients is needed to satisfy the orthogonality constraint for $d = 3$ (uniform refinement case)). Very recently, Stevenson [Ste97b] came up with an alternative construction of $L_2$-semiorthogonal prewavelets which is suitable for all $d \leq 3$. However, the $s$-values of interest are also covered by much simpler HB-constructions (see below).

Finally let us mention that, from a theoretical (and practical) point of view, the construction of HB-systems consisting of functions $\psi_{j,P}$ which are orthogonal resp. semiorthogonal with respect to the variational scalar product $a(\cdot, \cdot)$ would be desirable. However, for $d \geq 2$ and the $H^s(\mathbb{R}^d)$ scalar product ($s > 0$) such systems cannot have uniformly bounded mask size, see [LO97b].

**Example 4** 3-point HB-system (Stevenson [Ste96, Ste97a]). If $L_2$-semiorthogonality is weakened, simplifications are possible. Let $P_1, P_2$ denote the endpoints of the edge in $T_{j-1}$ which contains $P \in W_j$ as midpoint. Set

$$\psi_{j,P} = \psi_{j,P} + a_1 \psi_{j,P_1} + a_2 \psi_{j,P_2}$$
and choose $a_1, a_2$ such that

$$
\sum_{Q \in V_j} \mu_{j,Q} \psi_j, P(Q) u_{j-1}(Q) = 0 \quad \forall u_{j-1} \in V_{j-1}.
$$

Here, the choice $\mu_{j,Q} = |\text{supp} \, \phi_{j,Q}|/3$ guarantees that the corresponding quadrature formula $\sum_Q \mu_{j,Q} u(Q)$ is exact w. r. t. $V_j$. Thus, the construction can be interpreted as replacing $L_2$-orthogonality by discrete $L_2$-orthogonality.

This HB-system has been studied, both theoretically and numerically, by Stevenson [Ste96, Ste97a] for $d = 2, 3$. For the shift-invariant case (the masks for this case are edge- and $d$-independent, see Figure 1 b)), we showed in [LO96]

**Theorem 5** The normalized 3-point HB-system of Stevenson is a Riesz basis in $H^s(\mathbb{R}^d)$, $d \leq 3$, iff $-0.992036 < s < 3/2$.

For partial results and numerical evidence in the case of general $\Omega$, see [Ste96, Ste97a]. It turns out that in the shift-invariant case, one can construct a whole family of analogous, edge-oriented, HB-systems (see [LO96]Section 4.1, [LO97a]Section 3.2). The simplest one leads to a 2-point HB-system, see Figure 1 c) for the mask of $\psi_v$, with the corresponding $s$-interval still covering the $L_2$-case; $-0.044117 < s < 3/2$. It is not quite clear at the moment what the correct 2-point HB-definition is for general $\Omega$.

**Example 5** Coarse-grid stabilized HB-systems (Carnercer/Dahmen/Pена [CDP96], Vassilevski/Wang [VW97a, VW97b]). The common idea is to define

$$
\psi_j, P = (Id_j - Q_j, P) \phi_j, P , \quad P \in W_j , \quad j \geq 1,
$$

where $Q_{j-1} : V_j \to V_{j-1}$, and $Id_j$ denotes the identity on $V_j$. For $Q_{j-1}$, quasi-interpolant operators are suggested in [CDP96], Section 4.2, while [VW97b] prefers the use of approximations to the exact $L_2$-orthogonal projection obtained by approximately inverting the $L_2$-Gram matrix of the nodal basis in $V_{j-1}$. The most economical proposals from these papers lead to

$$
\psi_j, P = \sum_{i=1}^{4} a_i \phi_{j-1,i}, P , \quad P \in W_j , \quad (13)
$$

where $P_i$ denote the vertices of the two triangles in $T_{j-1}$ sharing the edge $e_P$ (with obvious modifications for $P$ near the boundary). Compare Figure 1 d). As a rule all $a_i$ are non-zero, thus, these proposals are essentially 5-point HB-systems.

For $d = 2$, the shift-invariant case was analyzed in [LO96], where we concentrated on the specific, one-parameter family of masks given by

$$
a_1 = a_2 = a , \quad a_3 = a_4 = 1/8 - a \quad (a \in \mathbb{R}) . \quad (14)
$$

This class is remarkable in that the $\psi$-functions satisfy moment conditions of order 2, a property, which is desirable if stiffness matrix compression is an issue (e.g., for integral equation applications). The following table shows the $s$-range for which the scaled coarse-grid stabilized HB-system $\Psi$ specified by (13), (14), is a Riesz basis in $H^s(\mathbb{R}^d)$ for some $a$ (the reader may view this as the last theorem of this note). In
Section 3.2, a more detailed table is given. E.g., we have found that for these systems the Riesz basis property holds in $L_2(\mathbb{R}^d)$ if $0.1271146 < a < 0.220647$ resp. in $H^s(\mathbb{R}^d)$ if $0.028759 < a < 0.3014364$. This shows a certain robustness of such constructions (provided that the moment conditions are preserved).

The intervals in Table 1 suggest that the counterparts for general $\Omega$ might well work, at least, for second order elliptic problems ($s = 1$). However, there are no definite results in this direction so far. Compare [VW97a] for theoretical results on the existence (with possibly quite large masks) of coarse-grid stabilized HB-Riesz bases for $H^s(\Omega)$, $s > 0$. A crude message from the above examples is that fine-grid corrected HB of simple structure seem to have better properties than coarse-grid stabilized HB-systems. However, the condition number computations presented below will slightly correct this impression.

### 4 Condition Numbers

The impression that a “larger $s$-interval” for the Riesz basis property to hold means “better practical performance” is misleading (though, by some kind of interpolation argument, one might expect good preconditioning effects if the $s$ corresponding to a given variational problem is in the central part of the computed interval). On the other hand, when elliptic operators including parts of different order are the main concern, a large $s$-interval might be of benefit. In any case, numerical estimations of Riesz bounds resp. condition numbers $\kappa((D^s_j)^{-1}A^s_j)$ and other performance testing are recommended.

The following tables serve as an orientation for the more practically interested reader. We only present calculations of condition numbers $\kappa((D^s_j)^{-1}A^s_j)$ for $d = 2$ and $s = 0, 1$ (boundary integral equations, where $s = \pm 1/2$, are not addressed). The domain is the unit square, computations are done on standard uniform dyadic triangulations, and zero boundary conditions were imposed on the spaces $V_j$. The bilinear forms is the $L_2$-scalar product ($s = 0$) resp. is induced by the Laplace operator ($s = 1$). The index $j = 0$ corresponds to stepsize $h_0 = 1/2$, thus resulting in a one-dimensional $V_0$. The largest problems ($J = 7$) have dimension 65025. Everything else is implemented exactly as described above. For the 2-point HB-system, the choice of $P_1$ is to the right of and/or above $P$ (compare Figure 1 c) for the notation). In the remaining boundary strip, the HB functions of Example 1 have been taken.

### Table 1 Coarse-grid stabilized HB-systems: Results

<table>
<thead>
<tr>
<th>$\alpha$-value</th>
<th>$s$-range</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>5/48</td>
<td>$0.248994 &lt; s &lt; 3/2$</td>
<td>$m = \beta = 1$ in [VW97b]</td>
</tr>
<tr>
<td>1/8</td>
<td>$0.029818 &lt; s &lt; 3/2$</td>
<td>complexity as 3-point HB</td>
</tr>
<tr>
<td>1/6</td>
<td>$-0.357680 &lt; s &lt; 3/2$</td>
<td>[CDP96]</td>
</tr>
<tr>
<td>3/16</td>
<td>$-0.440765 &lt; s &lt; 3/2$</td>
<td>maximal $s$-range, [CS93]</td>
</tr>
<tr>
<td>1/4</td>
<td>$0.396793 &lt; s &lt; 3/2$</td>
<td></td>
</tr>
</tbody>
</table>
Table 2 $H^1_0$-case: Condition numbers $\kappa((D_f^\triangledown)^{-1}A_f^\triangledown)$

<table>
<thead>
<tr>
<th>$J$</th>
<th>stHB</th>
<th>BFX</th>
<th>3ptHB</th>
<th>2ptHB</th>
<th>$a = 5/48$</th>
<th>$a = 1/8$</th>
<th>$a = 1/6$</th>
<th>$a = 3/16$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.56</td>
<td>2.87</td>
<td>4.96</td>
<td>6.60</td>
<td>3.45</td>
<td>3.37</td>
<td>3.39</td>
<td>3.45</td>
</tr>
<tr>
<td>2</td>
<td>10.59</td>
<td>5.51</td>
<td>8.81</td>
<td>19.83</td>
<td>6.51</td>
<td>5.51</td>
<td>5.28</td>
<td>5.31</td>
</tr>
<tr>
<td>3</td>
<td>19.53</td>
<td>7.06</td>
<td>11.60</td>
<td>38.45</td>
<td>10.48</td>
<td>8.26</td>
<td>6.66</td>
<td>6.57</td>
</tr>
<tr>
<td>4</td>
<td>31.85</td>
<td>8.27</td>
<td>13.56</td>
<td>53.03</td>
<td>14.20</td>
<td>10.68</td>
<td>8.10</td>
<td>7.81</td>
</tr>
<tr>
<td>5</td>
<td>47.14</td>
<td>9.22</td>
<td>15.22</td>
<td>63.36</td>
<td>17.41</td>
<td>12.76</td>
<td>9.17</td>
<td>8.72</td>
</tr>
<tr>
<td>6</td>
<td>65.38</td>
<td>9.99</td>
<td>16.44</td>
<td>71.39</td>
<td>20.33</td>
<td>14.52</td>
<td>10.05</td>
<td>9.51</td>
</tr>
<tr>
<td>7</td>
<td>86.15</td>
<td>10.64</td>
<td>17.25</td>
<td>77.54</td>
<td>22.76</td>
<td>15.87</td>
<td>10.81</td>
<td>10.17</td>
</tr>
</tbody>
</table>

Table 3 $L_2$-case: Condition numbers $\kappa((D_f^\triangledown)^{-1}A_f^\triangledown)$

<table>
<thead>
<tr>
<th>$J$</th>
<th>stHB</th>
<th>BFX</th>
<th>3ptHB</th>
<th>2ptHB</th>
<th>$a = 5/48$</th>
<th>$a = 1/8$</th>
<th>$a = 1/6$</th>
<th>$a = 3/16$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>22</td>
<td>3.94</td>
<td>2.86</td>
<td>7.2</td>
<td>6.3</td>
<td>5.63</td>
<td>4.73</td>
<td>4.50</td>
</tr>
<tr>
<td>2</td>
<td>111</td>
<td>8.24</td>
<td>4.02</td>
<td>22.1</td>
<td>16.2</td>
<td>11.74</td>
<td>7.16</td>
<td>7.34</td>
</tr>
<tr>
<td>3</td>
<td>543</td>
<td>12.60</td>
<td>4.79</td>
<td>43.7</td>
<td>33.9</td>
<td>20.56</td>
<td>10.08</td>
<td>9.44</td>
</tr>
<tr>
<td>4</td>
<td>2565</td>
<td>16.75</td>
<td>5.10</td>
<td>72.5</td>
<td>60.3</td>
<td>30.73</td>
<td>12.26</td>
<td>11.37</td>
</tr>
<tr>
<td>5</td>
<td>1182</td>
<td>20.75</td>
<td>5.41</td>
<td>138.2</td>
<td>100.5</td>
<td>42.86</td>
<td>14.30</td>
<td>13.00</td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>24.68</td>
<td>5.66</td>
<td>188.2</td>
<td>160.1</td>
<td>57.07</td>
<td>16.13</td>
<td>14.39</td>
</tr>
</tbody>
</table>

We finish with two observations. First, for all examples included in Tables 2 and 3 (standard HB, BFX, 3-point HB, 2-point HB, and coarse-grid stabilized HB for $a = 5/48$ (from [VW97b]), $a = 1/8$, $a = 1/6$ (from [CDP96]), and $a = 3/16$ (see [CS93])), the arithmetical costs per pcg-iteration would be almost the same if one neglects the overhead for computing masks. The pcg-step for the 5-point examples (Example 5) is asymptotically more expensive than the pcg-step only by a factor 1.2 for the cheapest method (standard HB). Similar considerations can be found in [Ste97b].

Secondly, when experimenting we found (for the first time) some HB-proposals which give for the $H^1_0$-case the same condition number behavior as in the BFX-method. This was interesting to us because so far all numerical evidence (also with other, wavelet based additive preconditioners) showed the superiority of the simple, frame-based BFX-algorithm by a factor of about 2, at least. Compare also the experiments in [VW97b] with different variants of coarse-grid stabilized HB-methods for $d = 2$ and $d = 3$. On the other hand, some cheap HB-proposals such as the 2-point HB-system which was mentioned in connection with Example 4, did not fulfill our expectations.

Further theoretical work and numerical testing is planned, in particular, for more general partitions, $d = 3$, and including the multiplicative (i.e., multigrid V-cycle) versions of the considered HB-methods. Another aspect which we wish to take up in the future is the design of HB-systems with small mask size and sufficiently many moment conditions for applications to integral equations where one wishes to cover the Sobolev spaces with $s = 0$ and $s = \pm1/2$. In the shift-invariant case, some simple proposals
based on P0-elements have been discussed in [LO97a]. The methods of [LO96, LO97a]
also allow similar investigations for $C^1$-elements.
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Overlapping Domain Decomposition for a Mixed Finite Element Method in Three Dimensions

Z. Cai, R.R. Parashkevov, T.F. Russell and X. Ye

1 Introduction

The work presented in this talk was motivated by the following question: Is it possible to find a computational technique for solving the linear system resulting from Mixed Finite Element discretizations of certain self-adjoint second order elliptic boundary value problems at the computational cost of a standard Galerkin FEM? There are two main obstacles to achieving the above stated goal. First, Mixed FEM formulations lead to a significantly larger number of unknowns compared to a standard conforming FEM of a comparable accuracy on the same triangulation of the domain. And secondly, the Mixed FEM produces a symmetric indefinite matrix problem as opposed to a symmetric and positive definite matrix in the standard FEM. The combined effect of these difficulties can often discourage end users from using Mixed Methods even in applications where a mixed approach can be beneficial (see [MSAC94]).

A number of researchers have studied this problem over the years and have contributed to developing several efficient iterative solvers. We acknowledge all their work, but for brevity, we will only consider in this talk approaches that involve Domain Decomposition ideas.

In [EW92], Ewing and Wang considered and analyzed a domain decomposition method for solving the discrete system of equations which result from mixed finite element approximation of second-order elliptic boundary value problems in two dimensions. The approach in [EW92] is first to seek a discrete velocity satisfying the discrete continuity equation through a variation of domain decomposition (static condensation), and then to apply a domain decomposition method to the reduced elliptic problem arising from elimination of the pressure and part of the velocity unknowns in the saddle-point problem. The crucial part of the approach in [EW92] is to characterize the divergence-free velocity subspaces. This is also the essential
difference with those in [GW87], [MR94], and [CMW95]. The Lagrange multipliers approach used in [GW87, CMW95] does produce a symmetric and positive definite matrix, but fails to address the other issue: the large number of unknowns. Recently, Chen, Ewing and Lazarov suggested in [CEL96] to reduce the number of unknowns by eliminating on a element by element basis the pressure variables. Then they applied a DD algorithm on the Lagrange multiplier variables only.

When comparing the two basic ideas (i.e. Lagrange multipliers and div-free subspace) one notes that they both re-formulate the original saddle-point problem into a symmetric and positive definite one and then apply some known DD algorithm. The difference is the number of unknowns in the discrete system. The dimension of the div-free velocity subspace is always smaller than the number of Lagrange multipliers.

In this paper, we will use the domain decomposition approach in [EW92] for the solution of the algebraic system resulting from the mixed finite element method applied to second-order elliptic boundary value problems in three dimensions. As mentioned above, the basis of the divergence-free velocity subspace plays an essential role in the approach; hence we will construct a basis for the lowest-order rectangular Raviart-Thomas-Nedelec [RT77, Ned80] velocity space. The construction in two dimensions is rather easier than in three dimensions due to the fact that any divergence-free vector in 2-D can be expressed as the curl of a scalar stream function. Extension of this work to triangular or irregular meshes and to multilevel domain decomposition will be discussed in a forthcoming paper.

This approach has several practical advantages. For an \( n \times n \times n \) grid in 3-D, the number of discrete unknowns is approximately \( 4n^3 \), essentially one pressure and three velocity components per cell. Using the divergence-free subspace, we decouple the system in such a manner that the velocity can be obtained directly by solving a symmetric positive definite system of order roughly \( 2n^3 \) thus coming closer than any other approach so far to the number of degrees of freedom in a standard Galerkin FEM. In contrast to some other proposed procedures, this does not require the introduction of Lagrange multipliers corresponding to pressures at cell interfaces, and it permits direct computation of the velocity, which is often the principal variable of interest, alone. If the pressure is also needed, it can be calculated inexpensively in an additional step. Furthermore, the approach deals readily with the case of full-tensor conductivity (cross-derivatives), where the mass matrix is fuller than tridiagonal and methods based on reduced integration (mass lumping) are difficult to apply. This case results, for example, from anisotropic permeabilities in flows in porous media, where highly discontinuous conductivity coefficients are also common. For such problems, mixed methods are known to produce more realistic velocities than standard techniques [MSAC94].

2 Mixed Finite Element Method

In this section, we begin with a brief review of the mixed finite element method with lowest-order Raviart-Thomas-Nedelec [RT77, Ned80] approximation space for second-order elliptic boundary value problems in three dimensions. For simplicity, we consider
a homogeneous Neumann problem: find \( p \) such that

\[
\begin{aligned}
-\nabla \cdot (k \nabla p) &= f, \quad \text{in } \Omega = (0, 1)^3, \\
(k \nabla p) \cdot n &= 0, \quad \text{on } \partial \Omega,
\end{aligned}
\]  

(1)

where \( f \in L^2(\Omega) \) satisfies the relation \( \int_\Omega f = 0 \), and \( n \) denotes the unit outward normal vector to \( \partial \Omega \). The symbols \( \nabla \cdot \) and \( \nabla \) stand for the divergence and gradient operators, respectively. Assume that \( k = (k_{ij})_{3 \times 3} \) is a given real-valued symmetric matrix function with bounded and measurable entries \( k_{ij} \), \( i, j = 1, 2, 3 \) and satisfies an ellipticity condition a.e. in \( \Omega \).

We shall use the following space to define the mixed variational problem. Let

\[
H(\text{div}; \Omega) \equiv \{ w \in L^2(\Omega)^3 \mid \nabla \cdot w \in L^2(\Omega) \},
\]

which is a Hilbert space when equipped with the standard norm and the associated inner product. By introducing the flux variable

\[
v = -k \nabla p,
\]

which is often of practical interest for many physical problems, we can rewrite the PDE of (1) as a first-order system

\[
\begin{aligned}
k^{-1}v + \nabla p &= 0, \\
\nabla \cdot v &= f,
\end{aligned}
\]

and obtain the mixed formulation of (1): find \( (v, p) \in V \times \Lambda \) such that

\[
\begin{aligned}
a(v, w) - b(w, p) &= 0, \quad \forall w \in V, \\
b(v, \lambda) &= (f, \lambda), \quad \forall \lambda \in \Lambda.
\end{aligned}
\]  

(2)

Here \( V = H_0(\text{div}; \Omega) \equiv \{ w \in H(\text{div}; \Omega) \mid w \cdot n = 0 \text{ on } \partial \Omega \} \), \( \Lambda \) is the quotient space \( L^2_0(\Omega) = L^2(\Omega)/\{\text{constants}\} \), the bilinear forms \( a(\cdot, \cdot) : V \times V \to \mathbb{R} \) and \( b(\cdot, \cdot) : V \times \Lambda \to \mathbb{R} \) are defined by

\[
a(w, u) = \int_\Omega (k^{-1}w) \cdot u \, dx \, dy \, dz \quad \text{and} \quad b(w, \lambda) = \int_\Omega (\nabla \cdot w) \lambda \, dx \, dy \, dz
\]

for any \( w, u \in V \) and \( \lambda \in \Lambda \), respectively, and \( (\cdot, \cdot) \) denotes the \( L^2(\Omega) \) inner product.

To discretize the mixed formulation (2), we assume that we are given two finite element subspaces

\[
V^h \subset V \quad \text{and} \quad \Lambda^h \subset \Lambda
\]

defined on a uniform rectangular mesh with elements of size \( O(h) \). The mixed approximation of \( (v, p) \) is defined to be the pair, \((v^h, p^h) \in V^h \times \Lambda^h\), satisfying

\[
\begin{aligned}
a(v^h, w) - b(w, p^h) &= 0, \quad \forall w \in V^h, \\
b(v^h, \lambda) &= (f, \lambda), \quad \forall \lambda \in \Lambda^h.
\end{aligned}
\]  

(3)

We refer to [RT77] for the definition of a class of approximation subspaces \( V^h \) and \( \Lambda^h \). In this paper, we shall only consider the lowest-order R-T-N space defined on a rectangular triangulation of \( \Omega \). However, as shown in [CPRY95], this construction can readily be generalized to higher-order elements on non-orthogonal meshes and more general boundary conditions.
3 Domain Decomposition

Problem (3) is clearly symmetric and indefinite. To reduce it to a symmetric positive definite problem, we need a discrete velocity \( \mathbf{v}^h \in V^h \) satisfying

\[
    b(\mathbf{v}^h, \lambda) = (f, \lambda), \quad \forall \lambda \in \Lambda^h.
\]

(4)

Define the discretely (as opposed to pointwise) divergence-free subspace \( D^h \) of \( V^h \):

\[
    D^h = \{ \mathbf{w} \in V^h | b(\mathbf{w}, \lambda) = 0, \quad \forall \lambda \in \Lambda^h \},
\]

(5)

and let

\[
    \mathbf{v}_D^h = \mathbf{v}^h - \mathbf{v}_I^h,
\]

which is obviously in \( D^h \) by the second equation of (3) and satisfies

\[
    a(\mathbf{v}_D^h, \mathbf{w}) = -a(\mathbf{v}_I^h, \mathbf{w}), \quad \forall \mathbf{w} \in D^h,
\]

(6)

by the first equation. This problem is symmetric and positive definite.

This suggests the following procedure to obtain \( \mathbf{v}^h \), the solution of (3): find \( \mathbf{v}_I^h \in V^h \) satisfying (4), compute the projection \( \mathbf{v}_D^h \in D^h \) satisfying (6), then set \( \mathbf{v}^h = \mathbf{v}_I^h + \mathbf{v}_D^h \).

This procedure will be the basis for Algorithms 3.1 and 3.2 below. Given \( \mathbf{v}_I^h \), (6) leads to a unique \( \mathbf{v}^h \), which is independent of the choice of \( \mathbf{v}_I^h \). For an \( n \times n \times n \) grid, computing the projection \( \mathbf{v}_D^h \) involves solving a SPD system of order approximately \( 2n^3 \). Solving for \( \mathbf{v}^h \) is optional; if it is desired, it can be obtained from the first equation in (3) once \( \mathbf{v}^h \) is known.

There are many discrete velocities in \( V^h \) satisfying (4), and several approaches have been discussed in the literature for seeking such a discrete velocity (e.g., [EW92], [GW87], and [MR94]). All of these approaches are based on a type of domain decomposition (static condensation) method applied to problem (3). In a recent paper [CPRY95], we suggested a different approach which only requires solving a number of independent one-dimensional problems.

We shall use additive and multiplicative domain decomposition methods for approximate computation of the solution of problem (6). As usual, we first decompose the original domain \( \Omega \) into non-overlapping subdomains \( \Omega = \bigcup \hat{\Omega}_j \), where each subdomain \( \hat{\Omega}_j \) has a diameter of size \( H \) and then extend generously (i.e., with overlap of order \( H \)) each \( \hat{\Omega}_j \). The restriction of any FE space to the coarse grid defined by the non-overlapping subdomains will be denoted by the index \( H \), and the restriction to \( \hat{\Omega}_j \) by the index \( j \). Next, we define the family of discretely divergence-free velocity subspaces \( \{D_j\}_{j=0}^{J} \) by \( D_0 = D^H \), and for \( j \in \{1, 2, ..., J\} \),

\[
    D_j = \{ \mathbf{u} \in V_j | b(\mathbf{u}, \lambda) = 0, \quad \forall \lambda \in \Lambda_j \}.
\]

For any \( \mathbf{u} \in D^h \), we define the projection operators \( P_j : D^h \rightarrow D_j \) associated with the bilinear form \( a(\cdot, \cdot) \) by

\[
    a(P_j \mathbf{u}, \mathbf{w}) = a(\mathbf{u}, \mathbf{w}), \quad \forall \mathbf{w} \in D_j,
\]

for \( j \in \{0, 1, ..., J\} \).
Algorithm 3.1 (Additive Domain Decomposition) 1. Compute $v^h_I \in V^h$ as in [CPRY95].
2. Compute an approximation, $v_D$, of $v^h_D \in D^h$ by applying conjugate gradient iteration to
   \[ P v_D = F \] (7)
where $P = P_0 + P_1 + \cdots + P_J$, $F = F_0 + F_1 + \cdots + F_J$, and $F_j = P_j v^h_D$.
3. Set $v^h = v_D + v^h_I$.

Remark 3.1 The right-hand side $F$ in (7) can be computed by solving the coarse-grid problem and local subproblems. Specifically, for each $j \in \{0, 1, ..., J\}$, $F_j$ is the solution of the following problem:
   \[ a(F_j, w) = a(P_j v^h_D, w) = -a(v^h_I, w), \quad \forall w \in D_j. \] (8)

Algorithm 3.2 (Multiplicative Domain Decomposition) 1. Compute $v^h_I$ as in the first step of Algorithm 4.
2. Given an approximation $v^h_D \in D^h$ to the solution $v^h_D$ of (6), define the next approximation $v^{i+1}_D \in D^h$ as follows:
   a) Set $W_{-1} = v^h_D$.
   b) For $j = 0, 1, ..., J$ in turn, define $W_j$ by
      \[ W_j = W_{j-1} + \omega P_j (v^h_D - W_{j-1}) \]
   where the parameter $\omega \in (0, 2)$.
   c) Set $v^{i+1}_D = W_J$.
3. Set $v^h = v^h_I + v^h_D$.

Remark 3.2 $P_j(v^h_D - W_{j-1})$ can be computed by solving the following problem:
   \[ a(P_j(v^h_D - W_{j-1}), w) = -a(v^h_I + W_{j-1}, w), \quad \forall w \in D_j. \] (9)

A simple computation implies that the error propagation operator of multiplicative domain decomposition at the second step of Algorithm 3.2 has the form of
\[ E = (I - P_J)(I - P_{J-1}) \cdots (I - P_0). \] (10)

Define a norm associated with the bilinear form $a(\cdot, \cdot)$ by
   \[ \|u\|_a = a(u, u)^{1/2}, \quad \forall u \in D^h. \]

We shall show in the last section that $\|E\|_a$ is bounded by a constant which is less than one and independent of the mesh size $h$ and the number of subdomains.
4 Construction of Divergence-Free Basis

Since the technique of the mixed method leads to a saddle-point problem which causes the final system to be indefinite, many well-established efficient linear system solvers cannot be applied. As we mentioned earlier, (3) could be symmetric and positive definite if we discretize it in the discrete divergence-free subspace $\mathbf{D}^h$. The construction of a basis for $\mathbf{D}^h$ is essential.

In this section, we will construct a computationally convenient basis for $\mathbf{D}^h$—the divergence-free subspace of $\mathbf{V}^h$. We will do this by first constructing a vector potential space $\mathbf{U}^h$ such that

$$\mathbf{D}^h = \text{curl } \mathbf{U}^h. \quad (11)$$

Next, we will find a basis for $\mathbf{U}^h$ and we will define a basis for $\mathbf{D}^h$ by simply taking the curls of the vector potential basis functions.

Denote the mesh on $\Omega = (0,1)^3$ by $0 = x_0 < \cdots < x_i < \cdots < x_n = 1$, and similarly with $y_j$ and $z_k$, $0 \leq j, k \leq n$. The assumption of the same number $n$ of intervals in each direction is merely for convenience and is not necessary for the construction to follow. Let $\mathbf{U}^h$ be defined as follows:

$$\mathbf{U}^h = \text{span} \left\{ \begin{pmatrix} \phi_i(y, z) \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ \phi_j(x, z) \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ \phi_k(x, y) \end{pmatrix} \right\}, \quad (12)$$

where $1 \leq i \leq (n-1)^2$ (thus, only the first $yz$-slice is included) and $1 \leq j, k \leq n(n-1)^2$ (all $xz$- and $xy$-slices are included) and $\phi_i$ is the standard bi-linear nodal basis function associated with the edge $i$ and is piece-wise constant in the third dimension. Note that the number of excluded $\phi_i$’s is $(n-1)^3$. If the number of intervals in the $x$-, $y$-, and $z$-directions were $\ell$, $m$, and $n$, respectively, the number excluded would be $(\ell - 1)(m - 1)(n - 1)$, and would be the same if all but one $xz$- or $xy$-slice were excluded instead of all but one $yz$-slice.

Next, we list some properties of $\mathbf{U}^h$ which follow directly from the definition of the potential space.

**Remark 4.1** $\mathbf{U}^h \not\subset \mathbf{H}^1(\Omega)$, and hence, $\mathbf{U}^h \not\subset \mathbf{H}^1(\Omega)^3$.

**Remark 4.2** Every $\Phi \in \mathbf{U}^h$ satisfies $\Phi \times \mathbf{n} = 0$ on $\partial \Omega$.

**Remark 4.3** $\mathbf{U}^h$ is locally divergence-free, i.e. $\nabla \cdot \Phi = 0$ on each element $K \in \mathcal{T}^h$ for every $\Phi \in \mathbf{U}^h$.

**Remark 4.4** $\mathbf{U}^h \subset \mathbf{H}(\text{curl}; \Omega)$, and hence $\text{curl } \mathbf{U}^h \subset \mathbf{V}^h$.

Since $\text{div } \text{curl} \equiv 0$, we have $\text{curl } \mathbf{U}^h \subset \mathbf{D}^h$. Counting dimensions,

$$\dim \mathbf{U}^h = (2n + 1)(n - 1)^2 = 2n^3 - 3n^2 + 1.$$  

Also, $\text{div } \mathbf{V}^h$ consists of those piecewise constants with integral zero over $\Omega$, hence has dimension $n^3 - 1$, and we obtain

$$\dim \mathbf{D}^h = \dim \mathbf{V}^h - \dim \text{div } \mathbf{V}^h = 3(n - 1)n^2 - (n^3 - 1) = 2n^3 - 3n^2 + 1.$$
We show in [CPRY95] that the curls of the vectors in (12) are linearly independent, so that
\[
\dim \mathbf{D}^h = \dim \text{curl} \: \mathbf{U}^h = \dim \mathbf{U}^h = 2n^3 - 3n^2 + 1,
\]
which implies that for every divergence-free vector \( \mathbf{v} \in \mathbf{D}^h \) there exists a unique potential vector \( \Phi \in \mathbf{U}^h \) such that
\[
\mathbf{v} = \text{curl} \: \Phi.
\]

The vector functions in (12) constitute only one possible choice of a basis for \( \mathbf{U}^h \).

**Remark 4.5** The above-defined basis for \( \mathbf{U}^h \) (and hence for \( \mathbf{D}^h \)) consists of vector functions with minimal possible support (4 elements).

In [CPRY95] we prove the following Poincaré-type inequality:

**Lemma 4.1** There exists a constant \( C(\Omega) > 0 \) independent of the quasi-uniform mesh size \( h \), such that for all \( \Phi \in \mathbf{U}^h \) we have
\[
\| \Phi \|_{L^2(\Omega)} \leq C(\Omega) \| \text{curl} \: \Phi \|_{L^2(\Omega)}.
\]

(Since the vector potential space \( \mathbf{U}^h \not\subset H^1(\Omega)^3 \), inequality (13) does not follow from the standard Poincaré inequality.)

**Corollary 4.2** The linear system (6) to be solved in \( \mathbf{D}^h \) has a symmetric and positive definite matrix with condition number of order \( O(h^{-2}) \).

The result of the Lemma suggests that the curl semi-norm behaves like the \( H_1^0 \) semi-norm for scalar functions and thus allowing us to use fairly standard DD tools (as in [BPWX91, BX91, Cai93, DW87, Lio88, GR86]) to prove in [CPRY95] the following uniform convergence rate estimates:
Theorem 4.1 For any vector \( \mathbf{v} \in D_h \), we have
\[
C_1 a(\mathbf{v}, \mathbf{v}) \leq a(\mathbf{Pv}, \mathbf{v}) \leq C_2 a(\mathbf{v}, \mathbf{v})
\] (14)
where the positive constants \( C_1 \) and \( C_2 \) are independent of \( h \) and \( J \).

Theorem 4.2 The iterative method defined at the second step in Algorithm 3.2 is uniformly convergent, i.e.,
\[
\|\mathbf{E}\|_a \leq \gamma < 1
\] (15)
where \( \gamma \) is a constant that does not depend on the number of subdomains and the mesh size.
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Preconditioners for Mixed Spectral Element Methods for Elasticity and Stokes Problems

Luca F. Pavarino

1 Introduction: Linear Elasticity and Stokes Systems

We introduce and analyze some preconditioned iterative methods for the large indefinite linear systems arising from mixed spectral element discretizations of the linear elasticity and Stokes systems in three dimensions. For other approaches to the iterative solution of spectral element methods for Stokes and Navier-Stokes problems, see Maday, Patera and Ronquist [MPR92], Fischer and Ronquist [FR94], Ronquist [Ron96], Casarin [Cas96] and the references therein. For $p$-version finite element preconditioners for elasticity, see Mandel [Man96].

Let $\Omega \subset \mathbb{R}^3$ be a polyhedral domain and $\Gamma_0$ a subset of its boundary. Let $V$ be the Sobolev space $V = \{v \in H^1(\Omega)^3 : v|_{\Gamma_0} = 0\}$. The linear elasticity problem consists in finding the displacement $u \in V$ of the domain $\Omega$, fixed along $\Gamma_0$, subject to a surface force of density $g$ along $\Gamma_1 = \partial \Omega - \Gamma_0$ and subject to an external force $f$:

$$2\mu \int_{\Omega} \epsilon(u) : \epsilon(v) \, dx + \lambda \int_{\Omega} \text{div}u \, \text{div}v \, dx = \langle F, v \rangle \quad \forall v \in V. \quad (1)$$

Here $\lambda$ and $\mu$ are the Lamé constants, $\epsilon_{ij}(u) = \frac{1}{2}(\frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i})$ is the linearized stress tensor, and the inner products are defined as $\epsilon(u) : \epsilon(v) = \sum_{i,j=1}^{3} \sum_{j=1}^{3} \epsilon_{ij}(u) \epsilon_{ij}(v)$, $\langle F, v \rangle = \int_{\Omega} \sum_{i=1}^{3} f_i v_i \, dx + \int_{\Gamma_1} \sum_{i=1}^{3} g_i v_i \, ds$. When $\lambda$ approaches infinity, this pure displacement model describes materials that are almost incompressible. In terms of the Poisson ratio $\nu = \frac{\lambda}{2(\lambda + \mu)}$, these materials are characterized by $\nu$ close to $1/2$. It is well known that when low order $h$-version finite elements are used in the discretization of (1), the locking phenomenon causes a deterioration of the convergence rate as $h \to 0$; see Babuška and Suri [BS92]. If the $p$-version is used instead, locking in $u$ is eliminated, but it could still be present in quantities of interest such as $\lambda \text{div}u$. Moreover, the stiffness matrix obtained by discretizing the pure displacement model (1) has a condition number that goes
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to infinity when $\nu \to 1/2$. Therefore, the convergence rate of iterative methods deteriorates rapidly as the material becomes almost incompressible. Locking problems are eliminated altogether by introducing the new variable $p = -\lambda \text{div} u \in L^2(\Omega) = W$ and by rewriting the pure displacement problem in a mixed formulation (see Brezzi and Fortin [BF91]): Find $(u, p) \in V \times W$ such that

$$
\begin{aligned}
  a(u, v) + b(v, p) &= \langle F, v \rangle \quad \forall v \in V, \\
  b(u, q) - \frac{1}{\lambda} c(p, q) &= 0 \quad \forall q \in W,
\end{aligned}
$$

(2)

where $a(u, v) = 2\mu \int_{\Omega} \varepsilon(u) : \varepsilon(v) \, dx$, $b(v, q) = -\int_{\Omega} \text{div} \, v \, q \, dx$, $c(p, q) = \int_{\Omega} p \, q \, dx$. When $\lambda \to \infty$ (or, equivalently, $\nu \to 1/2$), we obtain from (2) the limiting problem for incompressible elasticity. In case of homogeneous Dirichlet boundary conditions on the whole boundary $\partial \Omega$, problem (2) is equivalent to a generalized Stokes problem, with $a(\cdot, \cdot)$ replaced by $\mathfrak{a}(u, v) = \mu \int_{\Omega} \nabla u : \nabla v \, dx$ and with $c(\cdot, \cdot)$ scaled by $\lambda + \mu$ instead of $\lambda$. In this case, the pressure will have zero mean value, so we define $W = L^2_0(\Omega)$. When $\lambda \to \infty$ we obtain the classical Stokes system describing the velocity $u$ and pressure $p$ of a fluid of viscosity $\mu$: Find $(u_0, p_0) \in V \times W$ such that

$$
\begin{aligned}
  a(u_0, v) + b(v, p_0) &= \langle F, v \rangle \quad \forall v \in V, \\
  b(u_0, q) &= 0 \quad \forall q \in W.
\end{aligned}
$$

(3)

2 Mixed Spectral Element Methods

Let $\Omega_{\text{ref}}$ be the reference cube $[-1,1]^3$, $Q_n(\Omega_{\text{ref}})$ be the set of polynomials on $\Omega_{\text{ref}}$ of degree $n$ in each variable and $P_n(\Omega_{\text{ref}})$ be the set of polynomials on $\Omega_{\text{ref}}$ of total degree $n$. Let the domain $\Omega$ be decomposed into a finite element triangulation $\bigcup_{i=1}^N \Omega_i$ of nonoverlapping elements. Each $\Omega_i$ is the affine image of the reference cube $\Omega_i = F_i(\Omega_{\text{ref}})$, where $F_i$ is an affine mapping. We discretize each displacement component by conforming spectral elements, i.e. by continuous, piecewise polynomials of degree $n$:

$$
V^n = \{ v \in V : v_k |_{\Omega_i} \circ F_i \in Q_n(\Omega_{\text{ref}}), \ i = 1, \cdots, N, \ k = 1, 2, 3 \}.
$$

We consider two choices for the discrete pressure space $W^n$:

$$
W^n_1 = \{ q \in W : q_i |_{\Omega_i} \circ F_i \in Q_{n-2}(\Omega_{\text{ref}}), \ i = 1, \cdots, N \},
$$

$$
W^n_2 = \{ q \in W : q_i |_{\Omega_i} \circ F_i \in P_{n-1}(\Omega_{\text{ref}}), \ i = 1, \cdots, N \}.
$$

The first choice gives us the $Q_n - Q_{n-2}$ method that Maday, Patera and Ronquist [MPR92] proposed for the Stokes system. A very convenient basis for $W^n_1$ consists of the tensor-product Lagrangian interpolants associated with the internal Gauss-Lobatto-Legendre (GLL) nodes, described in the next section. The second choice gives us the Method 2 analyzed in Stenberg and Suri [SS95]. For this space standard $p$-version bases can be used. We will call this method $Q_n - P_{n-1}$.

**Gauss-Lobatto-Legendre (GLL) Quadrature and the Discrete Problem**

Denote by $\{\xi_i, \eta_j, \zeta_k\}_{i,j,k=0}^n$ the set of GLL points on $Q_n(\Omega_{\text{ref}})$, and by $\sigma_i$ the weight associated with $\xi_i$. Let $l_i(x)$ be the Lagrange interpolating polynomial vanishing
at all the GLL nodes except at $\xi_i$, where it equals one. The basis functions on
the reference cube are then defined by a tensor product as
\[ l_i(x)l_j(y)l_k(z), \quad 0 \leq i, j, k \leq n. \]
This is a nodal basis, since every polynomial in $Q_n(\Omega_{ref})$ can be written as
\[ u(x, y, z) = \sum_{i=0}^{n} \sum_{j=0}^{n} \sum_{k=0}^{n} \psi(\xi_i, \xi_j, \xi_k) l_i(x)l_j(y)l_k(z). \]
We then replace each integral of the continuous model (2) by GLL quadrature sums:
\[ (u, v)_{Q, \Omega} = \frac{N}{n} \sum_{s=1}^{N} \sum_{i,j,k=0}^{n} (u \circ F_s)(v \circ F_s)|J_s|(\xi_i, \xi_j, \xi_k)\sigma_i\sigma_j\sigma_k, \]
where $|J_s|$ is the determinant of the Jacobian of $F_s$. The analysis of this discretization
technique can be found in Bernardi and Maday [BM92] and Maday, Patera and
Rønquist [MPR92]. Applying this spectral element discretization to (2), we obtain
the following discrete elasticity problem: Find $(u, p) \in V^n \times W^n$ such that
\[
\begin{aligned}
& a_Q(u, v) + b_Q(v, p) = <F, v>_{Q, \Omega} \quad \forall v \in V^n \\
& b_Q(u, q) - \frac{1}{\lambda} b_Q(p, q) = 0 \quad \forall q \in W^n,
\end{aligned}
\]
(4)
where $a_Q(u, v) = 2\mu(e(u) : e(v))_{Q, \Omega}$, $b_Q(v, q) = -(div v, q)_{Q, \Omega}$, $c(p, q) = (p, q)_{Q, \Omega}$.
This is a saddle point problem with a penalty term and has the following matrix form:
\[
Kx = \begin{bmatrix} A & B^T \\ B & -\frac{1}{\lambda} C \end{bmatrix} x = b.
\]
(5)
The stiffness matrix $K$ is symmetric and indefinite. It is less sparse than the one
obtained by low-order finite elements, but is still well-structured. In the incompressible
case, the $C$ block is zero. For the Stokes problem, the discretization of the equivalent
formulations (3) leads to an analogous block structure, with $A$ consisting of three
uncoupled discrete Laplacians.

The inf-sup Constant for Spectral Elements

The convergence of mixed methods depends not only on the approximation properties
of the discrete spaces $V^n$ and $W^n$, but also on a stability condition known as the
inf-sup (or LBB) condition; see Brezzi and Fortin [BF96]. While many important $h$-
version finite elements for Stokes problems satisfy the inf-sup condition with a constant
independent of $h$, the important spectral elements proposed for Stokes problems, such
as the $Q_n - Q_{n-2}$ and $Q_n - P_{n-1}$ methods, have an inf-sup constant that approaches
zero as $n^{-1(d-1)/2} (d = 2, 3)$. This result has been proven for the $Q_n - Q_{n-2}$ method by
Maday, Patera and Rønquist [MPR92], where an example is constructed showing that
this estimate is sharp. Stenberg and Suri [SS96] proved the following, more general,
result covering both methods.

Theorem 1. (Stenberg and Suri [SS96]) Let the spaces $V^n$ and $W^n$ satisfy assumptions
(A1)-(A4) of [SS96] (satisfied by both our methods). Then for $d = 2, 3$
\[ \sup_{v \in V^n \setminus \{0\}} \frac{(div v, q)}{\|v\|_{H^1}} \geq C n^{-(d-1)/2} \|q\|_{L^2} \quad \forall q \in W^n, \]
where the constant $C$ is independent of $n, N$ and $q$.

In matrix form, the inf-sup condition becomes $q^t B A^{-1} B^t q \geq \beta_q^2 q^t C q, \forall q \in W^n$,
Table 1 Substructuring preconditioner: local condition numbers of \( \tilde{S}^{-1}S \)

<table>
<thead>
<tr>
<th>( n )</th>
<th>0.3</th>
<th>0.4</th>
<th>0.49</th>
<th>0.499</th>
<th>0.4999</th>
<th>0.49999</th>
<th>0.499999</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>59.6995</td>
<td>64.5997</td>
<td>122.126</td>
<td>176.323</td>
<td>187.449</td>
<td>188.659</td>
<td>188.781</td>
</tr>
</tbody>
</table>

| \( \nu \) | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 0.499999 | - | 60.3303 | 89.1704 | 112.048 | 137.546 | 162.999 | 188.781 |

where \( \beta_0 = Cn^{-\left(\frac{4}{n-1}\right)} \) is the inf-sup constant of the method. Therefore \( \beta_0^2 \) scales as \( \lambda_{\text{min}}(C^{-1}BA^{-1}B') \). Numerical experiments by Maday, Patera and Ronquist [MPR92], have shown that for the \( Q_n - Q_{n-2} \) method, for practical values of \( n \) (e.g. \( n \leq 16 \)), the dependence of \( \beta_0 \) on \( n \) is much weaker. Our numerical experiments show that the situation is even better for the \( Q_n - P_{n-1} \) method. The trade-off in this case is the loss of a tensorial basis.

3 Preconditioned Iterative Methods

We will consider three classes of preconditioners: a) block-diagonal and b) triangular preconditioners for the whole indefinite system \( Kx = b \) and c) substructuring methods for the Schur complement \( S \) of \( K \) associated with the interface variables. a) and b) are based on recent work by Klawonn [Kla96] on standard \( h \)-version finite elements, while c) is based on the wire basket spectral element methods introduced by Pavarino and Widlund [PW96] for the scalar case.

Block-diagonal Preconditioners

Consider the block-diagonal preconditioner with positive definite blocks \( \hat{A} \) and \( \hat{C} \):

\[
\hat{D} = \begin{bmatrix}
\hat{A} & 0 \\
0 & \hat{C}
\end{bmatrix}
\]

\( \hat{A} \) and \( \hat{C} \) are assumed to be good preconditioners for \( A \) and \( C \) respectively:

i) \( \exists a_0, a_1 > 0 \) such that \( a_0^2 v^t \hat{A} v \leq v^t A v \leq a_1^2 v^t \hat{A} v \), \( \forall v \in V^n \);

ii) \( \exists c_0, c_1 > 0 \) such that \( c_0^2 q^t \hat{C} q \leq q^t C q \leq c_1^2 q^t \hat{C} q \), \( \forall q \in W^n \). Interesting choices for \( \hat{A} \) are given by \( h \)-version finite element discretizations on the GLL mesh or by substructuring domain decomposition methods, where \( a_0 \) and \( a_1 \) have a polylogarithmic dependence on the spectral degree \( n \) (for the scalar case, see Pavarino and Widlund [PW96] and Casarin [Cas96]). Since the resulting preconditioned system is symmetric, we can use the Preconditioned Conjugate Residual Method (PCR); see Hackbusch [Hac94]. Combining Klawonn’s result ([Kla96], pp. 46-47) and Theorem 1, we obtain the following convergence result.

Theorem 2. If \( K \) is the stiffness matrix of the discrete system (4) obtained with either the \( Q_n - Q_{n-2} \) or the \( Q_n - P_{n-1} \) method and \( \hat{D} \) is the block-diagonal preconditioner
Table 2. Exact block-diagonal preconditioner: iteration counts for $Q_n - Q_{n-2}$ on one element (in brackets are the iterations counts with the inexact $Q_1$ $u$-block and exact $p$-block)

<table>
<thead>
<tr>
<th>$\nu$</th>
<th>$n$</th>
<th>0.3</th>
<th>0.4</th>
<th>0.49</th>
<th>0.499</th>
<th>0.4999</th>
<th>0.49999</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td></td>
<td>11 (57)</td>
<td>15 (72)</td>
<td>31 (139)</td>
<td>39 (173)</td>
<td>41 (179)</td>
<td>41 (179)</td>
<td>41 (179)</td>
</tr>
<tr>
<td></td>
<td>$\nu$</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>0.5</td>
<td></td>
<td>1 (1)</td>
<td>7 (13)</td>
<td>21 (48)</td>
<td>31 (84)</td>
<td>35 (111)</td>
<td>37 (134)</td>
<td>39 (158)</td>
</tr>
</tbody>
</table>

(6), then

$$\text{cond}(\hat{D}^{-1}K) \leq C\beta_0^{-1} = Cn^{d\frac{1}{d-1}}, \quad d = 2, 3.$$ 

This implies that the number of iterations of our algorithm is bounded by $Cn^{d\frac{1}{d-1}}$.

**Triangular Preconditioners**

Consider the lower and upper triangular preconditioners

$$\hat{T}_L = \begin{bmatrix} \hat{A} & 0 \\ B & \hat{C} \end{bmatrix}, \quad \hat{T}_U = \begin{bmatrix} \hat{A} & B^T \\ 0 & \hat{C} \end{bmatrix},$$  \hspace{1cm} (7)$$

where $\hat{A}$ and $\hat{C}$ are positive definite matrices. We will denote by $T_L$ and $T_U$ the case with exact blocks $\hat{A} = A$ and $\hat{C} = C$. Since the resulting preconditioned system is no longer symmetric or positive definite, we need to use Krylov methods for general nonsymmetric systems. We will consider three relatively recent methods: GMRES, BiCGSTAB and QMR; see Freund, Golub and Nachtigal [FGN92]. We remark that each application of the inverse of the triangular preconditioners $\hat{T}_L$ or $\hat{T}_U$ is only marginally more expensive than the block-diagonal preconditioner, because in addition to the solution of a system for $\hat{A}$ and one for $\hat{C}$, it requires only one application of $B$ (or $B^t$).

Klawonn ([Kla96], p. 56) proved that the spectrum of $T^{-1}K$ is real and positive. Combining Klawonn’s result and Theorem 1, we obtain the following result.

**Theorem 3.** If $K$ is the stiffness matrix of the discrete system (4) obtained with either $Q_n - Q_{n-2}$ or $Q_n - P_{n-1}$ spectral elements and $T$ is the lower or upper triangular preconditioner (7) with exact blocks, then

$$\text{cond}(T^{-1}K) \leq C\beta_0^{-2} = Cn^{d(d-1)}, \quad d = 2, 3.$$ 

The case of a triangular preconditioner with inexact blocks is studied in Theorem 5.2 in Klawonn [Kla96], pg. 59, under the standard assumptions i) and ii) of the previous section. The estimate provided is analogous to the case with exact blocks, but it is more complicated and we refer to [Kla96] for the details.

**A Substructuring Preconditioner**

For scalar elliptic problems, a complete study of substructuring methods for $h$-version finite elements can be found in Dryja, Smith and Widlund [DSW94]. For the spectral
Table 3  Exact block-diagonal preconditioner: iteration counts for $n - Q_{n-2}$ on many elements

<table>
<thead>
<tr>
<th>$n$</th>
<th>$N = N_x \times N_y \times N_z$</th>
<th>0.3</th>
<th>0.4</th>
<th>0.49</th>
<th>0.499</th>
<th>0.4999</th>
<th>0.49999</th>
<th>0.499999</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$8 = 2 \times 2 \times 2$</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>$64 = 4 \times 4 \times 4$</td>
<td>10</td>
<td>13</td>
<td>19</td>
<td>21</td>
<td>21</td>
<td>21</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>2</td>
<td>$216 = 6 \times 6 \times 6$</td>
<td>10</td>
<td>13</td>
<td>21</td>
<td>23</td>
<td>23</td>
<td>23</td>
<td>23</td>
<td>23</td>
</tr>
</tbody>
</table>

Table 4  Exact lower-triangular preconditioner: iteration counts for $n - Q_{n-2}$ on one element; $G=GMRES$, $B=Bi-CGSTAB$, $Q=QMR$

<table>
<thead>
<tr>
<th>$n$</th>
<th>0.3</th>
<th>0.4</th>
<th>0.49</th>
<th>0.499</th>
<th>0.4999</th>
<th>0.49999</th>
<th>0.499999</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>G B Q</td>
<td>G B Q</td>
<td>G B Q</td>
<td>G B Q</td>
<td>G B Q</td>
<td>G B Q</td>
<td>G B Q</td>
<td>G B Q</td>
</tr>
<tr>
<td>11</td>
<td>7 4 6</td>
<td>9 5 8</td>
<td>21 14 18</td>
<td>28 23 24</td>
<td>29 32 25</td>
<td>29 23 25</td>
<td>29 23 25</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\nu$</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>G B Q</td>
<td>G B Q</td>
<td>G B Q</td>
<td>G B Q</td>
<td>G B Q</td>
<td>G B Q</td>
<td>G B Q</td>
<td>G B Q</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$n$</th>
<th>0.5</th>
<th>11</th>
<th>10</th>
<th>12</th>
<th>19 14 18</th>
<th>21 15 20</th>
<th>22 20 21</th>
<th>24 20 22</th>
<th>26 17 23</th>
<th>28 20 25</th>
<th>29 23 25</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>G B Q</td>
<td>G B Q</td>
<td>G B Q</td>
<td>G B Q</td>
<td>G B Q</td>
<td>G B Q</td>
<td>G B Q</td>
<td>G B Q</td>
<td>G B Q</td>
<td>G B Q</td>
</tr>
</tbody>
</table>

In the element case, see Pavarino and Widlund [PW96] and Casarin [Cas96]. If we order first all interior variables and then all the interface variables, $(u_I, p, u_B)$ (we recall that pressure unknowns are only interior), the stiffness matrix $K$ can be reordered in the block form

$$K = \begin{pmatrix}
  K_{II} & K_{IB} \\
  K_{BI}^T & K_{BB}
\end{pmatrix}.$$

Eliminating the interior variables, we are left with the solution of a linear system with the Schur complement $S = K_{BB} - K_{IB} K_{II}^{-1} K_{IB}$. Our substructuring method will define a preconditioner for $S$. We further subdivide the interface variables into face and wire basket variables $u_B = (u_F, u_W)$, so that $S$ can be reordered in the block form

$$S = \begin{pmatrix}
  S_{FF} & S_{FW} \\
  S_{FW}^T & S_{WW}
\end{pmatrix}.$$

Our additive preconditioner $\hat{S}$ is built from independent solvers associated with each face $F_i$ (local problems) and the wire basket $W$ (coarse problem):

$$\hat{S}^{-1} = \sum_{faces F_i} R^{-1}_{F_i} S_{F_i,F_i} R_{F_i} + R_0 T S_{WW}^{-1} R_0,$$

where $R_0$ represent a change of basis for $W$ and $R_{F_i}$ are restrictions matrices. Each local solver $S_{F_i,F_i}^{-1}$ and $S_{WW}^{-1}$ can be replaced by an appropriate approximate solver. In joint work with O. Widlund, we are in the process of analyzing this algorithm using the Schwarz framework and recent work by Casarin [Cas96] for Stokes problems.
Table 5  Exact lower-triangular preconditioner: iteration counts for $Q_n - Q_{n-2}$ on many elements; $G$=GMRES, $B$=Bi-CGSTAB, $Q$=QMR

<table>
<thead>
<tr>
<th>$n$</th>
<th>$N$</th>
<th>$\nu$</th>
<th>$0.3$</th>
<th>$0.4$</th>
<th>$0.49$</th>
<th>$0.499$</th>
<th>$0.4999$</th>
<th>$0.49999$</th>
<th>$0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>GBQ</td>
<td>GBQ</td>
<td>GBQ</td>
<td>GBQ</td>
<td>GBQ</td>
<td>GBQ</td>
<td>GBQ</td>
</tr>
<tr>
<td>2</td>
<td>$2^2$</td>
<td></td>
<td>3.24</td>
<td>4.24</td>
<td>4.34</td>
<td>4.34</td>
<td>4.34</td>
<td>4.34</td>
<td>4.34</td>
</tr>
<tr>
<td>2</td>
<td>$4^2$</td>
<td></td>
<td>5.46</td>
<td>6.47</td>
<td>9.60</td>
<td>10.71</td>
<td>10.71</td>
<td>10.71</td>
<td>10.71</td>
</tr>
<tr>
<td>2</td>
<td>$6^2$</td>
<td></td>
<td>6.46</td>
<td>7.57</td>
<td>10.71</td>
<td>11.71</td>
<td>11.71</td>
<td>11.71</td>
<td>11.71</td>
</tr>
</tbody>
</table>

4  Numerical Results

All the computations were performed in MATLAB 4.2 on Sun SPARC stations. The model problem considered is (2) on the reference cube $[-1,1]^3$, discretized with the $Q_n - Q_{n-2}$ or $Q_n - P_{n-1}$ spectral element methods. The resulting discrete systems have a matrix structure as in (5). The iterative methods considered are PCR for the block-diagonal preconditioner and GMRES (without restart), Bi-CGSTAB and QMR for the triangular preconditioner. The initial guess is zero and the right-hand side consists of uniformly distributed random numbers in [-1,1]. The stopping criterion is $\|r_i\|_2/\|r_0\|_2 \leq 10^{-6}$, where $r_i$ is the $i$-th residual. We considered mainly preconditioners with exact blocks, in order to study the algorithms under the best of circumstances (inexact $a$-blocks based on piecewise linear $Q_1$ finite elements on the GLL mesh are considered in Table 2). For brevity, we report only the results for the $Q_n - Q_{n-2}$ method. The $Q_n - P_{n-1}$ iteration counts were consistently better, thanks to a better inf-sup constant. More details for the block-diagonal and triangular preconditioners can be found in Pavarino [Pav96a], [Pav96b].

The results reported in the following tables agree with the theory: the convergence rate of the proposed methods is independent of $\nu$ and $N$ but is mildly dependent on $n$ (almost linearly for incompressible materials and Stokes problems) via the inf-sup constant.

REFERENCES


1 Introduction

The Black Box Multigrid method of [Den82] is considered robust for diffusion problems with variable coefficients. However, it is applicable only to structured grids, that is, 3d-coefficient stencils (where d is the dimension of the problem) and not to more complicated (e.g., unstructured) finite element schemes. Furthermore, it is pointed out in [Sha94] [Sha96a] that Black Box Multigrid stagnates for certain diffusion problems with high diffusion areas separated by thin strips. Surprisingly, this stagnation occurs when the discontinuity curves are aligned with all the coarse grids, case which can be handled easily by either standard multigrid or the method of [BPWX91]. The AutoMUG method of [Sha94] [Sha96a] avoids this stagnation but diverges for other examples. In [Sha96b] this stagnation is studied and a modified version of Black Box Multigrid which avoids it is introduced. This version is related to the method of [KM81] and is based on ‘throwing’ certain matrix elements onto the main diagonal when constructing the prolongation operator from coarse to fine grids. It is shown in [Sha96b] that this version is robust both theoretically (for a certain class of problems) and numerically (for the above example and others). The method is generalized in [Sha97] to finite element schemes on locally refined meshes.

In this work we further generalize the method to finite element schemes on unstructured meshes which do not necessarily arise from local refinement. The method is based on a given domain decomposition, usually determined by the physical or the geometrical nature of the problem (Figure 1). The idea is to choose suitable vertex variables on the interface between subdomains for serving as a coarse grid. The prolongation operator extending a coarse grid function to the whole grid consists of two steps: first solve low order systems for defining the function on the interfaces between subdomains; then solve the original scheme on each subdomain separately for defining the function in the subdomain interiors. (For simplicity we consider the 2-d case; in 3-d, three steps are needed.) The coarse grid equation is obtained from a
Galerkin scheme; it is solved either directly or iteratively using some preconditioning method or multigrid. Both the formulation of the coarse grid equation and the actual restriction and prolongation use only local operations which can be done in parallel. The method may be supplemented with presmoothing and postsmoothing as in multigrid or with an outer acceleration method. Unlike in [BPWX91], it is not assumed here that the discontinuities in the coefficients of the PDE are aligned with the coarse mesh. The method and the analysis are algebraic in the sense that, once the domain decomposition and the coarse grid are determined, only the coefficient matrix is used and not the PDE or the finite element mesh. Therefore, the method is named Algebraic Domain Decomposition (ADD).

2 The Algebraic Domain Decomposition Method

Consider a finite element scheme for an elliptic boundary value problem on a mesh of the type used in [BPWX91] (illustrated in Figure 1). Assume that the underlying linear system is given by

$$Ax = b,$$  \hspace{1cm} (1)

where $x$ is the vector of unknowns corresponding to the nodes in the mesh, $b$ is the right-hand side vector and $A$ is the nonsingular coefficient matrix.

Consider a domain decomposition as in Figure 1, where nodes on the thick lines correspond to interface or boundary unknowns. Let some of these unknowns (typically,
vertex variables such as those denoted by ‘•’ in Figure 2) serve as coarse grid variables. In the following we denote by $c$ the set of coarse grid variables, by $b$ the set of the other boundary and interface variables and by $s$ the set of all other variables (corresponding to nodes in subdomain interiors). This induces a partitioning of the coefficient matrix $A$ as

$$A = \begin{pmatrix}
A_{ss} & A_{sb} & A_{sc} \\
A_{bs} & A_{bb} & A_{bc} \\
A_{cs} & A_{cb} & A_{cc}
\end{pmatrix}.$$

(2)

In the sequel we use this partitioning also for other matrices of the same order and (unless specified otherwise) refer by ‘blocks’ to the blocks in such a partitioning. We also denote $f = s \cup b$ (the set of fine grid points, namely, all variables but the coarse grid ones). This induces another block partitioning of $A$:

$$A = \begin{pmatrix}
A_{ff} & A_{fc} \\
A_{cf} & A_{cc}
\end{pmatrix},$$

where

$$A_{ff} = \begin{pmatrix}
A_{ss} & A_{sb} \\
A_{bs} & A_{bb}
\end{pmatrix}.$$

(3)

This partitioning is used for other matrices of the same order as well.

For any set $g$, let $|g|$ denote its cardinality (the number of elements in $g$). For any positive integer $k$, let $I_k$ denote the identity matrix of order $k$. For any set $g : c \cup f$, let $J_g : l_2(c \cup f) \rightarrow l_2(g)$ denote the injection operator defined by

$$(J_g w)_j = w_j, \ w \in l_2(c \cup f), \ j \in g.$$

For any matrix $M$, $M = (m_{i,j})_{1 \leq i \leq K, \ 1 \leq j \leq L}$, define the absolute value of $M$ by $|M| = (|m_{i,j}|)_{1 \leq i \leq K, \ 1 \leq j \leq L}$ and the diagonal matrix of row-sums of $M$ by

$$rs(M) = \text{diag} \left( \sum_{j=1}^{L} m_{i,j} \right)_{1 \leq i \leq K}.$$

Let us define a matrix $T(A)$ which is obtained from $A$ by ‘throwing’ certain matrix elements onto the main diagonal. More specifically, $T(A)$ is of the same order as $A$ and is upper block-triangular (with respect to the partitioning (2)) with $T(A)_{cc} = I_{|c|}$. The structure of $T(A)$ is thus

$$T(A) = \begin{pmatrix}
T(A)_{ss} & T(A)_{sb} & T(A)_{sc} \\
0 & T(A)_{bb} & T(A)_{bc} \\
0 & 0 & I_{|c|}
\end{pmatrix}.$$

Furthermore, $T(A)_{bb}$ is block-diagonal, with blocks corresponding to interface or boundary segments. Consider, for example, the unknowns on the thick line in Figure 3. Denote by $C$ the set of the two variables denoted by ‘•’, by $B$ the set of the other
variables on the thick line and by $F$ the set of all other variables. The rows in $A$ corresponding to $B$ can be partitioned in the form

$$
( A_{BF} \ A_B \ A_{BC} ) .
$$

The corresponding rows in $T(A)$ are defined by

$$
( 0 \ A_{BB} - rs(|A_{BF}|) \ A_{BC} ) .
$$

Consequently, the unknowns in $B$ are coupled in $T(A)$ with themselves and with those in $C$ only. It is assumed here that $T(A)_{BB}$ is nonsingular. A sufficient condition for this is that $A$ is diagonally dominant and $A_{BB}$ is irreducible, which implies that $T(A)_{BB}$ is irreducibly diagonally dominant. The rows of $T(A)$ corresponding to other boundary or interface segments of the form $B \subset b$ (such as that of Figure 4) are defined in a similar way. Note that for usual finite element schemes there is no coupling in $A$ between $B$ and $c \setminus C$ and, therefore,

$$
T(A)_{bc} = A_{bc} .
$$

Similarly, $T(A)_{ss}$ is block diagonal, with blocks corresponding to sets $S \subset s$ corresponding to interiors of subdomains. For example, denote by $B$ the unknowns corresponding to nodes on the thick lines in Figure 5, by $S$ the unknowns corresponding to the nodes in the interior of the subdomain bounded by these lines and by $F$ the rest
Figure 5 Second prolongation step, from $B$, the set of variables on the thick lines, into $S$, the set of variables in the interior of the subdomain bounded by the thick lines.

of the unknowns. The rows in $A$ corresponding to $S$ can be partitioned in the form

\[
\begin{pmatrix}
A_{SF} & A_{SS} & A_{SB}
\end{pmatrix}.
\]

The corresponding rows in $T(A)$ are defined by

\[
\begin{pmatrix}
0 & A_{SS} - rs(|A_{SF}|) & A_{SB}
\end{pmatrix}.
\]

Consequently, the unknowns in $S$ are coupled in $T(A)$ with themselves and with those in $B$ only. Rows of $T(A)$ corresponding to other subdomain interiors are defined in a similar way. It is assumed hereafter that $T(A)_{ss}$ is nonsingular. For usual finite element schemes (such as a linear finite element scheme on the mesh in Figure 1) $A_{SF} \equiv 0$ and, therefore,

\[
T(A)_{ss} = A_{ss}, \quad T(A)_{sb} = A_{sb} \quad \text{and} \quad T(A)_{sc} = A_{sc}.
\]

Therefore, nonsingularity of $T(A)_{ss}$ is guaranteed whenever the differential operator is symmetric positive definite (SPD). (The above more general definition of $T(A)_{ss}$ is introduced for cases where interiors of subdomains might be coupled with each other in $A$, e.g., when subdomains are not aligned with finite elements. It guarantees that such a coupling cannot exist in $T(A)$, which allows efficient and parallelizable restriction and prolongation operations.)

Define the prolongation operator $P$ and the restriction operator $R$ by

\[
P = T(A)^{-1} \quad \text{and} \quad R = P^*,
\]

where “*” denotes the conjugate with respect to the usual inner product in $L_2(c \cup f)$. Since $T(A)$ is block triangular, the application of $P$ and $R$ is performed easily by block back substitution and block forward elimination, respectively. Furthermore, since the subdomain interiors (such as $S$ in Figure 5) are decoupled from each other in $T(A)$ and the boundary segments (such as $B$ in Figure 3) are also decoupled from each other in $T(A)$, the applications of $R$ and $P$ are highly parallelizable.

Finally, the coarse grid operator $Q$ is a matrix of the same order as $A$ defined by

\[
Q = \begin{pmatrix}
W & 0 \\
0 & J_c R_A P J_c^T
\end{pmatrix}.
\]
where $W$ is a nonsingular matrix of order $|\mathcal{F}|$. The reasonable choices for $W$ are

$$ W = I_{|\mathcal{F}|} $$

or, in the spirit of [Den82],

$$ W = R_f \text{diag}(A_{ff}) \text{blockdiag}(P_{ff}) $$

(7)

(where 'blockdiag' corresponds to the partitioning (3)). The choice (7) yields better numerical results in [Sha97]. It is assumed hereafter that $J_c R_A P J_c^T$ is nonsingular; this is guaranteed, e.g., when $A$ is SPD.

The two-level iteration for the solution of (1) is defined by

$$ x_{\text{out}} = x_{\text{in}} + P Q^{-1} R (b - A x_{\text{in}}). $$

(8) may be supplemented with relaxations before and after it in the spirit of multigrid. (This approach is used in [Sha96b] for uniform grids and in [Sha97] for locally refined grids.) Alternatively, a Lanczos type acceleration may be applied to it. (This approach is used in [Sha97] for uniform grids.) For both approaches, the condition number of the preconditioned matrix $P Q^{-1} R A$ is an important measure for the rate of convergence. In the following, an upper bound on this condition number is given for a class of SPD problems.

3 Analysis in the SPD Case

Here $(\cdot, \cdot)$ denotes the usual inner product in $l_2(c \cup f)$ and $\| \cdot \|$ denotes the corresponding vector and matrix norms. The terms 'symmetry', 'SPD' and 'orthogonality' used below are interpreted with respect to this inner product. The following lemma is used in the proof of Theorem 1.

**Lemma 1** Let $M$ be a symmetric and positive semidefinite matrix of the same order as $A$. Then, for any vector $x \in l_2(c \cup f)$,

$$ (x, Mx) \leq 2 (x, (J_f^2 J_f M J_f^2 J_f + J_c^2 J_c M J_c^2 J_c) x). $$

**Proof:** Let $\tilde{\mathbf{x}} = J_f^2 J_f x - J_c^2 J_c x$. Then we have

$$ 0 \leq (\tilde{\mathbf{x}}, M \tilde{\mathbf{x}}) = (x, (J_f^2 J_f M J_f^2 J_f + J_c^2 J_c M J_c^2 J_c) x) - (x, (J_f^2 J_f M J_c^2 J_c + J_c^2 J_c M J_f^2 J_f) x). $$

The lemma follows from

$$ (x, Mx) = (x, (J_f^2 J_f M J_f^2 J_f + J_c^2 J_c M J_c^2 J_c) x) + (x, (J_f^2 J_f M J_c^2 J_c + J_c^2 J_c M J_f^2 J_f) x) \leq 2 (x, (J_f^2 J_f M J_f^2 J_f + J_c^2 J_c M J_c^2 J_c) x). $$

For any matrix $M$ which is SPD with respect to some inner product, define its condition number by

$$ \kappa(M) = \rho(M) \rho(M^{-1}) $$

where $\rho$ stands for the spectral radius of a matrix.
Theorem 1 Assume that A is symmetric and diagonally dominant, \( T(A) \) is nonsingular and \( W \) is SPD. Then
\[
\kappa(PQ^{-1}RA) 
\leq 2 \max \left\{ \rho(W^{-1}J_fRPA_fJ_f^T), 1 \right\} \left( 1 + 2\|P_{f,f}\| \sqrt{\eta\|A\|} + \eta\|RAP\| + \eta\|W\| \right),
\]
with \( \eta = (\sqrt{2} + 1)^2 \|A\| \).

Proof: Since \( A \) is symmetric and diagonally dominant, it follows from Gershgorin’s theorem that it is positive semidefinite. Let \( x \in l_2(c \cup f) \) satisfy \( \|x\| = 1 \) and denote \( \varepsilon = (x, Ax) \). Since \( A \) is symmetric and positive semidefinite, \( x \) may be written as a linear combination of the orthogonal eigenvectors of \( A \). Consequently, \( \|Ax\|^2 \leq \|A\| \varepsilon \).

Define
\[
A_1 = \begin{pmatrix}
(A - T(A))_{ss} & (A - T(A))_{sb} & (A - T(A))_{sc} \\
(A - T(A))_{bs} & rs([A - T(A)]_{ba}) & 0 \\
(A - T(A))_{cs} & 0 & rs([A - T(A)]_{cb})
\end{pmatrix}
\]
and
\[
A_2 = \begin{pmatrix}
rs([A_{ab}]) & A_{ab} & 0 \\
A_{ba} & (A - T(A))_{bb} & (A - T(A))_{bc} \\
0 & (A - T(A))_{cb} & rs([A - T(A)]_{cb})
\end{pmatrix}.
\]

Note that, when (4) and (5) hold, this simplifies to read
\[
A_1 \equiv 0 \quad \text{and} \quad A_2 = \begin{pmatrix}
rs([A_{ab}]) & A_{ab} & 0 \\
A_{ba} & (A - T(A))_{bb} & 0 \\
0 & 0 & 0
\end{pmatrix}.
\]

Since \( A_1, A_2, A - A_1 \) and \( A - A_2 \) are symmetric and diagonally dominant, it follows from Gershgorin’s theorem that they are positive semidefinite. Using the same argument as in the beginning of the proof, one obtains
\[
\|A_nx\|^2 \leq \|A_n\|(x, A_nx) \leq \|A_n\| \varepsilon, \quad n = 1, 2.
\]
For convenience we use here the notation \( f_1 = s \) and \( f_2 = b \). Note that
\[
J_{f_n}A_n = J_{f_n}(A - P^{-1}), \quad n = 1, 2.
\]

Consequently,
\[
\|J_fAx\| - \|J_fPA^{-1}x\| \leq \|J_f(A - P^{-1})x\|^2 = \sum_{n=1}^2 \|J_{f_n}A_nx\|^2 
\leq \sum_{n=1}^2 \|A_nx\|^2 \leq (\|A_1\| + \|A_2\|) \varepsilon,
\]
which implies that
\[
\|J_fPA^{-1}x\| \leq \sqrt{\eta}, \quad \text{where} \quad \eta = (\sqrt{\|A_1\| + \|A_2\|} + \sqrt{\|A\|})^2 \leq (\sqrt{2} + 1)^2 \|A\|.
\]
As a result, we have
\[
(x, R^{-1}QP^{-1}x) = (P^{-1}x, QP^{-1}x)
\]
\[
= (J^t J x + J^t J f P^{-1}x, Q (J^t J x + J^t J f P^{-1}x))
\]
\[
\leq (J^t J x, RAP(J^t J x)) + \eta \|W\| \varepsilon
\]
\[
= (P (P^{-1}x - J^t J f P^{-1}x), AP (P^{-1}x - J^t J f P^{-1}x)) + \eta \|W\| \varepsilon
\]
\[
\leq \left(1 + 2 \|P J f\| \sqrt{\eta \|A\| + \eta \|RAP\| + \eta \|W\|}\right) \varepsilon,
\]
which implies that the function \((x, R^{-1}QP^{-1}x)/(x, Ax)\) is bounded. On the other hand, we have from Lemma 1 that, for any \(y \in l_2(c \cup f)\),
\[
(y, RAPy) \leq 2(y, (J^t J f RAP J^t J f + J^t J c RAP J^t J c) y)
\]
\[
\leq 2 \max \{\rho(W^{-1}J f RAP J^t), 1\} (y, Qy),
\]
which implies that the function \((x, Ax)/(x, R^{-1}QP^{-1}x)\) is bounded. This completes the proof of the theorem.

Although \(W\) in (7) is not SPD, Theorem 1 can be applied with \(W\) replaced by an SPD matrix such as blockdiag(\(W\)) (or diag(\(W\)), or \(I_{|f|}\)). Using this, Theorem 1 applies also to the nonsymmetric matrix \(W\) of (7), provided that the bound in (9) is multiplied by the condition number of
\[
P \begin{pmatrix} \text{blockdiag}(W)^{-1} W & 0 \\ 0 & I_{|c|} \end{pmatrix} P^{-1} \quad (\text{see [Sha96b] for the details}).
\]

Note that the above analysis would still be valid if
1. the inner product used above had been replaced by the inner product \((D, \cdot)\)
   induced by some diagonal SPD matrix \(D\);
2. the above vector norm had been replaced by \(\|\cdot\|_D = \sqrt{(D, \cdot)}\);
3. the above matrix norm had been replaced by the matrix norm induced by
   \(D\), that is, \(\|\cdot\|_D = \|D^{1/2} \cdot D^{-1/2}\|\)
4. and the terms ‘symmetry’, ‘SPD’ and ‘orthogonality’ and the conjugate ‘*’
   had been interpreted with respect to \((D, \cdot)\).

Consequently, we have

**Corollary 1** Assume that \(A\) is symmetric and diagonally dominant and \(T(D^{-1}A)\) is nonsingular, where \(D\) is a diagonal SPD matrix. Let \(T(A)\) be the same matrix as \(T(A)\)
but with the lower right block \(I_{|c|}\) replaced by \(D_{cc}\). Define
\[
P = T(D^{-1} A)^{-1} = \tilde{T}(A)^{-1} D, \quad R = D^{-1} P^t D = \tilde{T}(A)^{-1} D
\]
and \(Q = \text{blockdiag}(I_{|f|}, J_c RAP J_c^t)\).

Then
\[
\kappa(PQ^{-1}RD^{-1}A)
\]
\[
\leq 2 \max \{\rho(J f RD^{-1} AP J_f^t), 1\} \left(1 + 2 \|P J f\|_{D_{ff}} \sqrt{\eta \|D^{-1} A\|_D + \eta \|RD^{-1} AP\|_D + \eta}\right)
\]
\[
= 2 \max \{\rho(J f \tilde{R} \tilde{A} \tilde{P} J_f^t), 1\} \left(1 + 2 \|J f \tilde{P} J_f^t\| \sqrt{\eta \|\tilde{A}\| + \eta \|\tilde{R} \tilde{A} \tilde{P}\| + \eta}\right).
\]
where $\tilde{A} = D^{-1/2}AD^{-1/2}$, $\tilde{P} = D^{1/2}\tilde{T}(A)^{-1}D^{1/2}$ and $\tilde{R} = D^{1/2}\tilde{T}(A)^{-1}D^{1/2}$
and $\eta = (\sqrt{2} + 1)^2 \|D^{-1}A\|_D = \left(\sqrt{2} + 1\right)^2 \|\tilde{A}\|_D$.

4 Discussion

The bound in (10) depends on $\|\tilde{A}\|$, $\|\tilde{R}\|$ and $\|\tilde{P}\|$. The latter two quantities may be
large if a sub-matrix of the form $T(A)_{BB}$ (corresponding to $B$ in Figures 3 or 4) is
nearly singular, which might happen if the variables in $B$ are nearly decoupled in $A$,
or if a sub-matrix of the form $A_{SS}$ (corresponding to $S$ in Figure 5) is nearly singular,
which might happen if $|S|$ is large. Consequently, we have

Corollary 2 Assume that

1. A well-posed problem of the form $(Du)_x + (Du)_y = f$ (with suitable
boundary conditions and $D$ a uniformly positive function) is considered.
2. The scheme is a linear finite element scheme on a triangle mesh.
3. The element angles are all less than or equal to $\pi/2$.
4. The element angles of the form $\triangle XYZ$ where the nodes $X$ and $Z$ lie on
one boundary or interface segment are all less than or equal to a mesh-
independent constant smaller than $\pi/2$.
5. The number of elements per sub-domain is bounded mesh-independently.
6. $D = \text{diag}(A)$ is defined and then (1) is scaled in advance by multiplying it
from the left by $D^{-1}$ and then the operators $P = T(A)^{-1}$, $R = D^{-1}P^TD$ and
$Q$ as in (6) are defined.

Then $ADD$ converges with a convergence rate which is independent of both the mesh-
size and the jump in the diffusion coefficient $D$.

Indeed, since (1) is scaled in advance, the coefficient matrix is symmetric with respect
to $(\cdot, \cdot)$ and, therefore, Corollary 1 implies that the convergence rate is independent
of the jump in the diffusion coefficient $D$. Using the other assumptions, it follows from
Section 4 in [Sha97] that $A$ is diagonally dominant and that the matrices of the form
$T(A)_{BB}$ and $T(A)_{SS}$ are diagonally dominant $M$-matrices of a bounded order with
main diagonal elements bounded away from zero and, therefore, their inverses are of
a bounded norm.

Since the definition of $ADD$ relies on the domain decomposition and the coefficient
matrix only, it is applicable also to non-conformal schemes and non-matching grids,
provided that the underlying linear system is available. Furthermore, it can be
extended in a natural way to the case of overlapping sub-domains. The key is the
definition of the prolongation operator from the coarse grid to the rest of the nodes.
The first prolongation step determining the values at the interface and boundary
unknowns is done as before. The second prolongation step determining the values in
sub-domain interiors is also done as before in each sub-domain separately, and then the
average of the multiply defined values is taken for nodes in the overlapping area.
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Preconditioning Discrete Approximations of the Reissner–Mindlin Plate Model

Douglas N. Arnold, Richard S. Falk, and Ragnar Winther

1 Introduction

The purpose of this paper is to summarize the work of [AFW97]. We consider iterative methods for the solution of indefinite linear systems of equations arising from discretizations of the Reissner–Mindlin plate model.

Like the biharmonic plate model, the Reissner–Mindlin model is a two-dimensional plate model which approximates the behavior of a thin linearly elastic three-dimensional body using unknowns and equations defined only on the middle surface, \( \Omega \), of the plate. The basic variables of the model are the transverse displacement \( \omega \) and the rotation vector \( \phi \) which solve the system of partial differential equations

\[
- \text{div} C \varepsilon \phi + \lambda t^{-2} (\phi - \text{grad} \omega) = 0, \\
\lambda t^{-2} (-\Delta \omega + \text{div} \phi) = g,
\]

on \( \Omega \) together with suitable boundary conditions. For the hard clamped plate, which we consider throughout this paper, these are \( \omega = 0, \phi = 0 \). In (1), \( g \) is the scaled transverse loading function, \( t \) is the plate thickness, \( \varepsilon \phi \) is the symmetric part of the gradient of \( \phi \), and the scalar constant \( \lambda \) and constant tensor \( C \) depend on the material properties of the body.

A variational formulation of this system states that the solution \((\phi, \omega)\) minimizes the total energy of the plate, which is given by

\[
E(\phi, \omega) = \frac{1}{2} \int_{\Omega} \{(C \varepsilon \phi) : (C \varepsilon \phi) + \lambda t^{-2} |\phi - \text{grad} \omega|^2\} dx - \int_{\Omega} g \omega dx
\]

over \( H_0^1(\Omega) \times H_0^1(\Omega) = H_0^1 \times H_0^1 \). Here \( H^1 \subset L^2 = L^2(\Omega) \) denotes the Sobolev space of functions with first derivatives in \( L^2 \), while \( H_0^1 \) is the subspace of functions which vanish on the boundary. Boldface symbols are used to denote 2-vector valued functions and function spaces.
An advantage of the Reissner–Mindlin model over the biharmonic plate model is that the energy involves only first derivatives of the unknowns and so conforming finite element approximations require the use of merely continuous finite element spaces rather than the $C^1$ spaces required for the biharmonic model. However, for many choices of finite element spaces, severe difficulties arise due to the presence of the small parameter $t$. If the finite element subspaces are not properly related, the phenomenon of “locking” occurs, causing a deterioration in the approximation as the plate thickness $t$ approaches zero. A key step in understanding and overcoming locking is passage to a mixed formulation of the Reissner–Mindlin model. The mixed formulation may be derived from the alternative system of differential equations

\[
-\text{div} \mathbb{E} \epsilon - \zeta = 0, \\
-\text{div} \zeta = g,
\]

\[
-\phi + \text{grad} \omega - \lambda^{-1} \Omega \epsilon \zeta = 0,
\]

arising from (1) through the introduction of the shear stress $\zeta = -\lambda t^{-2} (\phi - \text{grad} \omega)$. This mixed system also makes sense for $t = 0$. In this case the system corresponds to a constrained minimization problem.

2 Mapping Properties

The system (3) can be written in the form

\[
A_t \begin{pmatrix} \phi \\ \omega \\ \zeta \end{pmatrix} = \begin{pmatrix} 0 \\ g \end{pmatrix},
\]

where the coefficient operator, $A_t$, is given by

\[
A_t = \begin{pmatrix} -\text{div} \mathbb{E} & 0 & -I \\ 0 & 0 & -\text{div} \\ -I & \text{grad} & -\lambda^{-1} t^2 I \end{pmatrix}.
\]

The mapping properties of the coefficient operator of the continuous system are key to the design of preconditioners for discrete approximations of the system. The indefinite operator $A_t$ is $L^2$-symmetric, and, for any $t > 0$ is an isomorphism from $H^1_0 \times H^1_0 \times L^2$ to the $L^2$-dual $H^{-1} \times H^{-1} \times L^2$. However, in order to obtain bounds on the operator norms which are independent of the thickness $t$, we are forced to introduce $t$-dependent norms. Let

\[
H_0(\text{rot}) = \{ \eta \in L^2 : \text{rot} \eta \in L^2, \eta \cdot s = 0 \text{ on } \partial \Omega \},
\]

with the natural norm. Here $s$ is the unit tangent to $\partial \Omega$ and rot $\eta = \partial \eta_1 / \partial y - \partial \eta_2 / \partial x$.

It can be shown that the dual space of $H_0(\text{rot})$ with respect to the $L^2$-inner product is given by

\[
H^{-1}(\text{div}) = \{ \eta \in H^{-1} : \text{div} \eta \in H^{-1} \}.
\]

Using sums and intersections of Hilbert spaces (cf. [BL76]) we now define

\[
X_t = H^1_0 \times H^1_0 \times [H^{-1}(\text{div}) \cap t \cdot L^2]
\]
and its $L^2$-dual
\[ X_t^* = H^{-1} \times H^{-1} \times \{ H_0(\text{rot}) + t^{-1} \cdot L^2 \}. \]

In particular,
\[ X_0 = H_0^2 \times H_0^2 \times H^{-1}(\text{div}) \quad \text{and} \quad X_0^* = H^{-1} \times H^{-1} \times H_0(\text{rot}). \]

Using these spaces, it is then possible to establish the following result.

**Theorem 25.1** The operator $A_t$ is an isomorphism from $X_t$ to $X_t^*$. Furthermore, the associated operator norms $\|A_t\|_{\mathcal{C}(X_t, X_t^*)}$ and $\|A_t^{-1}\|_{\mathcal{C}(X_t^*, X_t)}$ are independent of $t$.

## 3 Preconditioning

Before turning to the description of discretizations schemes, we will discuss preconditioning for the continuous system (4). Our aim is to replace the system (4) by an equivalent system of the form
\[ B_t A_t \begin{pmatrix} \phi \\ \omega \\ \zeta \end{pmatrix} = B_t \begin{pmatrix} 0 \\ g_1 \\ 0 \end{pmatrix}, \quad (5) \]

which is more easily solved by iterative methods. The operator $B_t$ will be symmetric positive definite and hence the indefinite operator $B_t A_t$ will be symmetric with respect to the inner product $(B_t^{-1}, \cdot, \cdot)$ on $X_t$.

Let $D_t$ denote the operator
\[ D_t = I + (1 - t^2) \text{curl}(I - t^2 \Delta)^{-1} \text{rot}, \]

where
\[ \text{curl} = \begin{pmatrix} \partial / \partial y & \partial / \partial x \end{pmatrix}. \]

When $t = 0$, this is a differential operator which is an isomorphism from $H_0(\text{rot})$ into $H^{-1}(\text{div})$. In general, it can be shown that that $D_t$ is an isomorphism from $H_0(\text{rot}) + t^{-1} \cdot L^2$ to $H^{-1}(\text{div}) \cap t \cdot L^2$, with the operator norms of $D_t$ and $D_t^{-1}$ independent of $t$. An immediate consequence of this is that the block diagonal operator
\[ B_t \begin{pmatrix} -\Delta^{-1} & 0 & 0 \\ 0 & -\Delta^{-1} & 0 \\ 0 & 0 & D_t \end{pmatrix} \]

is an isomorphism mapping $X_t^*$ to $X_t$ with the norms $\|B_t\|_{\mathcal{C}(X_t^*, X_t)}$ and $\|B_t^{-1}\|_{\mathcal{C}(X_t, X_t^*)}$ independent of $t$. From Theorem 25.1, we conclude that the block diagonal positive definite operator $B_t$ has the same mapping property as $A_t^{-1}$. Hence, the composition $B_t A_t$,
\[ X_t \xrightarrow{A_t} X_t^* \xrightarrow{B_t} X_t, \]

is an isomorphism from $X_t$ to $X_t$ with operator norms
\[ \|B_t A_t\|_{\mathcal{C}(X_t, X_t)} \quad \text{and} \quad \|(B_t A_t)^{-1}\|_{\mathcal{C}(X_t, X_t)} \]

\[ X_t \xrightarrow{A_t} X_t^* \xrightarrow{B_t} X_t, \]

is an isomorphism from $X_t$ to $X_t$ with operator norms
\[ \|B_t A_t\|_{\mathcal{C}(X_t, X_t)} \quad \text{and} \quad \|(B_t A_t)^{-1}\|_{\mathcal{C}(X_t, X_t)} \]
independent of $t$. Therefore, $B_t A_t$ is a bounded operator on $X_t$ with bounded inverse, and as a consequence, the spectral condition number

$$
\kappa(B_t A_t) = \frac{\sup |\sigma(B_t A_t)|}{\inf |\sigma(B_t A_t)|}
$$

is finite and independent of $t$.

A preconditioned differential system of the form (5) can be solved by a Krylov space method like MINRES or CGN (conjugate gradients applied to the normal equations). These methods are well defined as long as the coefficient operator $B_t A_t$ maps $X_t$ into itself, and convergence in the norm of $X_t$ is guaranteed as long as the spectral condition number of $B_t A_t$ is finite. Therefore, we obtain the following result.

**Theorem 25.2** Assume that MINRES or CGN is applied to the preconditioned system (5). Then the sequence of approximations converges to the solution in $X_t$, with a convergence rate independent of $t$.

### 4 Stable Discretizations

The continuous theory presented above may serve as a guideline for the problem of real interest, i.e., how to construct effective preconditioners for the discrete systems arising from finite element approximations of the differential system (3). Here, we shall just give a brief outline of the discrete theory. For full details and proofs we refer to the original paper [AFW97].

A finite element approximation of the system (3) (or (4)) will typically give rise to a discrete system of the form

$$
A_{t,h} \begin{pmatrix} \phi_h \\ \omega_h \\ \zeta_h \end{pmatrix} = \begin{pmatrix} 0 \\ g_h \end{pmatrix},
$$

where $A_{t,h}$ is an indefinite, $L^2$–symmetric operator mapping a finite dimensional space $X_h = V_h \times W_h \times T_h$ into itself. Here $h > 0$ is a discretization parameter. Examples of stable and locking free finite element discretizations have been proposed by Arnold and Falk [AF89], Brezzi, Fortin and Stenberg [BFS91], Duran and Liberman [DL92], and others. The main purpose of this work is to construct preconditioners $B_{t,h}$ for these systems such that the spectral condition number of $B_{t,h} A_{t,h}$ is independent of the thickness $t$ and the discretization parameter $h$. The construction of $D_{t,h}$ is analogous to that of $D_t$ in the continuous case.

For the locking free method, it is possible to establish a discrete version of Theorem 25.1 above, i.e., to prove that the operator norms

$$
\|A_{t,h}\|_{\mathcal{L}(X_{t,h},X_{t,h}^*)} \quad \text{and} \quad \|A_{t,h}^{-1}\|_{\mathcal{L}(X_{t,h},X_{t,h})}
$$

are bounded uniformly in $t$ and $h$. Here the spaces $X_{t,h}$ and $X_{t,h}^*$ coincide with $X_h$ as a set, but are endowed with norms which resemble the norms in $X_t$ and $X_t^*$. As in the continuous case, this property of $A_{t,h}$ suggests a symmetric, positive definite and block diagonal preconditioner such that

$$
\|B_t\|_{\mathcal{L}(X_{t,h},X_{t,h})} \quad \text{and} \quad \|B_t^{-1}\|_{\mathcal{L}(X_{t,h},X_{t,h}^*)}
$$
are independent of $t$ and $h$. As a consequence, the spectral condition number of $B_{t,h}A_{t,h}$ is independent of $t$ and $h$.

The preconditioner $B_{t,h}$ will be of the form

$$B_t = \begin{pmatrix} L_h & 0 & 0 \\ 0 & M_h & 0 \\ 0 & 0 & N_{t,h} \end{pmatrix},$$

where $L_h$ and $M_h$ are chosen spectrally equivalent to approximations of the inverse of the negative Laplace operator on $V_h$ and $W_h$, respectively, while $N_{t,h}$ is a discrete analog of $D_t$.

5 Numerical Examples

In the examples presented below, the domain $\Omega$ is taken to be the unit square. A triangulation of $\Omega$ is obtained by first dividing $\Omega$ into squares of size $h \times h$, and then dividing each square into two triangles using the positively sloped diagonal. All the computations are done with the method of Arnold and Falk [AF89]. Hence, the space $\mathbf{V}_h$ consists of continuous piecewise linear functions plus cubic bubbles on each triangle, $W_h$ is the nonconforming piecewise linear space, with continuity requirements only at the midpoint of each edge, and $\mathbf{Gamma}_h$ is the space of piecewise constants with respect to the triangulation.

The operators $L_h$ and $M_h$ are essentially constructed from a standard V-cycle multigrid operator with a Gauss-Seidel smoother. These operators are fixed throughout all the experiments. For the method considered here, the proper discrete analog of the operator $D_t$ is of the form

$$I + (1 - t^2) \text{curl}_h (I - t^2 \Delta_h)^{-1} \text{rot}_h$$

mapping $\mathbf{Gamma}_h$ into itself. If $Q_h \subset H^1$ is the space of continuous piecewise linear functions with respect to the triangulation, then $\text{curl}_h : Q_h \mapsto \mathbf{Gamma}_h$ is defined by restricting the ordinary $\text{curl}$-operator to $Q_h$. Furthermore, $\text{rot}_h : \mathbf{Gamma}_h \mapsto Q_h$ is the adjoint operator, while $\Delta_h : Q_h \mapsto Q_h$ is the standard finite element approximation of the Laplace operator generated by the space $Q_h$.

By replacing $(I - t^2 \Delta_h)^{-1}$ by a spectrally equivalent (with respect to $t$ and $h$) preconditioner $\Phi_{t,h}$, again derived from a V-cycle multigrid algorithm, we obtain a computational feasible operator

$$D_{t,h} = I + (1 - t^2) \text{curl}_h \Phi_{t,h} \text{rot}_h.$$ 

We observe that the operator $D_{t,h}$ simplifies when $t = 0$, by taking $\Phi_{0,h} = I$, and for $t = 1$, since $D_{1,h} = I$.

In the examples below, the preconditioned system is solved either by MINRES or CGN. The work estimate for one iteration of CGN corresponds roughly to two MINRES iterations. We therefore compare the number of iterations for MINRES ($N_{MR}$) with twice the number of iterations for CGN ($N_{CGN}$). The condition number $\kappa(B_{t,h}A_{t,h})$, which is estimated from the conjugate gradient iteration using a standard
Matlab routine, will also be given. The iterations are terminated when the error, measured in the norm associated with the inner product \((B_{t,h}^{-1}, \cdot, \cdot)\), is reduced by a factor of at least \(5 \cdot 10^4\).

The two extreme cases \(t = 0\) and \(t = 1\) are considered in Tables 1 and 2.

**Table 1** \(t = 0, N_{t,h} = D_{t,h} = D_{0,h}\)

<table>
<thead>
<tr>
<th>(h)</th>
<th>(2^{-3})</th>
<th>(2^{-4})</th>
<th>(2^{-5})</th>
<th>(2^{-6})</th>
<th>(2^{-7})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N_{MR})</td>
<td>41</td>
<td>41</td>
<td>35</td>
<td>29</td>
<td>24</td>
</tr>
<tr>
<td>(N_{CGN})</td>
<td>48</td>
<td>50</td>
<td>48</td>
<td>40</td>
<td>34</td>
</tr>
<tr>
<td>(\kappa(B_{t,h}A_{t,h}))</td>
<td>8.17</td>
<td>10.7</td>
<td>11.1</td>
<td>10.6</td>
<td>9.62</td>
</tr>
</tbody>
</table>

**Table 2** \(t = 1, N_{t,h} = D_{t,h} = I\)

<table>
<thead>
<tr>
<th>(h)</th>
<th>(2^{-3})</th>
<th>(2^{-4})</th>
<th>(2^{-5})</th>
<th>(2^{-6})</th>
<th>(2^{-7})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N_{MR})</td>
<td>22</td>
<td>22</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>(N_{CGN})</td>
<td>102</td>
<td>104</td>
<td>106</td>
<td>104</td>
<td>102</td>
</tr>
<tr>
<td>(\kappa(B_{t,h}A_{t,h}))</td>
<td>17.5</td>
<td>18.4</td>
<td>19.0</td>
<td>19.0</td>
<td>18.9</td>
</tr>
</tbody>
</table>

**Table 3** \(\kappa(B_{t,h}A_{t,h})\) for \(t = 0.01\)

<table>
<thead>
<tr>
<th>(h)</th>
<th>(2^{-3})</th>
<th>(2^{-4})</th>
<th>(2^{-5})</th>
<th>(2^{-6})</th>
<th>(2^{-7})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N_{t,h} = D_{0,h})</td>
<td>8.15</td>
<td>10.7</td>
<td>11.4</td>
<td>32.9</td>
<td>113</td>
</tr>
<tr>
<td>(N_{t,h} = D_{t,h})</td>
<td>8.15</td>
<td>10.7</td>
<td>11.2</td>
<td>11.1</td>
<td>9.68</td>
</tr>
</tbody>
</table>

The results clearly seem to confirm the boundedness of \(\kappa(B_{t,h}A_{t,h})\) with respect to \(h\) for these values of \(t\). Observe also the substantial difference in the behavior of MINRES and CGN in the case \(t = 1\).

Our theory predicts that if \(N_{t,h}\) is chosen to be \(D_{t,h}\), then the condition numbers \(\kappa(B_{t,h}A_{t,h})\) (and hence \(N_{MR}\) and \(N_{CGN}\)) are bounded independently of \(t\) and \(h\). Furthermore, if \(t\) is sufficiently small compared to \(h\) (\(t = O(h)\)) then the simpler choice \(N_{t,h} = D_{0,h}\) is a good one as well. In Table 3, we compare the condition numbers \(\kappa(B_{t,h}A_{t,h})\) for \(t = 0.01\) and \(N_{t,h} = D_{t,h}\) or \(N_{t,h} = D_{0,h}\). As expected, the choice \(N_{t,h} = D_{0,h}\) works well when \(h\) is large, but deteriorates when \(h\) becomes too small. In contrast, the condition numbers for the choice \(N_{t,h} = D_{t,h}\) appear to be bounded uniformly with respect to \(h\).

For any fixed \(t > 0\) the choice \(N_{t,h} = D_{1,h} = I\) leads to condition numbers \(\kappa(B_{t,h}A_{t,h})\) which are independent of \(h\), but which may increase with decreasing values of \(t\). The effect of this is illustrated in Table 4. These results confirm the uniformity with respect to \(h\) for the simple choice \(N_{t,h} = I\), but the experiments also clearly indicate that this is not a good choice for \(t\) sufficiently small.
Table 4 \( \kappa(B_{I,h}A_{I,h}) \) for \( t = 0.1 \)

<table>
<thead>
<tr>
<th>( h )</th>
<th>( 2^{-2} )</th>
<th>( 2^{-4} )</th>
<th>( 2^{-6} )</th>
<th>( 2^{-8} )</th>
<th>( 2^{-10} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_{I,h} = I )</td>
<td>90.2</td>
<td>78.5</td>
<td>72.7</td>
<td>70.1</td>
<td>70.1</td>
</tr>
<tr>
<td>( N_{I,h} = D_{I,h} )</td>
<td>8.64</td>
<td>10.8</td>
<td>11.1</td>
<td>11.2</td>
<td>11.1</td>
</tr>
</tbody>
</table>
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A Non–overlapping Domain Decomposition Method for Solving Elliptic Problems by Finite Element Methods
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1 Introduction

Non-overlapping domain decomposition methods have received a lot attention during the last few years, due to the restrictions of overlapping domain decomposition methods. Several families of non–overlapping decomposition methods for the solutions of elliptic problems have been proposed, analyzed, and successfully implemented [BW86, BPWX91, DPLRW93, Dry89, GW88,Lic90, MQ89, LTDRV91, Tan92].

In a non–overlapping domain decomposition method, the original problem is first decomposed into smaller problems defined on non–overlapping subdomains. Parallel or sequential iterative procedures are then constructed for decoupling the whole domain problem into subdomain problems. During the iterative process, information must be transmitted between subdomains in order to guarantee convergence. This “information transmission” step is the key part of a domain decomposition method; it distinguishes one domain decomposition method from another. Several methods for passing information have been proposed in the literature [BF96, DPLRW93, GLT90, Lic90, MQ89]. The common approach was to develop a transmission condition for the differential problem and adapt the same condition to the corresponding discrete problem.

The purpose of this paper is to present a parallelizable, iterative, non–overlapping domain decomposition method for solving second order elliptic problems discretized by finite element methods. Unlike the usual approach, we bypass the differential problems and construct the iterative procedure based on domain decomposition techniques directly for the finite element equations. To obtain the split subdomain problems, our main idea is to use a penalty method on each subdomain and to introduce a local (in the pointwise sense), non–Robin type transmission condition which not only enhances the convergence and passes the information between the
subdomains but also traces the jumps of the discrete Neumann data of the finite element solutions across the interfaces.

The rest of the paper is organized as follows. In Section 2, a model second order elliptic problem and its finite element discretization are introduced. In Section 3, a parallelizable iterative procedure based on domain decomposition techniques for solving the finite element equations of the elliptic problem is presented. Finally, in section 4, the convergence analysis and the rate of convergence are demonstrated in the case when subdomains are chosen as small as the individual finite elements to show the effectiveness of the procedure. It is shown that the domain decomposition procedure converges at a rate which is independent of the mesh size \( h \) if the relaxation parameters are chosen properly. All the theorems and lemmas are stated either without proofs or with schematic proofs. For the details, we refer to [Fen96], where numerical experiments are also presented, and closely related domain decomposition procedures are developed for the biharmonic equation and the Helmholtz equation.

2 The Model Problem

Let \( \Omega \subset \mathbb{R}^2 \) be a bounded polygonal domain. Consider the model Dirichlet problem:

\[
-\Delta u(x) + c(x)u(x) = f(x), \quad \text{in } \Omega, \quad & (1) \\
u(x) = 0, \quad \text{on } \partial \Omega, \quad & (2)
\]

where the coefficient function \( c(x) \geq 0 \). The weak formulation of \( (1)-(2) \) is to find \( u \in H_0^1(\Omega) \) such that

\[
a(u,v)_\Omega = (f,v)_\Omega, \quad \forall v \in H_0^1(\Omega), \quad (3)
\]

where

\[
a(w,v)_\Omega = \int_{\Omega} \nabla w \cdot \nabla v \, dx, \quad (w,v)_\Omega = \int_{\Omega} w v \, dx.
\]

Let \( T_h \) be a quasiuniform triangular or rectangular partition of \( \Omega \) and \( V^h \subset H_0^1(\Omega) \) denote a finite element space of piecewise polynomials of degree \( r \geq 1 \). Then the finite element method for problem \( (1)-(2) \) is to find \( u^h \in V^h \) such that

\[
a(u^h,v)_\Omega = (f,v)_\Omega, \quad \forall v \in V^h. \quad (4)
\]

Let \( \{\varphi_j^h\}_{j=1}^n \) denote the nodal basis of the finite element space \( V^h \) and \( \{y_j^h\}_{j=1}^n \) denote the nodal set corresponding to the nodal parameters (a node is counted \( k \) times if there are \( k \) nodal parameters attached to it). Then \( (4) \) gives the following linear system:

\[
A\xi = b, \quad (5)
\]
where

\[ A = [a(\phi_i^h, \phi_j^h)]_{n \times n}, \quad \xi = (u^h(p_1^h), \ldots, u^h(p_n^h))^t, \quad b = ((f, \phi_1^h)_{\Omega}, \ldots, (f, \phi_n^h)_{\Omega})^t. \]

It is well-known that the condition number of the system is of order \( h^{-2}, \) which implies that the system is ill-conditioned. Therefore, to solve problem (4), in particular for small \( h, \) a fast solver other than a classical iterative method is necessary. To find a required fast solver using domain decomposition techniques is the goal of this paper.

The following notations are adopted throughout the rest of this paper.

Let \( \{\Omega_j\}_{j=1}^J \) be a non-overlapping partition of \( \Omega, \) that is,

\[ \overline{\Omega} = \bigcup_{j=1}^J \overline{\Omega}_j; \quad \Omega_j \cap \Omega_k = \emptyset, \quad \text{if } j \neq k. \]

Assume that \( \partial \Omega_j, j = 1, 2, \ldots, J \) is Lipschitz and \( \Omega_j \) is a star-shaped domain. We also assume that the non-overlapping partition aligns with the triangulation \( T_h. \) In practice, with the exception of perhaps a few \( \Omega_j's \) along \( \partial \Omega, \) each \( \Omega_j \) will be convex with a piecewise-smooth boundary. For example, an interesting choice for the domain decomposition of a finite element discretization is to let each finite element be a subdomain.

Finally, define

\[
\Gamma = \partial \Omega, \quad \Gamma_j = \Gamma \cap \partial \Omega_j, \quad \Gamma_{jk} = \Gamma_{kj} = \partial \Omega_j \cap \partial \Omega_k. \tag{6}
\]

\[
H^1_\Gamma(\Omega_j) = \{ v \in H^1(\Omega_j); \ v = 0, \ \text{on } \Gamma_j \}. \tag{7}
\]

### 3 The Domain Decomposition Iterative Method

The objective of this section is to construct a domain decomposition iterative method to solve the finite element equations (4). The key step is to construct the split subdomain problems and the local (in the pointwise sense) transmission conditions on the interfaces of the subdomains. We notice that the pointwise continuity across the element interfaces does not hold for the flux since, in general, \( \frac{\partial u^h}{\partial n_j} \) on \( \Gamma_{ij}. \) Therefore, any attempt to enforce the pointwise continuity of the flux will not succeed. The above observation leads us to take the following approach: find transmission conditions that preserve the continuity of \( u^h \) and trace the discontinuity of \( \frac{\partial u^h}{\partial n} \) on the interfaces.

To construct the subdomain problems, first, we rewrite (4) as

\[
\sum_j a(u^h, v)_{\Omega_j} = \sum_j (f, v)_{\Omega_j}, \quad \forall v \in V^h. \tag{8}
\]

Next, we observe the following fact:

\[
\sum_{i,j} \langle \beta (\frac{\partial u^h_i}{\partial n_i} - \frac{\partial u^h_j}{\partial n_j}), v \rangle_{\Gamma_{ij}} = 0, \quad \forall v \in V^h,
\]

for any nonzero constant \( \beta. \)
Now for \( V^h_j = V^h |_{\Omega_j} \) and \( u^h_j = u^h |_{\Omega_j} \), it is easy to see that \( \{ u^h_j \} \) satisfies

\[
a_i(u^h_i, v) = - \sum_j \langle \beta \frac{\partial u^h_j}{\partial n_i} - \frac{\partial u^h_j}{\partial n_j}, v \rangle_{\Gamma_{ij}} = (f, v)_{\Omega_i}, \quad \forall v \in V^h_i, \quad (9)
\]

\[
u^h_i = u^h_j, \quad \text{on } \Gamma_{ij}. \quad (10)
\]

We remark that the second term on the right hand side of (9), which measures the total \textit{jumps} of the Neumann data being transmitted into the subdomain \( \Omega_i \), can be viewed as a penalty term for the subdomain problem on \( \Omega_i \), and the size of the free parameter \( \beta \) strongly influences the size of the penalty term.

On the other hand, it is not convenient to decouple the whole domain problem (4) based on (9)–(10), since the interface condition (10) is a Dirichlet condition on the interfaces for each subdomain problem. To overcome this difficulty, we replace equation (10) by the following equivalent one:

\[
- \beta \frac{\partial u^h_i}{\partial n_j} + \alpha u^h_i = - \beta \frac{\partial u^h_j}{\partial n_j} + \alpha u^h_j, \quad \text{on } \Gamma_{ij}, \quad (11)
\]

which is obtained by adding \( -\beta \frac{\partial u^h_i}{\partial n_j} \) to both sides of (10) after multiplying it by another nonzero constant \( \alpha \).

**Remark 3.1** The “new” interface condition (11) still holds in the pointwise sense. This condition is \textit{not} a Robin type transmission condition since the partial derivative on the left hand side is \( \frac{\partial u^h_i}{\partial n_j} \), not \( \frac{\partial u^h_j}{\partial n_i} \).

Now based on (9)–(10), we propose the following domain decomposition iterative algorithm:

**Algorithm 1**

\textbf{Step 1.} \( \forall u^h_i \in V^h_i, \ i = 1, 2, \cdots, J \).

\textbf{Step 2.} Compute \( \{ u^h_i \} \) for \( i = 1, 2, \cdots, J \) and \( n \geq 1 \) by solving

\[
a_i(u^n_i, v) = - \sum_j \langle \beta \frac{\partial u^n_j}{\partial n_i} + \lambda^n_{ji}, v \rangle_{\Gamma_{ij}} = (f, v)_{\Omega_i}, \quad \forall v \in V^h_i, \quad (12)
\]

\[
\lambda^n_{ji} + \alpha u^n_i = - \beta \frac{\partial u^{n-1}_j}{\partial n_j} + \alpha u^{n-1}_j, \quad \text{on } \Gamma_{ij}, \quad (13)
\]

Note that we have omitted all super indices \( h \) in the algorithm.

### 4 Convergence Analysis

In this section we will establish the convergence of Algorithm 1 and derive an upper bound for its rate of convergence. Our analysis based on the discrete version of an
energy method (cf. [DPLRW93]), which was first proposed by Després in [Des91] for analyzing convergence of a Lions’ type domain decomposition method for the Helmholtz equation at the differential level.

Let

\[ e_i^n = u_i^h - u_i^n, \quad \mu_{ji}^n = -\beta \frac{\partial u_i^h}{\partial n_j} - \lambda_{ji}^n. \]

Then from (9)–(13) we get

\[
\begin{align*}
    a_i(e_i^n, v) - \sum_j (\beta \frac{\partial e_i^n}{\partial n_i} + \mu_{ji}^n v_j)_{\Gamma_{ij}} = 0, \quad \forall v \in V_i^h, \\
    \mu_{ji}^n + \alpha e_i^n = -\beta \frac{\partial e_j^{n-1}}{\partial n_j} + \alpha e_j^{n-1}, \quad \text{on } \Gamma_{ij}.
\end{align*}
\]

Clearly,

\[
a_i(e_i^n, e_i^n) = \sum_j (\beta \frac{\partial e_i^n}{\partial n_i} + \mu_{ji}^n e_i^n)_{\Gamma_{ij}}.
\]

Define the “pseudo-energy”

\[
E_n = E(\{e_i^n\}) = \sum_{i,j} |\mu_{ji}^n + \alpha e_i^n|_{0,\Gamma_{ij}}^2.
\]

By (13)–(16) we can show the following lemmas (cf. [Fen96]).

**Lemma 4.1**

\[
E_n = E_{n+1} - R_{n-1} = E_0 - \sum_{\ell=0}^{n-1} R_\ell,
\]

where

\[
R_{n-1} = R(\{e_j^{n-1}\}) = \sum_{i,j} [\mu_{ij}^{n-1}]_{0,\Gamma_{ij}}^2 - \beta^2 \left| \frac{\partial e_j^{n-1}}{\partial n_j} \right|_{0,\Gamma_{ij}}^2 + 2\alpha \sum_j a_j(e_j^{n-1}, e_j^{n-1}).
\]

**Lemma 4.2** If the parameters \( \alpha \) and \( \beta \) are chosen to satisfy \( \frac{\alpha}{\beta} = O(h^{-1}) \), then \( R_n \geq 0 \) for \( n \geq 1 \).

**Remark 4.1** The following are sample choices of \( \alpha \) and \( \beta \) which satisfy the assumption of Lemma 4.2

1. \( \alpha = O(1) \) and \( \beta = O(\sqrt{h}) \).
2. \( \alpha = O(h^{-1}) \) and \( \beta = O(1) \).
3. \( \alpha = O(h) \) and \( \beta = O(h) \).
Theorem 4.1 Choose the parameters $\alpha$ and $\beta$ such that $\frac{\partial F}{\partial \alpha} = O(h^{-1})$, then

1. $\lambda_i^j \to -\beta \frac{\partial u}{\partial n_j}^h$ in $L^2(\Gamma_{ij})$ as $\ell \to \infty$.
2. $u_i^\ell \to u_j^h$ in $H^1(\Omega_j)$ as $\ell \to \infty$.

Proof. Notice that if $\frac{\partial F}{\partial \alpha} = O(h^{-1})$, then $\{E_n\}$ is a decreasing sequence. Therefore, if $c(x) \geq C_0 > 0$, the theorem immediately follows from Lemma 4.1 and Lemma 4.2. If $c(x) = 0$ or $c(x) \geq 0$, Lemma 4.1 and Lemma 4.2 imply the convergence of $\nabla e_i^\ell$ in $L^2(\Omega_i)$ for each $\Omega_i$. To show the convergence of $e_i^\ell$ in $L^2(\Omega_i)$, we first consider all boundary subdomains $\Omega_j$. Since $e_i^\ell = 0$ on $\Gamma_j$, by Poincaré inequality we have $e_i^\ell \to 0$ in $L^2(\Omega_j)$ for each boundary subdomain $\Omega_j$. Suppose $\Omega_i$ is a subdomain which has a common interface $\Gamma_{ij}^*$ with one of the boundary subdomains, say, $\Omega_j$. From (15) we have

$$\alpha e_i^\ell = \left( -\frac{\partial e_i^{\ell-1}}{\partial n_j} - \mu_j^\ell \right) + \alpha e_i^{\ell-1}, \quad \text{on } \Gamma_{ij}^*.$$  

And

$$\|e_i^\ell\|_{0, \Omega_j} \leq C \left[ \|\nabla e_i^\ell\|_{0, \Omega_i} + \int_{\Gamma_{ij}} |e_i^\ell|^2 ds \right] \to 0 \quad \text{as } \ell \to \infty.$$  

Hence

$$\|e_i^\ell\|_{H^1(\Omega_j)} \to 0 \quad \text{as } \ell \to \infty.$$  

So the convergence takes place on the subdomain $\Omega_i$. The argument can be repeated until the domain is exhausted. The proof is completed.

The above convergence theorem says that, for appropriately chosen parameters $\alpha$ and $\beta$, Algorithm 1 produces a strongly convergent sequence. In the rest of this section we will address the issue of the algorithm’s speed of convergence by giving an upper bound estimate for the rate of convergence.

Define

$$T_f(\{u_i^{n-1}\}) = \{u_i^n\}. \quad (20)$$

Then

$$T_f(u) = T_0(u) + T_f(0).$$

If $u^*$ is a fixed point of $T_f$, then

$$(I - T_0)(u^*) = T_f(0), \quad (21)$$

Lemma 4.3 Suppose $c(x) \geq C_0 > 0$, and let $u$ be an eigenfunction of $T_0$. Under the assumption of Theorem 4.1 there exists a constant $Q(h) > 0$ such that

$$E(u) \leq Q(h) R(u), \quad \text{with } Q(h) = 2 + \frac{\alpha h^{-1} C_1}{C_0}, \quad (22)$$

where $C_1$ is some positive constant which is independent of $h$.

Remark 4.2 The conclusion of Lemma 4.3 still holds in the case $c(x) \geq 0$. For a detailed proof, see [Fen96].
Theorem 4.2 Let $\rho(T_0)$ denote the spectral radius of $T_0$. Then under the assumptions of Lemma 4.3 the following estimate holds:

$$\rho(T_0) \leq 1 - \frac{1}{Q(h)},$$

(23)

where $Q(h)$ is given in (22).

Proof. Suppose

$$T_0(u) = \gamma u,$$

then from (18) we get

$$|\gamma|^2 E(u) = E(u) - R(u).$$

(24)

Hence, the theorem follows from combing Lemma 4.3 and (24).

Remark 4.3 From Theorem 4.2, we immediately conclude that the spectral radius of the iteration matrix of Algorithm 1 has an upper bound of the form $O(h^{-1})$ if $\alpha = O(1)$ and $\beta = O(\sqrt{h})$, moreover, it is bounded by an absolute constant which is less than one if $\alpha = O(h)$ and $\beta = O(h)$, that is, the algorithm converges optimally when $\alpha = O(h)$ and $\beta = O(h)$.
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A Hybrid Domain Decomposition Method For Convection-Dominated Problems

Magne S. Espedal, Xue-Cheng Tai, and Ningning Yan

1 Introduction

Domain decomposition methods have been intensively studied for partial differential equations. They are efficient parallel methods especially for the elliptic equations. However, when domain decomposition are used for convection-dominated problems, the flow directions must be carefully considered. We refer to [WY97], [TJDE97], [RZ94], [RT97], [KL95] for some results of domain decomposition methods for convection-dominated problems.

In this work a hybrid domain decomposition method is proposed. When the flow is simple, a non-iterative domain decomposition approach can be used. The subdomains in the upwind side shall be computed first and the subdomains in downwind direction are computed one after another. For each subdomain, Dirichlet boundary condition is used on the inflow boundary and an artificial boundary condition is used on the outflow boundary. When the flow is complicated, an iterative method must be used. The proposed methods are suitable for problem (1) when the diffusion parameter $\epsilon$ is relatively small. For small $\epsilon$, the error introduced by the domain decomposition methods is small, and one can easily use finer meshes in the subdomains that intersect with singular layers. When the proposed methods are used for time dependent problems, the convergence properties are even better. The proposed methods of this work are easy to implement and easy to do local refinement.

2 The Hybrid Domain Decomposition Method

Consider the advection diffusion problem:

\[
\begin{aligned}
& -div(\epsilon \nabla u) + div(\beta u) + \alpha u = f, \quad \text{in } \Omega, \\
& u = 0, \quad \text{on } \partial\Omega,
\end{aligned}
\]

\( (1) \)
where \( \alpha, f \) are bounded functions, \( \beta \) is a vector-valued function. For simplicity, it is assumed that \( \epsilon \) is a small constant, all results can be extended to the case that \( \epsilon \) is a symmetric and positive definite matrix-valued function with small entries \( \epsilon_{ij} \).

The standard Galerkin method for (1) is to seek \( u \in S_h^0 \) such that

\[
(\epsilon \nabla u^h, \nabla v) + (\text{div}(\beta u^h) + \alpha u^h, v) = (f, v), \quad \forall v \in S_h^0,
\]

where \( S_h^0 \in H_0^1(\Omega) \) is a finite element space on \( \Omega \) with zero Dirichlet boundary condition.

To describe the domain decomposition algorithms, we first divide the domain \( \Omega \) into some nonoverlapping subdomains \( \Omega_i \) satisfying \( \Omega = \bigcup_i \overline{\Omega}_i \), \( \Omega_i \cap \Omega_j = \emptyset, \ i \neq j \). Let \( S^h(\Omega_i) \subset H^1(\Omega_i) \) be the finite element space on \( \Omega_i \), we define

\[
V_i = \{ v \in S^h(\Omega_i); v = 0 \ on \ \partial \Omega_i \cap \partial \Omega \},
\]

\[
\tilde{S}_0^h = \sum_i V_i = \{ v \in S^h(\Omega_i), \forall i, \ v = 0 \ on \ \partial \Omega \}.
\]

Notice that functions from \( \tilde{S}_0^h \) can have jumps along the interfaces. Bilinear form \( A_i(\cdot, \cdot) \) is defined as:

\[
A_i(w, v) = (\epsilon \nabla w, \nabla v)_{\Omega_i} + (\text{div}(\beta w) + \alpha w, v)_{\Omega_i} - \int_{\partial \Omega_i^-} w_+ v_+ n \beta ds,
\]

where \( n \) is the unit outer normal vector on \( \partial \Omega_i \) and

\[
w_\pm(x) = \lim_{s \to 0^\pm} w(x + s \beta), \quad (w, v)_{\Omega_i} = \int_{\Omega_i} wvdx,
\]

\[
\partial \Omega_i^- = \{ x \in \partial \Omega_i, \ \beta(x) \cdot n(x) \leq 0 \}.
\]

Our hybrid domain decomposition finite element solution is to find \( \hat{u}^h = \sum \hat{u}_i^h \) such that \( \hat{u}_i^h = 0 \) in \( \Omega \setminus \Omega_i \), and in \( \Omega_i \), \( \hat{u}_i^h \in V_i \) satisfies

\[
A_i(\hat{u}_i^h, v) = (f, v)_{\Omega_i} - \int_{\partial \Omega_i^-} (\hat{u}_i^h)_- v_+ n \beta ds, \quad \forall v \in V_i,
\]

where \( (\hat{u}_i^h)_- \) is the boundary value of the solution of the adjacent subdomains in the upwind direction.

In order to solve the subdomain problem (3) to get \( \hat{u}_i^h \), the inflow boundary condition \( \hat{u}_i^h|_{\partial \Omega_i^-} \) must be known. Therefore, we need to assume that the flow is simple so that the domain \( \Omega \) can be divided into subdomains and when the subdomain problems are solved one after another in the flow direction, the inflow boundary condition is always known from the neighbouring subdomains. If the flow does not have closed streamlines, this kind of division is always possible. By suitably organising the subdomains, the computation of the subdomains in the cross-wind direction can be done in parallel.

In the domain decomposition scheme (3), an artificial boundary condition on the outflow boundary is introduced, i.e. we are in fact using

\[
\frac{\partial u}{\partial n} = 0, \ on \ \partial \Omega_i^+, \ \forall i.
\]
An error will be produced by this artificial boundary condition. It can be proved, see [ETY96], that when \( \epsilon \) is small, the effect from the artificial boundary condition is small. This is also confirmed in our numerical experiments.

**Theorem 2.1** Suppose \( u \) is the solution of (1), \( \bar{u}^h \) is the hybrid domain decomposition finite element solution of (3), \( \alpha + \frac{1}{2} \text{div} \beta \geq \gamma > 0 \) in \( \Omega \), and \( |n_\beta| \geq \gamma_1 > 0 \) on inner boundaries \( \partial \Omega_i^- \setminus \partial \Omega \), \( \forall i \), then

\[
\| u - \bar{u}^h \|_0 \leq C (\| u - u^f \|_1 + \epsilon \sum_i \left\| \frac{\partial u}{\partial n} \right\|_{0, \partial \Omega_i^- \setminus \partial \Omega} ) ,
\]

where \( u^f \in S_0^h \) is the interpolation of the solution \( u \), \( C \) is a positive constant independent of \( h, \epsilon \) and \( u \).

**Remark 2.2** Compare (5) with the standard error estimate, one sees that the error resulted from the artificial boundary condition is only

\[
O(\epsilon) \left( \sum_i \left\| \frac{\partial u}{\partial n} \right\|_{0, \partial \Omega_i^- \setminus \partial \Omega} \right).
\]

For convection-dominated problems, boundary layers and transient layers can appear inside the domain \( \Omega \). In getting the subdomains, we shall avoid the situation that the subdomain boundaries are parallel to the streamlines in the singular layers. Outside the singular layers, there is no problem. Due to the reason that the boundary layers are always narrow, i.e. of width less or equal \( O(\epsilon) \), we can construct the subdomains in such a way that the part of \( \partial \Omega_i^- \) contained in the singular layers is only of size \( O(\epsilon) \). Then, in the worst case, the summation of the error from all the subdomains is

\[
\epsilon \sum_i \left\| \frac{\partial u}{\partial n} \right\|_{0, \partial \Omega_i^- \setminus \partial \Omega} = O(\epsilon^2).
\]

If linear finite elements are used for the approximation and the mesh size is \( h \) in the part of the domain where the solution is smooth, then the error caused by the artificial boundary condition is negligible when \( \epsilon \leq O(h^2) \).

**Remark 2.3** If \( \alpha = 0, \beta = \text{constant} \), then condition \( \alpha + \frac{1}{2} \text{div} \beta \geq \gamma > 0 \) is not satisfied. Theorem 2.1 is still correct if we just replace \( \| u - \bar{u}^h \|_0 \) by \( \| u - \bar{u}^h \|_A \). Here

\[
\| v \|_A^2 = \sum_i (\epsilon \nabla v, \nabla v)_{\Omega_i} + \frac{1}{2} \sum_i \int_{\partial \Omega_i^-} [v]^2 |n_\beta| ds ,
\]

and \([v]\) denotes the jump of \( v \) on the inflow boundaries. So, we cannot control the errors in the \( L^2 \) norm, instead we can only control the errors on the subdomain boundaries, see [ETY96].

**Remark 2.4** The streamline diffusion finite element method (SDFEM) is stable and shall be used to compute the subdomain solutions preferably. Corresponding error estimate can also be obtained for SDFEM, see [ETY96].
3 Some Discussions and Extensions

An Iterative Domain Decomposition Method

When the flow is complicated and there are closed streamlines, it could be difficult to construct the subdomains in such a way that the subdomain solutions can be computed in the flow direction and inflow boundary condition is always available when we come to compute the solution of a new subdomain. In this case, we only need to construct the subdomains to guarantee \( n \beta \geq \gamma_1 > 0 \) on \( \partial \Omega_i^-, \forall i \). Now, the subdomain solutions are all coupled to each other. An iterative scheme is needed. During the iteration, the inflow boundary condition is taken from the previous iterative step, and the algorithm can be written as:

Algorithm 1

Step 1. Choose initial value \( \hat{u}_h^0 \);

Step 2. For \( n \geq 1 \), in every subdomain \( \Omega_i \), find \( \hat{u}_h^{n+1}|_{\Omega_i} = \hat{u}_i^{n+1} \in V_i \) such that

\[
A_i(\hat{u}_i^{n+1}, v) = (f, v) - \int_{\partial \Omega_i^-} (\hat{u}_i^n)\cdot n \beta ds, \quad \forall v \in V_i;
\]  

(8)

Step 3. Go to the next iteration.

For the above scheme, it can be proved, see [ETY96], that when \( \hat{u}^h \), \( \hat{u}_h^n \) are the solutions of (3) and (8), \( \alpha + \frac{1}{2} \text{div}\beta \geq 0 \), then the iterative scheme (8) is convergent, i.e. \( \|\hat{u}_h^n - \hat{u}_h^n\|_0 \to 0 \) as \( n \to \infty \), and when \( \alpha + \frac{1}{2} \text{div}\beta \geq \gamma > 0 \), the spectral radius of the iteration operator \( T_0 \) satisfies \( \rho(T_0) \leq \left( \frac{1}{1 + C\epsilon + C\gamma h} \right)^+ \).

Remark 3.1 When \( \epsilon \) is not small, different kinds of boundary condition on the outflow boundary should be used to improve the accuracy. For example, Lagrange multiplier can be used on the inner boundaries, see [WY97] for the details.

Time-dependent Problems

Consider the time dependent convection-diffusion problem:

\[
\begin{cases}
\quad u_t - \text{div}(\epsilon \nabla u) + \text{div}(\beta u) = f, \text{ in } \Omega \times [0, T], \\
\quad u(x, t) = 0, \text{ on } \partial \Omega \times [0, T], \quad u(x, 0) = u_0(x), \text{ in } \Omega.
\end{cases}
\]

We can use the backward difference scheme for \( t \). In every time step, we just need to solve

\[
-\text{div}(\epsilon \nabla u^{k+1}) + \text{div}(\beta u^{k+1}) + \frac{u^{k+1} - u^k}{\Delta t} = f + \frac{u^k}{\Delta t}, \text{ in } \Omega,
\]

(9)

with \( u^{k+1} = 0 \) on \( \partial \Omega \). Problem (9) is the same kind of problem as (1) with \( \alpha = \frac{1}{\Delta t} \).

So, the domain decomposition schemes can be used to solve (9). Similar to theorem 2.1, it can be proved that

\[
\|u^k - \hat{u}_h^k\|_0 \leq C(\epsilon \sqrt{\Delta t} \sum_i \|\frac{\partial u}{\partial n}\|_{0, \partial \Omega_i^- \setminus \partial \Omega}) + \Delta t \|u - u^r\|_1 + \|u - u^r\|_0, \quad \forall k,
\]
where \( \hat{\mathbf{u}}_h^k \) is the domain decomposition solution of (9) by the non-iterative scheme (3). If the iterative domain decomposition is used to solve (9), because \( \alpha = \frac{1}{\Delta t} \) is large, \( \alpha + \frac{1}{2} \text{div}\beta \geq 0 \), so the iteration is convergent, and the spectral radius of the iteration operator is \( \rho(T_0) \leq \left( \frac{1}{1 + C\epsilon + Ch(\Delta t)^{-1}} \right)^{\frac{1}{4}} \). Hence, when \( \Delta t = O(h) \), \( \rho(T_0) \leq C < 1 \), i.e. the error reduction of the iteration is uniform. Especially, when \( \Delta t = O(h^2) \), \( \rho(T_0) \leq C\sqrt{h} \), therefore only a few iteration steps are required at every time level, see [ETY96] for the analyses.

4 Numerical Experiments

As a test example, we solve the model problem

\[-\epsilon \Delta u + \text{div} u + 2u = f, \text{ in } \Omega, \tag{10}\]

with \( \Omega = [0, 1] \times [0, 1] \) and \( u = 0 \) on \( \partial \Omega \). We choose

\[f = C_1(e^{a(1-x)} + e^{a(1-y)}) + C_2(e^{b(1-x)} + e^{b(1-y)}) + 2\]

with

\[C_1 = \frac{1 - e^b}{e^b - e^a}, \quad C_2 = e^a - 1, \quad a = \frac{-1 + \sqrt{1 + 4\epsilon}}{2\epsilon}, \quad b = \frac{-1 - \sqrt{1 + 4\epsilon}}{2\epsilon}.\]

Then the analytical solution is

\[u = (C_1e^{a(1-x)} + C_2e^{b(1-x)} + 1)(C_1e^{a(1-y)} + C_2e^{b(1-y)} + 1).\]

In the computations, the domain \( \Omega \) is divided into 5 \( \times \) 5 subdomains. Piecewise linear finite element functions on uniform triangular meshes is used. In each subdomain, a first order upwind approximation is used for the convection term and the inflow boundary condition is realised exactly which is taken from the subdomains in the upwind direction. Let \( i=1,2,3,4,5 \), and \( j=1,2,3,4,5 \) be the numbers associated with the subdomains in the \( x \) and \( y \) directions. We solve the subdomain problems by first sweeping over \( i=1,2,3,4,5 \) and then sweeping over \( j=1,2,3,4,5 \). By solving the subdomain problems in this order, the inflow boundary condition is always available when we come to compute a subdomain solution.

In table 1, some numerical results for different \( \epsilon \) and different mesh sizes \( h \) are shown, where \( \|e_p\|_0 \) and \( \|e_d\|_0 \) represent the error of the global finite element solution and the error of the domain decomposition solution for problem (10) in \( L^2 \)-norm, respectively.

Figure 1 shows the computed solutions and their errors for \( \epsilon = 0.01 \) and \( h = 0.025 \), where \( u, uhg \) and \( ud \) represent the exact solution, the global finite element solution and the domain decomposition solution of (10), respectively. From table 1 and figure 1, one observes that when \( \epsilon \) is small, the error of the domain decomposition solution is of the same order as the global finite element solution (see Table 1 for \( \epsilon = 0.01, 0.001, 0.00001 \)). From figure 1, one finds that the large errors both for the global FEM solution and the domain decomposition solution are concentrated in the neighbourhood of
the outflow boundary. Due to the relative large mesh size used near the outflow boundary, the boundary layer is not properly resolved. Here comes the advantage of the proposed domain decomposition methods. Once we know that which subdomain contains the singular layers, we can use finer mesh in this subdomain. By doing so, the error introduced by the artificial boundary condition does not increase, but the singular layers can be efficiently resolved by using the known boundary conditions from the neighbouring subdomains and a sufficient fine mesh in the subdomain. Different examples have been tested by the proposed algorithms. The numerical results always show that when \( \epsilon \) is small, the domain decomposition solution and the global finite element solution have errors of the same order and the large errors are in the singular layers. To do grid refinement for the global problem is not easy, but it is very easy to use fine meshes for the subdomains that contains the singular layers.

Table 1. \( L^2 \)-error of the global solution and the domain decomposition solution.
\[ \begin{array}{|c|c|c|c|c|c|c|} \hline \epsilon & 0.1 & 0.01 & 0.001 & 0.00001 \\ \hline \| e_2 \|_0 & 0.0155 & 0.0066 & 0.0016 & 0.0007 \\ \| e_d \|_0 & 0.0354 & 0.0095 & 0.0036 & 0.0007 \\ \| e_g \|_0 & 0.0126 & 0.0138 & 0.0029 & 0.0007 \\ \| e_d \|_0 & 0.0200 & 0.0051 & 0.0035 & \\ \| e_g \|_0 & 0.0061 & 0.0047 & 0.0006 & 0.00007 \hline \end{array} \]

5 Conclusion

Both theoretical analysis and numerical tests reveal that the proposed algorithms are suitable for problems with small \( \epsilon \). When the diffusion parameter is small, the singular layers are very narrow. In order to resolve the singular layers, the ratio between the mesh size in the singular layers and the mesh size in the part of the domain where the solution is smooth shall be very large. In this case, the error introduced by the domain decomposition algorithms are negligible in comparison with the errors in the singular layers. However, the domain decomposition algorithms allow easy and efficient grid refinement in the subdomains that contain the singular layers.
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Geometric Convergence of Overlapping Schwarz Methods for Obstacle Problems

Jinping Zeng

1 Obstacle Problem and its Discretization

Schwarz methods have been paid great attention in recent years. In our paper, we consider Schwarz methods for the obstacle problem of finding a $u$ such that

$$
\begin{align*}
-\Delta u(x) & \geq f(x), \\
u(x) & \geq 0, \\
u(x)(-\Delta u(x) - f(x)) & = 0, \\
u(x) & = g(x),
\end{align*}
$$

where $\Omega$ is a bounded polyhedron convex domain in $R^2$ or $R^3$ with boundary $\partial\Omega$. $f$ and $g$ are given functions.

We discretize problem (1.1) as finite-dimensional linear complementarity problem by using a conforming finite element method (e.g. Lagrange linear elements):

$$
\begin{align*}
LU(x) & \geq f(x), \\
U(x) & \geq 0, \\
U^T(x)(LU(x) - f(x)) & = 0, \\
U(x) & = g(x),
\end{align*}
$$

where $\Omega_h$ is grid set of the triangulation of $\Omega$. Let grid function $U$ be the restriction of $U(x)$ on $\Omega_h$. Then we have that

$$AU \geq F, \quad U \geq 0, \quad U^T(AU - F) = 0. \tag{1.2}$$

Where $A$ is a symmetric positive definite M-matrix if each angle of the mesh is an acute angle.

In [KNT94, KNT96] the numerical solution of linear complementarity problems with monotone operators by relaxation and Schwarz-type overlapping domain decomposition methods are considered. Monotone convergence was obtained for a special initial choice. Similar convergence was also discussed in [Sca90, Zho96]. Until now, however, we have not seen any discussion on the convergence rate except in
[Tar96, ZZ]. In [ZZ], we analyzed convergence rate of the algorithm for solving obstacle problem if we confine the initial value to as special set, the same as [KNT94] or [KNT95]. Here, without any limitation of initial value, we prove that the iterate sequence generated by the algorithm we proposed converges to the solution of (1.2).

2 Schwarz Algorithm

Following the substructuring idea given by Dryja and Widlund (c.f. [Dry89, DW90, LSL92]), we can construct Schwarz algorithm for solving (1.2); We use the two-level triangulation of $\Omega$ given in [LSL92]. In this way we get the $H$-level triangulation consisting of $\Omega_i$ with diameters $H_i(i = 1, \ldots, m)$ and the overlapping open subdomains $\Omega'_i \supset \Omega_i(i = 1, \ldots, m)$. We assume that there is a positive constant $c$ such that

$$\text{dist}(\partial \Omega'_i \setminus \partial \Omega_i, \partial \Omega \setminus \partial \Omega) \geq cH_i, \quad i = 1, \ldots, m.$$  \hspace{1cm} (2.1)

Let $\Omega_{Ni}(i = 1, \ldots, m)$ be the sets of the nodes that belong to open subdomains $\Omega'_i$ respectively, $N_i$ be the subset of index set \{1,2,...,N\}: $N_i = \{j \in \{1,2,\ldots,N\} : x_j \in \Omega_{Ni}\}$. $A_{I,J}$ denotes the submatrix of $A$ with elements $a_{ij}$ ($i \in I, j \in J$), $U_I$ denotes the subvector of $U$ with elements $U_i (i \in I)$. Then additive Schwarz algorithm can be stated as follows:

**Additive Schwarz Algorithm**

**Step 1.** $n := 0$.

**Step 2.** For $i = 1,2,\ldots,m$,

$$\begin{cases} A_{N_i,N_i}U_{N_i}^{n+1,i} \geq F^n_i, \\ U_{N_i}^{n+1,i} \geq 0, \\ (U_{N_i}^{n+1,i})^T(A_{N_i,N_i}U_{N_i}^{n+1,i} - F^n_i) = 0. \end{cases} \hspace{1cm} (2.2)$$

$$U_{N\setminus N_i}^{n+1,i} = U_{N\setminus N_i}^n, \hspace{1cm} (2.3)$$

where

$$F^{n,i} = F_{N_i} - A_{N_i,N\setminus N_i}U_{N\setminus N_i}^n. \hspace{1cm} (2.4)$$

**Step 3.** Choose $\omega_i$ satisfying

$$0 < \omega_i < 1, \quad i = 1,2,\ldots,m, \quad \sum_{i=1}^m \omega_i = 1.$$  

Let

$$U^{n+1} = \sum_{i=1}^m \omega_i U^{n+1,i}. \hspace{1cm} (2.5)$$

**Step 4.** $n := n + 1$, go to step 2.

3 Geometric Convergence

**Lemma 3.1 (iteration error estimate)** Let $e^{n+1,i} = U^{n+1,i} - U$, $e^n = U^n - U$ (where $U$ is the solution of (1.2)). Then for all $n = 0,1,\ldots$ and $i = 1,\ldots,m$, we have that

$$(A|e^{n+1,i}|)_{N_i} \leq 0. \hspace{1cm} (3.1)$$
\textbf{Proof.} If \((U_{N_i})_k = 0\) and \((U_{N_i}^{n+1,i})_k > 0\), then
\[
(A_{N_i,N_i} U_{N_i}^{n+1,i} - F_{n,i})_k = 0. \tag{3.2}
\]
Let
\[
F_{n,i} = F_{N_i} - A_{N_i,N_i \backslash N_i} U_{N_i \backslash N_i}.
\]
We have
\[
(A_{N_i,N_i} U_{N_i} - F_{n,i})_k \geq 0. \tag{3.3}
\]
If we subtract (3.3) from (3.2), we get that
\[
(A_{N_i,N_i} e^{n+1,i}_{N_i})_k \leq (-A_{N_i,N_i \backslash N_i} e^{n,i}_{N_i \backslash N_i})_k.
\]
Since \(A_{k,j} \leq 0\) for \(k \neq j\) and (2.3), we have
\[
(A_{N_i,N_i} |e^{n+1,i}_{N_i}|) \leq (-A_{N_i,N_i \backslash N_i} |e^{n+1,i}_{N_i \backslash N_i}|)_k.
\]
i.e.
\[
((A|e^{n+1,i}|)_{N_i})_k \leq 0.
\]
If \((U_{N_i})_k > 0\) and \((U_{N_i}^{n+1,i})_k > 0\), then
\[
(A_{N_i,N_i} U_{k}^{n+1,i} - F_{n,i})_k = 0,
\]
and
\[
(A_{N_i,N_i} U_{N_i} - F_{n,i})_k = 0.
\]
Hence
\[
(A_{N_i,N_i} e^{n+1,i}_{N_i})_k = (-A_{N_i,N_i \backslash N_i} e^{n,i}_{N_i \backslash N_i})_k.
\]
Therefore,
\[
(A_{N_i,N_i} |e^{n+1,i}_{N_i}|) \leq (-A_{N_i,N_i \backslash N_i} |e^{n,i}_{N_i \backslash N_i}|)_k = (-A_{N_i,N_i \backslash N_i} e^{n+1,i}_{N_i \backslash N_i})_k.
\]
If \((U_{N_i})_k > 0\) and \((U_{N_i}^{n+1,i})_k = 0\), then
\[
(A_{N_i,N_i} U_{k}^{n+1,i} - F_{n,i})_k \geq 0,
\]
and
\[
(A_{N_i,N_i} U_{N_i} - F_{n,i})_k = 0.
\]
Then
\[
(A_{N_i,N_i} e^{n+1,i}_{N_i})_k \geq (-A_{N_i,N_i \backslash N_i} e^{n,i}_{N_i \backslash N_i})_k.
\]
Since \((e^{n+1,i}_{N_i})_k < 0\), we also have
\[
(A_{N_i,N_i} |e^{n+1,i}_{N_i}|) \leq (-A_{N_i,N_i \backslash N_i} |e^{n,i}_{N_i \backslash N_i}|)_k = (-A_{N_i,N_i \backslash N_i} e^{n+1,i}_{N_i \backslash N_i})_k.
\]
That is (3.1) holds. Thus we complete the proof.
In order to prove the geometric convergence, we also need to establish the discrete strong maximum principle as follows:

**Lemma 3.2** For finite element discretization, if each angle of the mesh is an acute angle and the boundary of every subdomain has a common part with the boundary of the whole domain. Then, for any $V \geq 0$ satisfying $(AV)_{N_i} \leq 0$, there exists a constant $k_i \in (0, 1)$ such that

$$\max_{j \in N_i} V_j \leq k_i \max_{j \in N_i} V_j.$$ 

**Remark** Under the conditions of lemma 3.2, matrix $A$ has the following properties:
(i) $a_{ii} > 0$, $a_{ij} \leq 0 (j \neq i)$; (ii) $A$ is irreducible and weak diagonal dominant; (iii) $A_{N_i, N_i}$ are irreducible, $i = 1, \ldots, m$; (iv) for every $i = 1, \ldots, m$, there exists $l_i \in N_i$ such that $\sum_{j=1}^{N} a_{l_i,j} > 0$. Therefore, lemma 3.1 can be proved by reduction to absurdity.

By lemma 3.1 and lemma 3.2 we get the following geometric convergence result:

**Theorem 3.1** Under the conditions of lemma 3.2, we have that

$$\|e^{i+1}\|_{\infty} \leq \max_{1 \leq i \leq m} \left( \omega_i k_i + \sum_{j \neq i} \omega_j \right) \|e^n\|_{\infty} = k \|e^n\|_{\infty}, \quad (3.4)$$

where $k = \max_{1 \leq i \leq m} \left( \omega_i k_i + \sum_{j \neq i} \omega_j \right) \in (0, 1).

**Proof**\forall k \in \{1, 2, \ldots, N\}$ and $i \in \{1, 2, \ldots, m\}$. If $k \notin N_i$, then $|e^{i+1,i}|_k = |e^n|_k \leq \|e^n\|_{\infty}$; If $k \in N_i$, since $(A|e^{i+1,i}|)_{N_i} \leq 0$. By use of lemma 3.1 and lemma 3.2, we have that

$$|e^{i+1,i}|_k \leq k_i \max_{j \in N_i} |e^{i+1,i}|_j = k_i \max_{j \in N_i} |e^n|_j \leq k_i \|e^n\|_{\infty}.$$ 

Since $\{1, 2, \ldots, N\} = \bigcup_{i=1}^{m} N_i$, we get (3.4).

4 Concluding Remarks

The goal of the paper is to give the convergence proof of additive Schwarz algorithm for the algebraic obstacle problems by establishing discrete maximum principle. The convergence theory can be found useful for many reasons. First, Our results are suitable for obstacle problems with nonsymmetric operators. As we know, many discussions about Schwarz methods for obstacle problems require the problems have self-adjoint and positive definite operators (c.f. [Lio88, Lio89, Sca90, Xu92, Zho06]). Second, we can get geometric convergent rate by establishing corresponding discrete maximum principle. Especially, we can estimating h-independent convergence of the additive Schwarz algorithm by estimating $k_i$ in lemma 3.2 (see [ZZ] for details). Finally, we notice that the convergence theory of this paper can be extended to multiplicative Schwarz algorithm or other obstacle problems as well. For example, using a similar analysis, we could prove geometric convergence of additive or multiplicative algorithms applied to solving bilateral discrete obstacle problems. These extensions will be studies in the forthcoming publications.
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A Multigrid Iterated Penalty Method for Mixed Elements

Ridgway Scott and Shangyou Zhang

1 Introduction

We consider the following stationary Stokes problem: Find functions $u$ (the fluid velocity) and $p$ (the pressure) on a bounded polygonal/polyhedral domain $\Omega \subset \mathbb{R}^d$ $(d = 2, 3)$, such that

$$
-\Delta u + \text{grad} p = f \quad \text{in } \Omega, \\
\text{div} u = 0 \quad \text{in } \Omega, \\
u = 0 \quad \text{on } \partial \Omega,
$$

(1)

where $f$ is the body force. In the variation form of velocity-pressure formulation of the Stokes equations, the velocity and pressure are in the Sobolev spaces $H^1_0(\Omega)^d$ and $L^2_0(\Omega)$, respectively. The mixed element approximation spaces can be chosen to be the corresponding subspaces. A natural pairing would be continuous piecewise-polynomials of degree $(k + 1)$ and discontinuous piecewise-polynomials of degree $k$ for the velocity and pressure, respectively. Such mixed element solutions satisfy the incompressibility condition, i.e. pointwise divergence free. Scott and Vogelius [SV85] showed that the Babuška-Brezzi inequality holds for such $P_{k+1} - P_k$ triangular mixed-elements in 2D if the polynomial degree $k$ is 3 or higher and if the meshes are singular-vertex free. This result is partially extended to 3D in [Zha94]. It is shown that, when defined on tetrahedral meshes of a macro-element type, the above $P_{k+1} - P_k$ elements are stable if the polynomial degree for velocity is 3 or higher.

The mixed elements approximation to (1) in weak formulation is: Find $[u_j, p_j] \in V_j$, such that

$$
a(u_j, v) + b(v, p_j) + b(u_j, q) = (f, v) \quad \forall [v, q] \in V_j,
$$

(2)

where $a(u, v) := (\nabla u, \nabla v)$ and $b(v, p) := -(\text{div} v, p)$. Here $\{V_j\}$ are multilevel $P_{k+1} - P_k$ mixed finite element spaces:

$$
V_j = (P_{k+1}^0, T^j_2)^d \times P^0_{k, T^j_2} \subset (H^1_0(\Omega))^d \times L^2_0(\Omega),
$$

Ninth International Conference on Domain Decomposition Methods
Editor Petter E. Bjørstad, Magne S. Espedal and David E. Keyes ©1998 DDM.org
MULTIGRID ITERATED PENALTY METHOD

243
defined on nested or nonnested triangular/tetrahedral grids \( \{ T_j \} \) covering \( \Omega \), where 
\( P^0_{k,T_j} = P_k,T_j \cap H^0(\Omega) \), \( P^0_{k,T_j} = P_k,T_j \cap L^2(\Omega) \), \( P_k,T_j \) and \( P_k,T_j \) are the piecewise 
continuous and discontinuous polynomials of degree \( k \) on the mesh \( T_j \), respectively.

We note that for \( P_{k+1} \to P_k \) elements, the divergence of the discrete velocity space is 
precisely the discrete pressure space, i.e., \( \{ \text{div} \} \{ \mathbf{u} \in (P^0_{k+1,T_j})^d \} = P^0_{k,T_j} \). Therefore, 
we can avoid introducing the discrete space \( P^0_{k,T_j} \) in computation completely in the 
following iterated penalty method (3), which is a special form of the augmented 
Lagrangian method [FG83]. Let \( r \geq 1 \). The iterated penalty method [BS94] defines 
\( \mathbf{u}^n \in (P^0_{k+1,T_j})^d \) by

\[
a(\mathbf{u}^n, \mathbf{v}) + r(\text{div} \mathbf{u}^n, \text{div} \mathbf{v}) = (\mathbf{f}, \mathbf{v}) + (\text{div} \mathbf{v}, \text{div} \mathbf{w}^n) \quad \forall \mathbf{v} \in (P^0_{k+1,T_j})^d, \\
\mathbf{w}^{n+1} = \mathbf{w}^n + r \mathbf{u}^n
\]

sequentially given \( \mathbf{w}^0 \in (P^0_{k+1,T_j})^d \) (which is usually \( 0 \)). \( p^n = \text{div} \mathbf{w}^n \in P^0_{k,T_j} \). The key 
point of the iterated penalty method is that the system of equations represented by the 
first equation in (3) for \( \mathbf{u}^n \) will be symmetric and positive definite. Each time when we 
solve the linear system (3), we apply the multigrid method to get an inner iteration. 
Another essential point here is that we only do one or two multigrid iterations for (3), 
which needs not to be solved accurately as the solution \( \mathbf{u}^n \) is not final. We show that 
the overall convergence rate of the combined iterated penalty – multigrid method is 
independent of the size of the discrete system, and that the overall computation cost for 
solving the discrete Stokes equations up to the order of approximation is proportional 
to the system size if the penalty parameter \( r \) is chosen not too big. Therefore the 
method is optimal in the order of computation. The analysis is confirmed by our 
numerical computation.

2 Analysis

We first analyze the the iterated penalty method. We will define a multigrid iterated 
penalty method. Then we will apply the general theory developed in [BP87], [BPX91] 
and [SZ92] to obtain a convergence analysis of the multigrid iterated penalty method.

**Theorem 1.** (Convergence of the iterated penalty method) For \( \mathbf{u}^n \) defined in (3), the 
following error reduction relation holds:

\[
\| \mathbf{u}_j - \mathbf{u}^n \|_{1,j} \leq \frac{C}{r} \| \mathbf{u}_j - \mathbf{u}^{n-1} \|_{1,j}
\]

where \( C \) is independent of \( j \).

**Proof.** Let the errors be denoted as \( \mathbf{e}^n = \mathbf{u}^n - \mathbf{u}_j \) and \( \mathbf{e}^n = \mathbf{p}^n - \mathbf{p}_j = \text{div} \mathbf{w}^n - \mathbf{p}_j. \)

We will use a short notation 
\( \mathbf{U}_j := (P^0_{k+1,T_j})^d. \)

Subtracting (2) from (3), it follows

\[
a(\mathbf{e}^n, \mathbf{v}) + r(\text{div} \mathbf{e}^n, \text{div} \mathbf{v}) = b(\mathbf{v}, \mathbf{e}^n) \quad \forall \mathbf{v} \in \mathbf{U}_j,
\]

\[
\mathbf{e}^{n+1} = \mathbf{e}^n + r \text{div} \mathbf{u}^n = \mathbf{e}^n + r \text{div} \mathbf{e}^n.
\]
Hence, combining the above two equations we can get

$$a(e^{n+1}, e^{n+1}) + r(dive^{n+1}, dive^{n+1}) = b(e^{n+1}, e^{n+1})$$

(6)

$$= b(e^{n+1}, e^{n}) - r(dive^{n+1}, dive^{n})$$

$$= a(e^{n+1}, e^{n}) \leq |e^{n+1}|_{H^1} |e^{n}|_{H^1}.$$  

(7)

By (4), \(a(e^n, v) = 0\) for all divergence-free function \(v \in U_j\). Therefore, for our special choices of \(U_j\), we have

$$\nabla \times e^n, \nabla \times e^n = 0 \text{ and } a(e^n, e^n) = (dive^n, dive^n).$$

The theorem is proven with \(C = 1\).

By Theorem 1, we can see that \(||u_j - u^n||_{1,j} = O(r^{-n})\). One may like to choose a very large \(r\) to get a fast convergence. However, large \(n\) will cause a bad conditioning for the linear system in (3), which will in turn increase the work of the multigrid method when solving the linear system.

In the multigrid method, we have two steps, the fine-level smoothing and the coarse-level correction. The fine-level smoothing is usually the Richardson iteration, where we can introduce an \(L^2\)-equivalent discrete inner-product, \((\cdot, \cdot)_j\), on \(U_j\) defined by the diagonal entries of the \(L^2\) inner-product for the nodal basis. We note the equivalence constant depends on the polynomial degree, \(k + 1\), but is independent of the level number \(j\). We start by defining a family of symmetric positive definite operators, \(A_j : U_j \rightarrow U_j\),

$$(A_j u, v) = a_r(u, v) := a(u, v) + r(div u, div v) \quad \forall u, v \in U_j$$

Let \(\rho(A_j)\) be the spectral radius of \(A_j\). Then it is well known by the inverse inequality that

$$\rho(A_j) = Ch_j^{-2}r,$$

(8)

where the constant \(C\) depends on \(k\) but not on \(j\). We assume the following regularity for the solution of the continuous version of the first equation (3):

$$\|u_j\|_{H^{1+\alpha}(\Omega)^d} \leq C\|g\|_{H^{-1+\alpha}(\Omega)^d} \quad \forall g \in H^{-1+\alpha}(\Omega)^d,$$

(9)

where \(\alpha > 0\) and \(u_j\) is defined by \(a_r(u_j, v) = (g, v) \quad \forall v \in H^1(\Omega)^d\). In (9) the constant \(C\) is independent of the penalty parameter \(r\). By the standard finite element theory, we have the following estimate in the energy norm

$$\|u_j - P_j u_g\|_{1,j} \leq Cr h^s \|u_g\|_{H^{1+\alpha}(\Omega)^d}, \quad s = \min\{k + 1, \alpha\},$$

(10)

where \(P_j u_g\) denotes the finite element solution for \(u_g\). Here the triple-bar norms are defined by \(\|v\|_{s,j}^2 := (A_j^sv, v)_j, \quad 0 \leq s \leq 2\).

**Definition 1** (One level \(j\) \(W\)-cycle symmetric nested/nonnested multigrid iteration).

1. For \(j = 1\), the problem (3) or the residual problem (12) below is solved exactly.
2. For \(j > 1\), \(w_{2m+1}\) will be generated from the initial guess, \(w_0\) (which is either 0
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or a previous solution on the same level, the $s$ below is greater than 1), as follows.

2-a. $m$ presmootherings are performed to generate $w_m$:

$$ (w_l - w_{l-1}, v)_j = \lambda_j^{-1}(F(v) - a_r(w_{l-1}, v)) \quad \forall v \in U_j, \quad l = 1, 2, \ldots, m, $$

(11)

where $\rho(A_j)/\lambda_k \leq \omega$ for some fixed $\omega$ satisfying $0 < \omega < 2$ and $F$ is either the functional defined in the right-hand side of (3) or the $\tilde{F}$ in (12).

2-b. $w_m$ is corrected by $I_j q$ to generate $w_{m+1}$: Let $q$ solve the following coarse-level residual problem,

$$ a_r(q, v) = F(I_j v) - a_r(w_m, I_j v) =: \tilde{F}(v) \quad \forall v \in U_{j-1}. $$

(12)

Let $q \in U_{j-1}$ be the approximation of $\tilde{q}$ obtained by applying $s$ ($s = 2$) iterations of the $(j-1)$th level multigrid scheme to (12) starting with initial guess zero. Then $w_{m+1} = w_m + I_j q$. Here, $I_j : U_{j-1} \rightarrow U_j$ is the usual Lagrange interpolation operator if $U_{j-1} \not\subset U_j$, or just an identity operator if $U_{j-1} \subset U_j$.

2-c. $m$ postsmoothings of the form (11) are performed to generate $w_{2m+1}$ from $w_{m+1}$.

Definition 2 (A multigrid iterated penalty method). Let $\tilde{w}^0 = 0$. $\tilde{u}^n$ is defined by doing $l$th level $W$-cycle symmetric nested/nonnested multigrid iteration for the problem defined by the first equation in (3) where $w^n$ being replaced by $\tilde{w}^n$, i.e., for the equation

$$ a(\tilde{u}^n, v) + r(\nabla \tilde{u}^n, \nabla v) = (f, v) + (\nabla v, \nabla \tilde{w}^n) \quad \forall v \in U_j. $$

(13)

Here the initial guess for the multigrid iteration is $\tilde{u}^{n-1}$ and $\tilde{u}^{-1} = 0$. $\tilde{w}^n$ is defined by $\tilde{w}^n = \tilde{w}^{n-1} + r\nabla \tilde{u}^n$.

By the assumptions (8-9) and (10) it is standard to verify the “regularity and approximation” assumption introduced by Bramble et al. (see (3.2) in [BP87], also [BPX91] and [SZ92]):

$$ a_r(u - P_{j-1} u, u) \leq C^3 \left( \frac{|||A_j u|||_0^2}{\lambda_j} \right)^\beta a_r(u, u)^{1-\beta} \quad \forall u \in U_j $$

with $C^3 = C^{1+\alpha/2}$ and $\beta = \alpha/2$ ($\alpha$ is defined in (9)). Therefore, we can get the following theorem by the theory of [BP87].

Theorem 2. The error reduction factor in the $||-||_j$ norm for one $j$th level $W$-cycle symmetric nested/nonnested multigrid iteration is bounded by

$$ \gamma := \left( \frac{C^{r1/\alpha+1/2}}{C^{r1/\alpha+1/2} + m} \right)^\alpha < 1, $$

where $\alpha$ is introduced in (9).
Theorem 3. The error reduction factor in the $||| \cdot |||_{i,j}$ norm for the multigrid iterated penalty method defined in Definition 2 can be estimated by

$$||| \hat{u}^{n+1} - u_j |||_{i,j} \leq \left( \frac{C}{r} + \gamma' \right) ||| \hat{u}^n - u_j |||_{i,j},$$

where $\gamma$ is defined in Theorem 2.

Proof. Let the errors be denoted by $\hat{e}^n = \hat{u}^n - u_j$. Let $\tilde{u}^n$ be the exact solution of the first equation in (3) with $w^n$ there being replaced by $\hat{w}^n$. Repeat (4 - 6) in the proof for Theorem 1, it follows also that

$$||| \tilde{u}^{n+1} - u_j |||_{i,j} \leq \frac{C}{r} ||| \tilde{u}^n - u_j |||_{i,j}. \quad (14)$$

By (14) and Theorems , we get that

$$||| \hat{e}^{n+1} |||_{i,j} \leq ||| \hat{u}^{n+1} - \tilde{u}^{n+1} |||_{i,j} + ||| \tilde{u}^n - u_j |||_{i,j} \leq \gamma' ||| \tilde{u}^n - \tilde{u}^{n+1} |||_{i,j} + ||| u^{n+1} - u_j |||_{i,j} \leq \gamma' ||| \tilde{u}^n |||_{i,j} + (1 + \gamma) ||| \tilde{u}^{n+1} - u_j |||_{i,j} \leq \gamma' ||| \tilde{u}^n |||_{i,j} + \frac{C(1 + \gamma^2)}{r} ||| \tilde{e}^n |||_{i,j}. \quad \Box$$

According to Theorem 3, we have a constant convergence-rate for the multigrid iterated penalty method. By it, with a full multigrid iteration, one gets in a standard way the optimal order of computation for the algorithm (cf. [SZ92]), i.e., the work to solve (2) up to the finite element truncation error is proportional to the number of unknown in the linear system (2).

3 Numerical Test

Table 1 Number of iteration for the iterated penalty method ($l = 1$, $k = 3$, $m = 10$, $r = 2$)

<table>
<thead>
<tr>
<th>Grid level</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iteration number</td>
<td>20</td>
<td>9</td>
<td>9</td>
<td>8</td>
<td>8</td>
</tr>
</tbody>
</table>

In our numerical test, we let $\Omega = (0,1) \times (0,1)$. We let $u = \nabla \times g$ and $p = \Delta g$ be the exact solutions for (1), where $g = 100(x_1^2 - x_2^2)^2(x_2 - x_1^2)^2$. The first level grid consists of two triangles, and higher level grids are defined by refining the previous level triangles into 4 subtriangles. In our computation, we use the $V$-cycle, symmetric multigrid iteration with $m = 10$ as the inner iteration. The iteration number of the iterated penalty method is listed in the Table 1 for degree 4 polynomial approximation
Table 2  Number of iteration for the iterated penalty method ($l = 1, k = 6,$
$m = 10, j = 3$)

<table>
<thead>
<tr>
<th>Penalty parameter $r$</th>
<th>1/2</th>
<th>1</th>
<th>3</th>
<th>5</th>
<th>10</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iteration number</td>
<td>24</td>
<td>10</td>
<td>9</td>
<td>9</td>
<td>12</td>
<td>37</td>
</tr>
</tbody>
</table>

of $u$ on different grids, where the penalty parameter $r = 2$. The stopping criterion is $2 \times 10^{-7}$ for $a(e^n, e^n)$.

Next we use degree 7 polynomials to approximate the velocity $u$. In this case, the mixed finite element solutions are exact, the same as $\nabla \times g$. We numerically test the dependence of the iteration number of the iterated penalty method on the penalty parameter $r$. We can see from Table 2 that for $r$ between 1 and 10, the number of iteration seems to be the least. But with bigger $r$, we have to increase the smoothing parameter $m$ or use $W$-cycle multigrid methods to get a more accurate multigrid solution for each penalty problem. This is indicated by Theorem 3. For example, if we let $m = 50$, then the iteration number would become 5 if $r = 100$, But the overall work is about 3 times as much as that for the case $m = 10$ and $r = 5$.
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Part II

Algorithmic techniques
Hierarchical Basis for the Convection-Diffusion Equation on Unstructured Meshes

Randolph E. Bank and Sabine Gutsch

1 Introduction

The Hierarchical Basis Multigrid Method was originally developed for sequences of refined meshes. Hierarchical basis functions can be constructed in a straightforward fashion on such sequences of nested meshes. The HBMG iteration itself is just a block symmetric Gauß-Seidel iteration applied to the stiffness matrix represented in the hierarchical basis. Because the stiffness matrix is less sparse than when the standard nodal basis functions are used, the iteration is carried out by forming the hierarchical basis stiffness matrix only implicitly. The resulting algorithm is strongly connected to the classical multigrid V-cycle, except that only a subset of the unknowns on each level is smoothed during the relaxation steps [BDY88].

In recent years, we have generalized such bases to completely unstructured meshes, not just those arising from some refinement process. This is done by recognizing the strong connection between the Hierarchical Basis Multigrid Method and an Incomplete LU factorization of the nodal stiffness matrix. This can best be understood in terms of the graph elimination model for Gaussian elimination. This connection is explored in detail in [BX94]. Once this connection is made, it is fairly easy to make a symbolic ILU algorithm for unstructured meshes which mimics the ILU process on a structured mesh leading to the classical hierarchical basis. This symbolic elimination process essentially defines the supports of the hierarchical basis functions (or the sparsity structure of the hierarchical basis stiffness matrix).

In the classical case, certain linear combinations of fine grid basis functions are
formed, with the combination coefficients derived from the geometry of the mesh. For these special choices, the linear combinations simplify to coarse grid nodal basis functions. In the case of completely unstructured meshes, the coefficients for the linear combinations can also be specified in a natural way using the geometry of the mesh. However, since there is no coarse grid as such, in general no simplification of the basis functions occurs. Different choices of expansion coefficients typically have no effect on the supports of the basis functions, but do have a profound effect on the shape of the basis functions themselves, and hence on the numerical values appearing in the hierarchical basis stiffness matrix [BX94], [BX96]. One can even choose different coefficients for the trial and test spaces, leading to different hierarchical basis functions, similar to Petrov-Galerkin finite element approximations.

In terms of ILU, the expansion coefficients are just the multipliers in the ILU decomposition. This leads one to consider the possibility of defining these expansion coefficients in a more algebraic fashion. For example, one can choose these coefficients to eliminate certain off-diagonal elements of the hierarchical basis stiffness matrix, as is done in the case of classical ILU. While geometry based coefficients seem adequate for isotropic, self-adjoint problems (e.g. \(-\Delta u = f\)), we have found that our algebraic choices can greatly improve the robustness of the HBMG iteration for other types of equations, notably convection dominated convection-diffusion equations.

In Section 2, we review the connection between HBMG and ILU from a graph theoretical point of view. In Section 3, we analyze this method in the one-dimensional case, where algebraic simplicity allows a fairly complete treatment. In Section 4, we present some algorithms and numerical results for two-dimensional problems.

2 HBMG and ILU

As with typical multigrid methods, classical hierarchical basis methods are usually defined in terms of an underlying refinement structure for a sequence of nested meshes. In many cases, this is no disadvantage, but it limits the applicability of the methods to truly unstructured meshes, which might be highly nonuniform but not derived from some grid refinement process. Here we view the transformation of the stiffness matrix \(A\) from nodal basis representation to hierarchical basis representation as a special ILU decomposition. This generalizes the construction of hierarchical bases to unstructured meshes, allowing HBMG and other hierarchical basis methods to be applied. A more complete discussion of this point can be found in [BX94] and [BX96]. See [HS95], [Kor96], [HK94], [KY94], and [CS94] for related algorithms. See [Xu89], [BPX91], and [Zha88] for discussions of non-nested multigrid algorithms.

Graph Theoretical Properties of Hierarchical Bases

We begin by exploring the connection between the HBMG method and ILU decomposition in terms of graph theory. We consider the standard Gaussian elimination and the classical ILU factorization from a graph theoretical point of view, and then develop a simple graph elimination model for classical hierarchical basis methods on sequences of nested meshes. We can interpret this model as a particular ILU decomposition and generalize this graph elimination model to the
case of completely unstructured meshes. See Rose [Ros72] and George and Liu [GL81] for a complete discussion of graph theoretical aspects of Gaussian elimination. Corresponding to a sparse $n \times n$ matrix $A$ with symmetric pattern (i.e. $A_{ij} \neq 0$ if and only if $A_{ji} \neq 0$), let $G(X,E)$ be the graph that consists of a set of $n$ ordered vertices $v_i \in X$, $1 \leq i \leq n$, and a set of edges $E$ such that the edge (connecting vertices $v_i$ and $v_j$) $e_{ij} \in E$ if and only if $a_{ij} \neq 0$, $i \neq j$. The edges in the graph $G$ correspond to the nonzero off diagonal entries of $A$. If $A$ is the stiffness matrix for the space of continuous piecewise linear polynomials represented in the standard nodal basis, the graph $G$ is just the underlying triangulation of the domain (with minor modifications due to Dirichlet boundary conditions). We define for a vertex $v_i$ the set of adjacent vertices $\text{adj}(v_i)$ by

$$\text{adj}(v_i) = \{v_j \in X | e_{ij} \in E\}.$$  

A clique $C \subseteq X$ is a set of vertices which are all pairwise connected; that is $v_i,v_j \in C, i \neq j \Rightarrow e_{ij} \in E$. With a proper ordering of the vertices, a clique corresponds to a dense submatrix of $A$. In graph theoretic terms, a single step of Gaussian elimination transforms $G(X,E)$ to a new graph $G'(X',E')$ as follows:

1. Eliminate vertex $v_i$ and all its incident edges from $G$. Set $X' = X - \{v_i\}$.
   Denote the resulting set of edges $E_1 \subseteq E$.

2. Create a set $F$ of fillin edges as follows: For each distinct pair $v_j,v_k \in \text{adj}(v_i)$ in $G$, add the edge $e_{jk}$ to $F$ if not already present in $E_1$. Set $E' = E_1 \cup F$.

Note that the set $\text{adj}(v)$ in $G$ becomes a clique in $G'$. Within this framework, the classical ILU factorization is one in which no fillin edges are allowed, i.e. $F = \emptyset$. This forces the matrix $A'$ corresponding to the new graph $G'$ to have the same sparsity structure as the corresponding submatrix of $A$.

To define HBMG as a generalized ILU procedure, we must first introduce the concept of vertex parents. We will begin with the case of two nested meshes where the fine mesh is a uniform refinement of a coarse mesh, generated by pairwise connecting the midpoints of the coarse grid edges in the usual way [BDY88], [Yse86], [Hac85]. Here we can make the direct sum decomposition $X = X_c \oplus X_f$, where $X_c$ is the set of coarse grid vertices and $X_f$ is the set of fine grid vertices (those not in $X_c$). For each vertex $v_i \in X_f$, there is a unique pair of vertex parents $v_j, v_k \in X_c$ such that $v_i$ is the midpoint of the edge connecting $v_j$ and $v_k$ ($v_i = (v_j + v_k)/2$).

We now view HBMG as an ILU algorithm in which only selected fillin edges are allowed, namely those connecting vertex parents. In this algorithm, we sequentially eliminate the vertices in the set $X_f$ as follows:

1. Eliminate vertex $v_i \in X_f$ and all its incident edges from $G$. Set $X' = X - \{v_i\}$.
   Denote the resulting set of edges $E_1 \subseteq E$.

2. Add one fillin edge connecting the vertex parents $v_j,v_k \in X_c$ of $v_i$. Set $E' = E_1 \cup \{e_{jk}\}$.

Note that the triangulation $T_f$ is the graph for the original stiffness matrix $A$ represented in the standard nodal basis. After all the vertices in $X_f$ are eliminated, the resulting graph is just the triangulation $T_c$, i.e. the sparsity pattern of the coarse grid matrix corresponds to the coarse grid triangulation. For completely unstructured meshes, the main problem is to determine reasonable vertex parents for each vertex.
to be eliminated. Once this is done, the elimination/unrefinement/coarsening is done
exactly as in the case of nested meshes. This may lead to graphs that are not necessarily
triangulations of the domain, but typically contain polygonal elements of various
orders. Even if the graphs remain triangulations, they will generally not be nested.
Nonetheless, such a scheme still defines the linear combinations of fine grid basis
functions used to create the coarse grid basis functions (but not the values of the
coefficients in the linear combinations).

Algorithms for selecting vertex parents are currently an area of active research.
The scheme developed in [BX96] is based on the geometry of the triangulation, and
seeks to coarsen the grid in a fashion that maintains the shape of the region and
the shape regularity of the coarse grid elements to the extent possible. For this scheme,
the supports of the resulting hierarchical basis functions grow in a fashion analogous
to the classical case. We are also considering more algebraic schemes which rely only
on the sparsity structure of the stiffness matrix and the numerical values of its matrix
elements; these schemes have much in common with more classical sparse matrix
ordering algorithms.

**Algebraic HBMG and ILU**

In this section, we consider the algebraic aspects of the HBMG method and its relation
to Gaussian elimination. Again we will consider the case of only two levels. Let
$A$ denote the nodal basis stiffness matrix for the fine grid, and consider the block
partitioning

$$A = \begin{pmatrix} A_{cc} & A_{cf} \\ A_{fc} & A_{ff} \end{pmatrix},$$

(1)

where $A_{ff}$ corresponds to the nodal basis functions of the fine grid nodes, $A_{cc}$
corresponds to the (fine grid) nodal basis functions of the coarse grid nodes and
$A_{cf}$ and $A_{fc}$ correspond to the coupling between the two sets of basis functions.
We consider transformations of the form $A' = S^T A \tilde{S}$ where $S$ and $\tilde{S}$ have the block
structure

$$S = \begin{pmatrix} I & 0 \\ R & I \end{pmatrix}, \quad \tilde{S} = \begin{pmatrix} I & 0 \\ \tilde{R} & I \end{pmatrix}.$$  

(2)

By direct calculation, we obtain

$$S^T A \tilde{S} = \begin{pmatrix} \hat{A}_{cc} & A_{cf} + R^T A_{ff} \\ A_{fc} + A_{ff} \tilde{R} & A_{ff} \end{pmatrix}$$

(3)

where

$$\hat{A}_{cc} = A_{cc} + R^T A_{fc} + A_{cf} \tilde{R} + R^T A_{ff} \tilde{R}.$$  

(4)

Different algorithms can be characterized by different choices of $R$ and $\tilde{R}$. For example,
in the classical block Gaussian elimination we have $R = -A_{ff}^{-1} A_{f}^T$ and $\tilde{R} = -A_{ff}^{-1} A_{fc}$,
and $\hat{A}_{cc} = A_{cc} - A_{cf} A_{ff}^{-1} A_{fc}$ is the Schur complement. In this case, the off diagonal
blocks are reduced to zero, but at the cost of having fairly dense matrices \( R, \tilde{R} \) and \( \tilde{A}_e \). In the case of HBMG, the matrices \( R \) and \( \tilde{R} \) are sparse and contain information about changing from the nodal to the hierarchical basis. The sparsity patterns of \( R \) and \( \tilde{R} \) are the same, and both are determined by the vertex parent relationship described above. In particular, each row of \( R \) and \( \tilde{R} \) is zero except for the two entries which correspond to the (coarse grid) vertex parents for the given fine grid vertex. In the classical case, where each fine grid vertex is the midpoint of the edge connecting its vertex parents, \( R = \tilde{R} \) and both nonzero entries in a given row are equal to \( 1/2 \). In the generalized HBMG, these values are replaced by \( \theta_i, \tilde{\theta}_i, \nu_i \) and \( \tilde{\nu}_i \). Often one has \( \tilde{\theta}_i = 1 - \theta_i \) and \( \tilde{\nu}_i = 1 - \nu_i \). Choosing \( R \neq \tilde{R} \) corresponds to choosing a test space different from the trial space for the coarser grids, as in a Petrov-Galerkin method. Several alternatives for choosing \( \theta_i, \tilde{\theta}_i, \nu_i \) and \( \tilde{\nu}_i \) are discussed in Section 4.

3 Analysis of a One-Dimensional Model Problem

The Two-Level HBMG Iteration

In this section, we will analyze the case of a constant coefficient two-point boundary value problem, giving rise to a constant coefficient tridiagonal stiffness matrix when discretized using some finite element approximation on a uniform mesh. See [Hac84] and [BB91] for other analyses of multilevel methods for one-dimensional model problems. Let \( n > 2 \) be an integer and set \( h = 1/(2n) \). The uniform fine mesh \( T_h \) of size \( h \) has \( 2n + 1 \) grid points \( x_k = kh, 0 \leq k \leq 2n \). The coarse mesh has \( n + 1 \) grid points \( x_{2k}, 0 \leq k \leq n \). We will refer to the set of coarse grid points as level 1 vertices, and \( x_{2k+1}, 0 \leq k \leq n - 1 \), as level 2 vertices.

Let \( \mathcal{P}_h \) be a \( 2n - 1 \) dimensional trial space of functions associated with the fine mesh \( T_h \) satisfying the boundary conditions \( v(x_0) = v(x_{2n}) = 0 \) for all \( v \in \mathcal{P}_h \). Let \( \phi_k, 1 \leq k \leq 2n - 1 \), denote the nodal basis for the trial space \( \mathcal{P}_h \). We assume that \( \text{support} \{ \phi_k \} = (x_{k-1}, x_{k+1}) \) and that \( \phi_k(x_j) = \delta_{kj} \). Similarly, we define the \( 2n - 1 \) dimensional test space \( \mathcal{S}_h \) with nodal basis \( \psi_k, 1 \leq k \leq 2n - 1 \).

We will use a discretization on the mesh \( T_h \) given by a bilinear form \( b(\cdot, \cdot) : \mathcal{P}_h \times \mathcal{S}_h \rightarrow \mathbb{R} \). The details of the bilinear form \( b(\cdot, \cdot) \) are arbitrary for the moment. The discrete system of equations to be solved is: Find \( u_h \in \mathcal{P}_h \) such that

\[
b(u_h, v) = \text{rhs}(v)
\]

for all \( v \in \mathcal{S}_h \), where \( \text{rhs}(\cdot) \) is an appropriate linear functional.

Suppose

\[
b(\hat{\phi}_k, \hat{\psi}_j) = \begin{cases} a & j = k - 1 \\ b & j = k + 1 \\ c & j = k \\ 0 & |k - j| > 1 \end{cases}
\]

(5)

where \( a, b, \) and \( c \) are constants.

The resulting nodal basis stiffness matrix in natural vertex order is the constant
coefficient tridiagonal matrix

\[
A^{NB} = \begin{pmatrix}
c & b \\
a & c & b \\
& \ddots & \ddots & \ddots \\
& & a & c & b \\
& & a & c
\end{pmatrix}.
\]  

Now we introduce the generalized hierarchical bases for the spaces \( \mathcal{P}_h \) and \( \mathcal{S}_h \). Define functions

\[
\hat{\varphi}_2k = \theta \hat{\varphi}_{2k-1} + \hat{\phi}_{2k} + \tilde{\theta} \hat{\phi}_{2k+1}
\]  

for \( 1 \leq k \leq n - 1 \), and \( \theta, \tilde{\theta} \in \mathbb{R} \). The generalized hierarchical basis for \( \mathcal{P}_h \) consists of the union of the functions \( \hat{\varphi}_{2k} \) for \( 1 \leq k \leq n - 1 \), and the basis functions for the level 2 nodes, \( \hat{\phi}_{2k+1}, 0 \leq k \leq n - 1 \). This basis will be denoted by \( \varphi_k, 1 \leq k \leq 2n - 1 \). The generalized hierarchical basis introduces a natural direct sum decomposition of the space \( \mathcal{P}_h \). If \( u \in \mathcal{P}_h \), then we have the unique decomposition \( u = v + w \), where \( v \in \mathcal{V} = \text{span}\{\hat{\varphi}_{2k+1}\}_{k=0}^{n-1} \) and \( w \in \mathcal{W} = \text{span}\{\hat{\phi}_{2k}\}_{k=1}^{n-1} \). The generalized hierarchical basis \( \psi_k, 1 \leq k \leq 2n - 1 \), of \( \mathcal{S}_h \) is defined similarly, but with constants \( v \) and \( \tilde{v} \) instead of \( \theta \) and \( \tilde{\theta} \).

Using (5) and (7), we obtain

\[
b(\hat{\phi}_{2k}, \psi_j) = \begin{cases}
\hat{a} = \theta \hat{v} c + (\hat{v} + \theta) a & j = 2k - 2 \\
p = \theta c + a & j = 2k - 1 \\
\hat{c} = (1 + \theta \hat{v} + \tilde{\theta} \nu) c + (\theta + \tilde{\nu}) b + (\nu + \tilde{\theta}) a & j = 2k \\
q = \theta c + b & j = 2k + 1 \\
\tilde{\nu} \hat{c} + (\nu + \tilde{\theta}) b & j = 2k + 2
\end{cases}
\]  

for \( 1 \leq k \leq n - 1 \), and

\[
b(\hat{\phi}_{2k+1}, \psi_j) = \begin{cases}
r = \hat{v} c + a & j = 2k \\
c & j = 2k + 1 \\
s = \nu c + b & j = 2k + 2
\end{cases}
\]  

for \( 0 \leq k \leq n - 1 \).

The stiffness matrix \( A^{HB} \) corresponding to the hierarchical basis is a pentadiagonal matrix given by

\[
A^{HB} = \begin{pmatrix}
c & s & 0 & p & \hat{c} & q & \hat{b} \\
p & \hat{c} & q & \hat{b} & 0 & r & c & s & 0 \\
0 & r & c & s & 0 & \hat{a} & p & \hat{c} & q & \hat{b} \\
& \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & \hat{a} & p & \hat{c} & q & \hat{b} & 0 & r & c & 0 \\
& & & & \hat{a} & p & \hat{c} & q & \hat{b} & 0 & r & c & 0 \\
& & & & & \hat{a} & p & \hat{c} & q & \hat{b} & 0 & r & c & 0 \\
& & & & & & \hat{a} & p & \hat{c} & q & \hat{b} & 0 & r & c & 0
\end{pmatrix}.
\]
Now we apply a simple permutation to the matrix $A^{HB}$, in which the basis functions associated with the coarse grid points are ordered first, and those associated with the fine grid points are ordered last. If we denote the relevant permutation matrix by $P$, the permuted matrix is block $2 \times 2$ of the form given in (3)-(4):

$$
\bar{A}^{HB} = PA^{HB}P^T = \begin{pmatrix} A_{cc} & A_{cf} \\ A_{fc} & A_{ff} \end{pmatrix},
$$

where

$$
A_{cc} = \begin{pmatrix} \hat{c} & \hat{b} \\ \hat{a} & \hat{c} & \hat{b} \\ & \ddots & \ddots & \ddots \\ & & \hat{a} & \hat{c} & \hat{b} \\ & & & \hat{a} & \hat{c} \end{pmatrix}_{n-1 \times n-1}, \quad A_{cf} = \begin{pmatrix} p & q & \cdots & \cdots & q \\ p & \ddots & \ddots & \ddots & \cdots \\ \vdots & \ddots & p & q \end{pmatrix}_{n-1 \times n},
$$

$$
A_{fc} = \begin{pmatrix} \hat{r} & \hat{s} \\ \hat{s} & \hat{r} \\ \vdots & \ddots & \ddots & \ddots \\ \hat{s} & \cdots & \cdots & \hat{r} \\ s & \cdots & \cdots & \cdots & s \end{pmatrix}_{n \times n-1}, \quad A_{ff} = \begin{pmatrix} c & \cdots & \cdots & \cdots & c \\ \cdots & p & q & \cdots & \cdots \\ \cdots & \cdots & \ddots & \ddots & \cdots \\ \cdots & \cdots & \cdots & p & q \\ \cdots & \cdots & \cdots & \cdots & \ddots \end{pmatrix}_{n \times n}.
$$

The 2-level generalized hierarchical basis multigrid method is the block symmetric Gauß-Seidel iteration applied to the linear system $\bar{A}^{HB} \tilde{u} = \tilde{f}$. If $\bar{A}^{HB}$ is block upper (or lower) triangular, we will obtain the exact solution in one step. To make $\bar{A}^{HB}$ block diagonal, we set $p = q = r = s = 0$, giving

$$
\theta = \hat{\nu} = \frac{-a}{c} \quad \text{and} \quad \hat{\theta} = \nu = \frac{-b}{c}.
$$

For this choice of interpolation coefficients, the transformation of the stiffness matrix $\bar{A}^{NB}$ to the matrix $\bar{A}^{HB} = ST \bar{A}^{NB} S$ is the classical block Gaussian elimination.

**Examples**

For our first example, we consider the self adjoint problem $-u'' = f$ with Dirichlet boundary conditions. Discretizing using the standard nodal basis for the space of continuous piecewise linear polynomials leads to the tridiagonal stiffness matrix

$$
A^{NB} = \frac{1}{h} \left( \begin{array}{cccc} 2 & -1 & & \\ -1 & \ddots & \ddots & \\ & \ddots & \ddots & -1 \\ & & \ddots & \ddots \end{array} \right).
$$

If we use the standard interpolation constants,

$$
\theta = \hat{\theta} = \nu = \hat{\nu} = \frac{1}{2},
$$
leading to the standard piecewise linear nodal basis functions for the course grid, the
permuted hierarchical basis stiffness matrix is of the form

\[
A_{HB} = \frac{1}{2h} \begin{pmatrix}
2 & -1 & | & \\
-1 & \ddots & \ddots & | \\
& \ddots & \ddots & | \\
& & - & - & - & - & - \quad | \\
& & & & 4 & & \\
& & & & & & \\
\end{pmatrix}.
\]

It is well known that the HBMG method is a direct method for this special case
[Yse86].

As our second example, we consider the one-dimensional convection diffusion
equation \(-u' + \beta u = f\) on an interval \(I\), with Dirichlet boundary conditions and
constant \(\beta\). Here we will use the well known Scharfetter-Gummel discretization on a
uniform mesh. There are several standard interpretations of this discretization. One
which is especially useful here is to view the discretization as a Petrov-Galerkin method
using the standard bilinear form

\[
b(u, v) = \int_I (u' + \beta u) v' \, dx.
\]

For the test space we use the standard continuous piecewise linear polynomials, while
the trial space is composed of piecewise functions of the form \(a e^{-\beta x} + \gamma\), since these
are the fundamental solutions of the homogeneous equation. The nodal basis function
\(\phi_i(x)\) is given by

\[
\phi_i(x) = \begin{cases}
\frac{(e^{-\beta(x-x_i)} - e^{-\beta h})}{(1 - e^{-\beta h})} & x_i \leq x \leq x_{i+1} \\
\frac{(e^{-\beta(x-x_{i-1})} - e^{\beta h})}{(1 - e^{\beta h})} & x_{i-1} \leq x \leq x_i \\
0 & \text{elsewhere}
\end{cases}
\]

The resulting tridiagonal nodal basis stiffness matrix has entries

\[
a = -\frac{B(-\beta h)}{h},
b = -\frac{B(\beta h)}{h},
c = \frac{B(\beta h) + B(-\beta h)}{h},
\]

where \(B(\cdot)\) denotes the Bernoulli function

\[
B(x) = \frac{x}{e^x - 1}.
\]

To make the off-diagonal blocks zero, we choose interpolation coefficients

\[
\theta = \tilde{\nu} = \frac{B(-\beta h)}{B(-\beta h) + B(\beta h)} = \frac{1 - e^{-\beta h}}{1 - e^{-2\beta h}},
\tilde{\theta} = \nu = 1 - \theta.
\]
The entries of the resulting coarse grid matrix are given by
\[\begin{align*}
\hat{a} &= -\frac{B(-2\beta h)}{2h}, \\
\hat{b} &= -\frac{B(2\beta h)}{2h}, \\
\hat{c} &= \frac{B(2\beta h) + B(-2\beta h)}{2h},
\end{align*}\]
i.e., with this choice of interpolation coefficients the Scharfetter-Gummel discretization on the coarse grid is reproduced. This is the same result we get calculating \(\theta\) from \(u(x + h/2) = \theta u(x) + (1 - \theta) u(x + h)\) and making the interpolation exact for functions of the form \(u(x) = c e^{-\beta x} + \gamma\).

For our third example, we consider the case of the \(L^2\)-projection into the space of continuous piecewise linear finite elements. The mass matrix for the space of continuous piecewise linear polynomials on a uniform mesh is given by
\[M = \frac{1}{6} \begin{pmatrix} 4 & 1 \\ 1 & \ddots & \ddots \\ & \ddots & \ddots \\ & & 1 \end{pmatrix}.
\]
In order to make the off-diagonal blocks zero, we have to choose
\[\theta = \tilde{\theta} = \nu = \tilde{\nu} = -\frac{1}{4}.
\]
Here the coefficients are negative and \(\theta + \tilde{\theta} \neq 1\). Note that this leads to oscillatory wavelet like basis functions in the \(k\)-level recursion.

4 Some Interpolation Algorithms for Two Dimensions

In this section, we consider the two-dimensional convection-diffusion equation
\[\begin{equation}
-\nabla (\nabla u + \beta u) = f \quad \text{in } \Omega
\end{equation}\]
with boundary conditions
\[u = 0 \quad \text{on } \partial \Omega,\]
where \(\Omega\) is a polygonal domain and \(\beta\) is constant. We will apply the Scharfetter Gummel discretization on an unstructured triangular mesh. We will discuss several alternatives for choosing interpolation coefficients \(\theta, \tilde{\theta}, \nu\) and \(\tilde{\nu}\) which determine the generalized hierarchical basis functions. Unfortunately, in 2-D it is not possible to make the off-diagonal blocks equal to zero. Most alternatives are motivated by the one-dimensional case examined in Section 3.
Classical HBMG (Linear Interpolation)

In the classical HBMG method, the interpolation coefficients are chosen to exactly interpolate one-dimensional linear polynomials along element edges. The hierarchical basis stiffness matrix is of the form \( A^H = S^T A^N S \) as given in (3)-(4). As usual, the matrices \( R \) and \( \hat{R} \) of (2) contain the interpolation coefficients, which in the case of a regular uniform refinement satisfy \( \theta = \hat{\theta} = \nu = \hat{\nu} = 1/2 \). If a fine grid point \( v_i \) is not the midpoint of its vertex parents \( v_j, v_k \), we take the corresponding fractions \( \theta = \nu = \text{dist}(v_i, v_k) / \text{dist}(v_j, v_k) \) and \( \hat{\theta} = \hat{\nu} = 1 - \theta \).

The Scharfetter-Gummel method (Exponential Interpolation)

An exponential interpolation scheme can be derived from the Scharfetter-Gummel formula. We begin by noting that, analogous to the one-dimensional case, fundamental solutions of (11) are given by

\[
 u(x) = \alpha + \gamma e^{-(\beta, x)} = \alpha + \gamma e^{-\beta_1 x_1 - \beta_2 x_2}
\]

for constants \( \alpha, \gamma \in \mathbb{R} \). Suppose the values \( u_1 = u(v_1) \) and \( u_2 = u(v_2) \) are known and \( u_m \equiv u(v_m) = u(\theta v_1 + (1 - \theta)v_2) \) is to be approximated. If we require an exact interpolation of the fundamental solutions on the one-dimensional edge between \( v_1 \) and \( v_2 \), we can obtain by a straightforward calculation \( u_m = \nu u_1 + \hat{\nu} u_2 \), where

\[
\nu = \frac{\theta B((\beta, v_2 - v_1))}{B(\theta(\beta, v_2 - v_1))} = \frac{e^{\theta(\beta, v_2 - v_1)} - 1}{e^{(\beta, v_2 - v_1)} - 1},
\]

\[
\hat{\nu} = 1 - \nu.
\]

Here \( B(x) \) denotes the Bernoulli function. When \( \beta = 0 \), this method reduces to the classical HBMG algorithm. Note that the interpolation coefficients lie in \((0, 1)\) and sum up to 1: \( \nu + \hat{\nu} = 1 \). We note that problems arise for multilevel methods where the algebraic coarse grid matrices do not correspond to a discretized convection-diffusion equation anymore. In some very special cases, with a slight variation of the SG-coefficients, one can force \( A^H_c \) to be the coarse grid Scharfetter-Gummel discretization matrix. However, this leads to poor numerical results.

An Algebraic ILU Method

In this method, we choose interpolation coefficients to create zeroes in the off-diagonal blocks whenever possible, in a fashion analogous to Gaussian elimination. This leads to coefficients \( \theta^c_k = -a_{ik} / a_{ii} \), where vertex \( i \) is the fine grid vertex to be eliminated and vertex \( k \) is one of its vertex parents. If vertex \( i \) is the only one to be eliminated, this leads to a minimization of the \( \| \cdot \|_1 \) and \( \| \cdot \|_2 \) norms of the vectors \( A_{cf} + R^T a_{ff} \) and \( A_{fc} + a_{ff} \hat{R} \). In the general case, the corresponding norms of the affected row and column vectors are locally minimized at each elimination step. The interpolation coefficients can have either sign, and generally \( \theta + \hat{\theta} \neq 1 \). A related possibility is to choose \( \theta^c_j = a_{ij} / (a_{ij} + a_{ji}) \), for which the coefficients will sum to one. Interestingly, for the case of a uniform mesh of isosceles right triangles with regular refinement, the coefficients in \( x - \) and \( y - \) direction are the Scharfetter-Gummel coefficients, but the
“diagonal” interpolation coefficients are indeterminate and could for example be taken as zero.

Minimizing the Frobenius Norm

In this method the interpolation coefficients are chosen such that the Frobenius norm of the off-diagonal blocks is minimized. Intuitively it appears that making off-diagonal blocks smaller should increase the rate of convergence, since these are the blocks which are lagged in the iteration. Thus minimizing some norm of the off-diagonal blocks might be good. On the other hand, in this case the minimization leads to small sets of linear equations to be solved for the interpolation coefficients. These linear systems are awkward to assemble if the stiffness matrix is represented in some of the standard sparse matrix formats, and the solution process adds to the cost of the method. In our experience with the method, we noted no significant improvement in the convergence properties of the resulting hierarchical basis iteration. Thus, at this time we cannot recommend this approach.

Hybrid Methods

We have also considered combinations of the above methods for the trial and test space, effectively making a Petrov-Galerkin like method for the coarse grid approximation. Note from (3) that \( A_{f}^{HB} = A_{f}^{N} + A_{f}^{NF}R \) is influenced only by \( R \) and \( A_{c}^{HB} = A_{c}^{NB} + R^T A_{f}^{N} \) is influenced only by \( R \). The motivation is that one needs \( A_{c}^{HB} \) or \( A_{f}^{HB} \) to be small in order to get good convergence for the symmetric Gauss-Seidel iteration. Thus, one could use interpolation coefficients for one space to make the corresponding off-diagonal block small, and choose those for the other space to influence \( A_{c}^{HB} \) in order to get favorable recurrence relations for several levels. Note that this can lead to a non-symmetric matrix \( A^{HB} \) even if \( A^{NB} \) is symmetric. One possibility we have found to be effective is to use linear interpolation coefficients for the trial space and algebraic ILU coefficients for the test space.

Numerical Results

In this section, we present numerical illustrations for some of the interpolation schemes applied to the model convection-diffusion equation (11)-(12), with \( f \equiv 1 \) and \( \Omega \equiv (0,1) \times (0,1) \). The problem is discretized using the Scharfetter-Gummel method. The level 1 mesh is a uniform 5 \( \times \) 5 mesh shown in Figure 1 (note boundary vertices do not correspond to unknowns). This mesh is uniformly refined by dividing each triangle into four congruent triangles using regular refinement. The refinement is continued until we reach level 5 (6) with 4225 (16641) vertices. We used uniform grids with structured refinement rather than the symbolic elimination for unstructured grids as described in Section 2 in order to treat all test cases in a more standardized setting. To show the performance of the methods on unstructured grids, we adaptively refined the level 5 grid until we reached 10000 vertices. This results in 7 levels of refinement.

We illustrate the dependence of the convergence rate on the direction and magnitude of \( \beta \). The results for the different methods are shown in Table 1 for structured grids and in Table 2 for unstructured grids. We accelerated the iteration with the big
Table 1  Average convergence rates for various methods on structured grids and for several values of $\beta = (\beta_1, \beta_2)^T$. “Lin”, “SG” and “ILU” denote linear, exponential, and ILU interpolation coefficients, respectively. For example, “ILU, Lin” means ILU interpolation coefficients were used for the trial space, and linear interpolation was used for the test space.

<table>
<thead>
<tr>
<th>$N = 4225$</th>
<th>Lin, Lin</th>
<th>SG, SG</th>
<th>SG, Lin</th>
<th>ILU, ILU</th>
<th>ILU, Lin</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0, 0)</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.73</td>
<td>0.42</td>
</tr>
<tr>
<td>(0, 1000)</td>
<td>fails</td>
<td>0.88</td>
<td>0.73</td>
<td>0.49</td>
<td>0.50</td>
</tr>
<tr>
<td>(0, 5000)</td>
<td>fails</td>
<td>0.85</td>
<td>0.87</td>
<td>0.67</td>
<td>0.61</td>
</tr>
<tr>
<td>(707, 707)</td>
<td>fails</td>
<td>0.87</td>
<td>0.61</td>
<td>0.70</td>
<td>0.48</td>
</tr>
<tr>
<td>(3536, 3536)</td>
<td>fails</td>
<td>fails</td>
<td>0.61</td>
<td>0.70</td>
<td>0.48</td>
</tr>
<tr>
<td>(-707, 707)</td>
<td>fails</td>
<td>0.85</td>
<td>0.75</td>
<td>0.67</td>
<td>0.54</td>
</tr>
<tr>
<td>(-3536, 3536)</td>
<td>fails</td>
<td>0.85</td>
<td>0.75</td>
<td>0.67</td>
<td>0.54</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$N = 16641$</th>
<th>Lin, Lin</th>
<th>SG, SG</th>
<th>SG, Lin</th>
<th>ILU, ILU</th>
<th>ILU, Lin</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0, 0)</td>
<td>0.47</td>
<td>0.47</td>
<td>0.47</td>
<td>0.85</td>
<td>0.52</td>
</tr>
<tr>
<td>(0, 1000)</td>
<td>fails</td>
<td>0.93</td>
<td>0.84</td>
<td>0.76</td>
<td>0.50</td>
</tr>
<tr>
<td>(0, 5000)</td>
<td>fails</td>
<td>0.94</td>
<td>0.92</td>
<td>0.71</td>
<td>0.61</td>
</tr>
<tr>
<td>(707, 707)</td>
<td>fails</td>
<td>fails</td>
<td>0.71</td>
<td>0.94</td>
<td>0.61</td>
</tr>
<tr>
<td>(3536, 3536)</td>
<td>fails</td>
<td>fails</td>
<td>0.71</td>
<td>0.92</td>
<td>0.60</td>
</tr>
<tr>
<td>(-707, 707)</td>
<td>fails</td>
<td>0.94</td>
<td>0.84</td>
<td>0.97</td>
<td>0.68</td>
</tr>
<tr>
<td>(-3536, 3536)</td>
<td>fails</td>
<td>0.94</td>
<td>0.88</td>
<td>0.92</td>
<td>0.68</td>
</tr>
</tbody>
</table>

Table 2  Average convergence rates for various methods on unstructured grids and for several values of $\beta = (\beta_1, \beta_2)^T$. “Lin”, “SG” and “ILU” denote linear, exponential, and ILU interpolation coefficients, respectively. For example, “ILU, Lin” means ILU interpolation coefficients were used for the trial space, and linear interpolation was used for the test space.

<table>
<thead>
<tr>
<th>$N = 10000$</th>
<th>Lin, Lin</th>
<th>SG, SG</th>
<th>SG, Lin</th>
<th>ILU, ILU</th>
<th>ILU, Lin</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0, 0)</td>
<td>0.44</td>
<td>0.44</td>
<td>0.44</td>
<td>0.84</td>
<td>0.34</td>
</tr>
<tr>
<td>(0, 1000)</td>
<td>fails</td>
<td>0.44</td>
<td>0.78</td>
<td>0.69</td>
<td>0.56</td>
</tr>
<tr>
<td>(0, 5000)</td>
<td>fails</td>
<td>0.92</td>
<td>0.90</td>
<td>0.76</td>
<td>0.71</td>
</tr>
<tr>
<td>(707, 707)</td>
<td>fails</td>
<td>0.95</td>
<td>0.70</td>
<td>0.73</td>
<td>0.53</td>
</tr>
<tr>
<td>(3536, 3536)</td>
<td>fails</td>
<td>0.94</td>
<td>0.70</td>
<td>0.75</td>
<td>0.57</td>
</tr>
<tr>
<td>(-707, 707)</td>
<td>fails</td>
<td>0.93</td>
<td>0.76</td>
<td>0.80</td>
<td>0.61</td>
</tr>
<tr>
<td>(-3536, 3536)</td>
<td>fails</td>
<td>0.92</td>
<td>0.74</td>
<td>0.82</td>
<td>0.60</td>
</tr>
</tbody>
</table>
method. We record average rates of convergence after $k = \min\{100, \bar{k}\}$ iterations, where the residual is reduced by $10^{-2}$ in $\bar{k}$ steps. The average rate of convergence is given by $\gamma = (\|r_k\|/\|r_0\|)^{1/\bar{k}}$, where $r_i$ denotes the residual after $i$ steps. We choose $x_0 = (0, 0, \ldots, 0)^T$ as starting vector for the purpose of standardization. All calculations were done in double precision on a Sparc10/41.

Figure 1 The initial mesh (left) and convergence histories for $N=16641$, ILU/ILU, $\beta = (-3536, 3536)^T$ (middle) and ILU/ILu, $\beta = (-3536, 3536)^T$ (right).

Figure 2 An unstructured mesh (left) and convergence histories for $N=10000$, ILU/ILU, $\beta = (-3536, 3536)^T$ (middle) and ILU/ILin, $\beta = (-3536, 3536)^T$ (right).

Typical convergence histories are shown in Figure 1 for a structured grid and in Figure 2 for an adaptively refined grid, where $\log \|r_i\|/\|r_0\|$ is plotted as a function of the iteration index $i$. Here we observe the non-monotonic behavior of the residual typical of the bicg method for strongly nonsymmetric problems. Iterations which failed did not reduce the initial residual in 100 iterations, but might have succeeded with more iterations. The coarse grid in these experiments is extremely coarse for such problems. As is standard with multilevel methods, one can overcome convergence failure and/or improve the rates of convergence by making the coarse grid finer. However, our intent here is only to illustrate that our alternative interpolation schemes improve the robustness of the HBMG iteration, often allowing rapid convergence even under very adverse conditions.
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A Domain Decomposition Method for Control Problems

Jean-David Benamou

1 Introduction

A DDM (Domain Decomposition Method) for the optimal control of systems governed by PDEs (Partial Differential Equations) is presented. The general framework is based on a nonoverlapping spatial decomposition of the domain (time is not decomposed for evolution equations) and the introduction of skew-symmetric, Robin, iterative transmission conditions between subdomains which couple the direct and adjoint states appearing in the optimality system (derived from the control problem). A reference paper on this family of DDM is [Lio90]; see also [RG90b, Des91, Des93, BD96] on the extension of this method to the Helmholtz equation.

Because of the natural coupling between direct and adjoint states in optimality systems, a general strategy for proving convergence of the DDM is available which is independent of the nature of the governing equation. In our opinion, this general convergence property makes the SRC (Skew-symmetric, Robin, Coupled) transmissions conditions the natural choice to domain decompose control problems.

Unlike for PDEs, the resolution of optimal control problem using DDMs has received little attention (at least in the previous edition of this conference). On this precise subject we can only cite [AB73, Bou, Leu96]. A multigrid method can also be found in [W.H79]. Any DDM, relevant to solve a PDE, can of course be used as the kernel of an optimization algorithm (of gradient type for instance). The originality of our approach, developed in [Ben93, Ben96a, Ben96b, BD96, Ben95b, Ben95a], consists in decomposing the full optimality system. This means that our DDM solves concurrently the equations and the optimization problem.

In the following two sections we briefly present the method on simple model problems. We then describe a general proof of convergence. We discuss, in a fourth section, the possible extension of this method to more complicated and also different control problems. Based on our own experiments, we finally give a few remarks on the implementation of this method.
2 The Model Problems

The goal of the control problem is to minimize a cost function:

\[
\min_{u \in U} J(u, y(u))
\]

where \( u \) is a an admissible control which acts on \( y(u) \) the solution of a PDE which can be either elliptic, parabolic or hyperbolic (to avoid unnecessary complications in the notations, we drop the dependence of \( y \) in \( u \) in the remainder of the paper):

\[
-\Delta y(x) = f(x) + u(x) \quad \text{on} \quad \Omega
\]

\[
\left( \frac{\partial}{\partial t} - \Delta \right) y(t, x) = f(t, x) + u(t, x) \quad \text{on} \quad [0, T] \times \Omega, \text{ with initial condition } y(0, x) = y_0(x).
\]

\[
\left( \frac{\partial^2}{\partial t^2} - \Delta \right) y(t, x) = f(t, x) + u(t, x) \quad \text{on} \quad [0, T] \times \Omega, \text{ with initial conditions } y(0, x) = y_0(x), \frac{\partial}{\partial t} y(0, x) = y_1(x).
\]

The spatial domain is \( \Omega \) and the time domain \([0, T]\). We choose, for simplicity, a Dirichlet boundary condition on \( \Gamma = \partial \Omega \):

\[
y(x) = g(x) \quad \text{on} \quad \Gamma \quad \text{or} \quad y(t, x) = g(t, x) \quad \text{on} \quad [0, T] \times \Gamma \quad \text{for the last two equations}
\]

In the first case \( y \) is independent of time, \( U \) is taken as a convex subset of \( L^2(\Omega) \) and

\[
J(u, y) = \frac{1}{2} \int_{\Omega} |y(x)|^2 + \alpha |u(x)|^2 \, dx.
\]

For the time-dependent problems we take \( U \) as a convex subset of \( L^2([0, T] \times \Omega) \) and

\[
J(u, y) = \frac{1}{2} \int_{[0, T] \times \Omega} |y(x)|^2 + \alpha |u(t, x)|^2 \, dx dt.
\]

These cost functions are a compromise between the desired damping of a physical quantity \( y \) and the cost of controlling the system represented by \( u \) term. A positive penalization parameter \( \alpha \) controls this trade-off. The set of admissible controls \( U \) takes into account the possible constraints on the control which we restrict to be local in space and time and linear. For more on optimal control problems and also on mathematical issues such as well posedness, we refer to [Lio68] where can be found, in particular, the following reformulation of these problems as optimality systems. The solution is given by the resolution of (2)–(3), called the direct equations, together with (respectively)

\[
-\Delta p(x) = y(x) \quad \text{on} \quad \Omega
\]

\[
\left( \frac{\partial}{\partial t} - \Delta \right) p(t, x) = y(t, x) \quad \text{on} \quad [0, T] \times \Omega, \text{ with initial condition } p(T, x) = 0.
\]

\[
\left( \frac{\partial^2}{\partial t^2} - \Delta \right) p(t, x) = y(t, x) \quad \text{on} \quad [0, T] \times \Omega, \text{ with initial conditions } p(T, x) = 0, \frac{\partial}{\partial t} p(T, x) = 0.
\]
\[ p(x) = 0 \quad \text{on} \quad \Gamma \quad \text{or} \]
\[ p(t, x) = 0 \quad \text{on} \quad ]0, T[ \times \Gamma \quad \text{for the last two equations} \] (7)

called the adjoint equations (backward in time) and the optimality conditions

\[ \int_{\Omega} (p + \alpha u)(v - u) \, dx \geq 0, \quad \forall v \in U, \quad \text{or} \]
\[ \int_{]0, T[ \times \Omega} (p + \alpha u)(v - u) \, dx \, dt \geq 0, \quad \forall v \in U \quad \text{for the evolution problems}. \] (8)

From now on, we drop the dependence in space and time in the notation, these being implicitly defined by the type of problem we consider.

3 The Domain Decomposition Method

We decompose the domain as follows: Let \( \Omega_i, \ i = 1, m \) be a partition of \( \Omega \) (i.e. \( \Omega = \cup_i \Omega_i \) and \( \Omega_i \cap \Omega_j = \emptyset \) for \( i \neq j \)). We denote \( \Gamma_i = \partial \Omega_i \cap \partial \Omega \) as the ‘exterior’ boundary of the subdomains and \( \Sigma_{ij} = \partial \Omega_i \cap \partial \Omega_j \) as the interfaces. The external normal of \( \partial \Omega_i \) is noted \( \nu_i \). We assume that the geometry of this decomposition is, as \( \Omega \), regular enough to ensure the well posedness of the global problems and the local subproblems defined by the DDM.

We schematically describe the iterative methods. At each step \( n + 1 \) we perform local resolutions of (2), (3), (6), (7) and (8) where \( \Omega \) has systematically been replaced by \( \Omega_i \) in (2), (6) and (8) and \( \Gamma \) by \( \Gamma_i \) in (3) and (7). We call the local solutions at step \( n + 1 \) on subdomain \( \Omega_i \): \( (y_i^{n+1}, p_i^{n+1}, u_i^{n+1}) \).

For instance, the local optimality conditions on \( \Omega_i \) at step \( n + 1 \) are obtained by replacing (8) with

\[ \int_{\Omega_i} (p_i^{n+1} + \alpha u_i^{n+1})(v - u_i^{n+1}) \, dx \geq 0, \quad \forall v_i \in U_i, \quad \text{or} \]
\[ \int_{]0, T[ \times \Omega_i} (p_i^{n+1} + \alpha u_i^{n+1})(v - u_i^{n+1}) \, dx \, dt \geq 0, \quad \forall v_i \in U_i, \] (9)

where \( U_i \) is a set of local admissible controls satisfying the same local constraints as the elements of \( U \).

The only missing ingredients are the transmission conditions on the interfaces between subdomains (i.e. the new boundaries generated by the decomposition of the domain). They provide the mechanism which links the resolutions between neighboring subdomains at successive iteration steps. The choice of these two boundary conditions (one for the direct equation and one for the adjoint) is discussed in detail in the above mentioned references and are the same SRC transmissions conditions for all considered PDEs:

\[ \frac{\partial}{\partial \nu} y_i^{n+1} + \beta p_i^{n+1} = -\frac{\partial}{\partial \nu} y_j^n + \beta p_j^n \quad \text{on} \quad \Sigma_{ij}, \]
\[ \frac{\partial}{\partial \nu} p_i^{n+1} - \beta y_i^{n+1} = -\frac{\partial}{\partial \nu} p_j^n - \beta y_j^n \quad \text{on} \quad \Sigma_{ij}. \] (10)

The choice of \( \beta \), a positive parameter, is discussed in section 6. We take \( \beta = 1 \) in the next section to simplify the presentation of a unified proof of convergence.
DDM FOR CONTROL PROBLEMS

Let us finally mention that these local problems can be reformulated as optimal control problems and local cost functions can be derived depending on the original quantities to be minimized but also on a new “transmission” cost. This new cost arises because of the coupling in the transmissions conditions (10). This shows, as stated in the introduction, that we actually decompose the full optimization problem.

4 Convergence

The convergence is established using the equation on the local errors:

\[
(y_{i+1}^{n+1}, p_{i+1}^{n+1}, u_{i+1}^{n+1}) = (y_i^n, p_i^n, u_i^n) - (y_{i+1}^{n+1}, p_{i+1}^{n+1}, u_{i+1}^{n+1})
\]  

(11)
on each subdomain. These errors satisfy the same equations as \((y_{i+1}^{n+1}, p_{i+1}^{n+1}, u_{i+1}^{n+1})\) with \(f = g = y_0 = y_1 = 0\). We assume (see above mentioned references for more details on mathematical issues) that the regularity of the global and local solutions allow the computations made in this section.

We introduce the following notations

\[
\| z \|^2_{ij} = \int_{\Sigma_{ij}} z^2 \, d\sigma, \quad (z, z')_{ij} = \int_{\Sigma_{ij}} zz' \, d\sigma
\]

for the elliptic problem and

\[
\| z \|^2_{ij} = \int_{[0, T] \times \Sigma_{ij}} z^2 \, d\sigma dt, \quad (z, z')_{ij} = \int_{[0, T] \times \Sigma_{ij}} zz' \, d\sigma dt
\]

(13)

for the last two cases.

We are now able to give a general proof of convergence. To this end we introduce the following “energy” with support on the interfaces (note that each interface is counted twice, we have indeed \(\Sigma_{ij} = \Sigma_{ji}\)):

\[
E^{n+1} = \sum_{i \neq j, \text{s.t.} \Sigma_{ij} \neq \emptyset} \left\{ \| \frac{\partial}{\partial v_i} y_i^{n+1} \|^2_{ij} + \| \frac{\partial}{\partial v_i} p_i^{n+1} \|^2_{ij} + \| \frac{\partial}{\partial v_i} p_i^{n+1} \|^2_{ij} + \| y_i^{n+1} \|^2_{ij} \right\}.
\]  

(14)

Using (10), the energies can be shown to satisfy (recall that we take \(\beta = 1\))

\[
E^{n+1} = E^n - 2 \sum_{i \neq j, \text{s.t.} \Sigma_{ij} \neq \emptyset} \left\{ (\frac{\partial}{\partial v_i} y_i^n, p_i^{n+1})_{ij} - (\frac{\partial}{\partial v_i} y_i^{n+1}, p_i^n)_{ij} \right\} 
\]

\[
+ (\frac{\partial}{\partial v_i} y_i^n, p_i^n)_{ij} - (\frac{\partial}{\partial v_i} p_i^n, y_i^n)_{ij} \right\}.
\]  

(15)

The last terms in the above expression are evaluated as follows. On each subdomain, the direct equation (in \(y_i^{n+1}\)) is multiplied by \(\tilde{p}_i^{n+1}\) and the adjoint equation (in \(\hat{p}_i^{n+1}\)
is multiplied by $-\bar{g}_i^{n+1}$. We then integrate by part in space and integrate in space and
time in the case of evolution equations. Adding the results, we note that the terms
involving time derivatives and gradients vanish and finally obtain, for all $i$ (regardless
of the considered PDE):

$$-
\sum_{j,s.t., \Sigma_{ij}\neq 0}
\{(\frac{\partial}{\partial u_i} g_i^{n+1}, g_i^{n+1})_{ij} - (\frac{\partial}{\partial u_i} g_i^{n+1}, \bar{g}_i^{n+1})_{ij}\}
= -\|g_i^{n+1}\|_i^2 + (\bar{g}_i^{n+1}, \bar{g}_i^{n+1})_i,$$

We now use the optimality conditions. We choose $v = u_i^{n+1}$ on $\Omega_i$ and 0 elsewhere in
(8) and $v = u$ in (9) and subtract the two inequalities. This yields the estimate

$$(\bar{g}_i^{n+1}, \bar{g}_i^{n+1})_i \leq -\alpha\|u_i^{n+1}\|_i^2. \quad (17)$$

Combining (16) and (17) (and similar results for step $n$) and (15), we establish a law
of decrease for the energy:

$$E^{n+1} \leq E^n - 2 \sum_i \left\{\|g_i^{n+1}\|_i^2 + \alpha\|\bar{g}_i^{n+1}\|_i^2 + \|g_i^n\|_i^2 + \alpha\|u_i^n\|_i^2\right\}. \quad (18)$$

Summing over $n$ gives straightforwardly a first result of convergence on the errors on
each subdomain $\Omega_i$:

$$\|g_i^{n+1}\|_i \xrightarrow{n} 0 \quad \|\bar{g}_i^{n+1}\|_i \xrightarrow{n} 0. \quad (19)$$

This result can be improved using the equations and the uniform boundedness of $E^n$.

5 Other Problems

The convergence of this method relies on the SRC transmission conditions and the
structure of optimal control problems reformulated as coupled system formed of a
direct and adjoint equations and a optimality condition. The convexity of the cost
function provides the necessary coercivity for this system. This explains why this
method can be applied to a wide range of linear optimal control problems involving
more complicated (possibly nonsymmetric and inhomogeneous) operators for the
equation and the boundary conditions. Boundary observation and control problems
can also be treated. Dealing with nonlocal observation is also possible. It however
couples the resolution of subproblems set on the domain of observation.

This DDM can be applied to noncoercive PDEs such as the Helmholtz equation.
The proof of convergence remains formally the same but the usual bilinear form is
replaced by a sesquilinear form.

We are currently working on the adaptation of this method to the decomposition
of the HUM method for exact controllability problems [Lio88].

Let us mention that it is also possible, at least formally, to use the same SRC
transmission conditions to domain decompose in time.
6 Remarks

Numerical Implementation and Speed of Convergence

A good way of discretizing these problems is to use mixed hybrid finite elements (see [CJ86] or [RG90a, RG88] on the use of mixed finite elements in domain decomposition methods). This approach is well suited to our problem for it uses in particular, as degrees of freedom, the fluxes of the normal derivatives and the average values of the trace of the direct and adjoint states on the interfaces which are the natural unknowns of our transmission conditions. The proof of convergence in the continuous case is easily extended to this mixed hybrid discrete formulation as it allows an exact discrete integration by part.

The parameter $\beta$ has a decisive influence on the speed of convergence. We always choose it proportional to $\frac{1}{h}$ where $h$ is the size of the finite elements. The discrete transmission conditions are in these cases adimensional.

It was shown in [Des93] (for the direct Helmholtz equation) that the eigenvalues of the discrete iteration operator may be close to 1. This explains the observed bad convergence behavior of the algorithm. A simple way to remedy to this situation (still [Des93]) is to use and under-relaxed version of the transmission conditions. For control problems they take the form

$$
\frac{\partial}{\partial t} u_i^{n+1} + \beta u_i^{n+1} = \gamma(-\frac{\partial}{\partial t} v_j^n + \beta v_j^n) + (1 - \gamma)(\frac{\partial}{\partial t} u_i^n + \beta u_i^n) \quad \text{on } \Sigma_{ij},
$$

$$
\frac{\partial}{\partial t} v_j^{n+1} - \beta v_j^{n+1} = \gamma(-\frac{\partial}{\partial t} v_j^n - \beta v_j^n) + (1 - \gamma)(\frac{\partial}{\partial t} v_j^n - \beta v_j^n) \quad \text{on } \Sigma_{ij} \quad (20)
$$

The relaxation parameter $\gamma$ has to belong to $]0, 1[$ (we usually choose $\gamma = \frac{1}{2}$). The theoretical convergence proof can also be established with (20) instead of (10).

More pragmatically, the convergence speed observed in actual simulations is always proportional to the number of subdomains. Multilevel or multigrid method are much faster for standard direct elliptic problems (see [SBG96] for instance). This is not so evident for hyperbolic problems or noncoercive elliptic equations such as the Helmholtz equation without even speaking of extending this methods to the resolution of control problems.

Resolution of the Subproblems

Our own approach on the decomposition of the domain and the resolution of the subproblems was to take the smallest possible subdomains, i.e. each finite element is a subdomain. This is of course the worst possible choice in terms of number of iterations but it restricts the number of degrees of freedom on each subdomain to a minimum and allows in most cases an analytical resolution of the subproblems. This strategy is well suited to an implementation on a massively parallel machine but requires a structured meshing of the domain.

In the case of complicated geometries, a domain decomposition in simple shapes may be a good motivation to use this domain decomposition method. A method of resolution of the subproblems is still needed.

As already mentioned in section 2, in the case of evolution equations the adjoint equation is backward in time. Gradient-type methods rely on iterating successively...
forward integrations for the direct equation and backward integrations for the adjoint equation. The adjoint variable providing a descent direction for the optimization method. An other possibility is to compute the feedback law which express the linear relationship between p and y. It can formally be written \( \{ p(t), \frac{\partial}{\partial t} p(t) \} = A(t) \star \{ y(t), \frac{\partial}{\partial t} y(t) \} + \{ \rho_0(t), r_1(t) \} \) [Lio68]. At each instant t, an operator \( A(t) \) maps a space-dependent function into an other space-dependent function. If \( A \) and \( r \) can be computed, the feedback law can be used to eliminate \( p \) in the direct equation. The operators \( A(t) \) satisfy a nonlinear Riccati differential equation which can be difficult to solve at least because of the size of the discretization of \( A(t) \). The resolution of a PDE depending on the second hand terms of the original system (and on \( A \) gives \( r \). A similar feedback law \( \{ p_i^{n+1}(t), \frac{\partial}{\partial t} p_i^{n+1}(t) \} = A_{i}^{n+1}(t) \star \{ y_i^{n+1}(t), \frac{\partial}{\partial t} y_i^{n+1}(t) \} + \{ \rho_0^{n+1}(t), r_1^{n+1}(t) \} \) can also be defined for each of the subproblems of our DDM. The important remark here is that \( A_{i}^{n+1} \) does not depend on the iterative process but only on the geometry of the decomposition and only need to be computed once. This is because it defines the homogeneous part of the feedback law. The DDM therefore implicitly decompose the computation of the feedback law. A numerical implementation of the method using this technique is presented in [Ben97].
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Spectral Elements on Infinite Domains

Kelly Black

1 Introduction

The use of infinite computational domains for the approximation of partial differential equations (PDEs) can arise in many applications. For example, in the approximation of external flows, or the approximation of some geophysical flows, the flow field may be extended to an infinite domain to simplify the treatment of boundaries. Also, electromagnetic fields may have an influence over an extremely large domain, or because of the relatively strong forces on small intervals they may be best approximated by extending the domain to an infinite interval [Bel94, Lan60, Sec95, Wil93, Wil94]. This may be particularly true when the treatment of boundary conditions can lead to artificial reflections that may pollute the approximation near the origin.

Two methods to approximate PDEs on infinite domains are examined here. Both methods are spectral element techniques and rely on high-order polynomials to construct the local approximation within the individual subdomains. To compare the two methods, a simple one-dimensional Helmholtz equation is examined:

\[ u_{xx} + \lambda u = f(x), \quad -\infty < x < \infty \]
\[ \lim_{x \to \infty} u(\pm x) = 0. \quad (1) \]

For both methods, the computational domain is divided into non-overlapping subdomains. Near the origin, finite subdomains are employed, while far from the origin, semi-infinite subdomains are employed. Both methods rely on local spectral approximations and are not collocation methods.

The first method examined is based on a Laguerre polynomial expansion while the second method is based on a mapping of the semi-infinite interval to a finite interval proposed by Boyd [Boy87] for a single domain approximation. The local approximation is found as a linear combination of basis elements that are constructed from the Legendre polynomials. These basis functions are based on those proposed by Shen [Sh694]. Unlike the method proposed by Karageorghis and Phillips [Kar87],...
a variational method is constructed in which the basis functions are divided between polynomials which are zero on the boundaries and polynomials which are not zero on the boundary.

In this presentation, the basis functions are defined first. Once done, two methods for extending the method to accommodate semi-infinite domains are given. The first employs Laguerre polynomials while the second employs the use of the mapping method proposed by Boyd [Boy87]. A direct comparison of the two methods is given. In the comparisons, equations are examined in which the true solution decays to zero exponentially and a true solution that decays only algebraically.

2 Introduction to Spectral Elements with Local Spectral Basis

To introduce the method, a simple example is given. A one dimensional Helmholtz equation is examined on a finite domain:

\[
\begin{align*}
    u_{xx} + \lambda u &= f(x), & -1 < x < 1 \\
    u(\pm 1) &= 0.
\end{align*}
\]

To construct an approximation for this example, the domain, \(-1 \leq x \leq 1\), is divided into two subdomains, \([-1,0]\) and \([0,1]\).

The global approximation is found from the space of piecewise polynomials. For example, in a given subdomain the local approximation is a polynomial up to a given degree, \(N\). This approximation is found as a linear combination of polynomials which are divided into those that are zero on the boundary and those that are not. The choice for these test functions is motivated by the results of Shen [She94]:

\[
\phi_i(x) = \begin{cases} 
    \frac{1+x}{2} & i = 0, \\
    \frac{1-x}{2} & i = 1, \\
    L_i(x) - L_{i-2}(x) & i > 1,
\end{cases}
\]

for \(i = 0 \ldots N\), and \(L_i(x)\) is the Legendre polynomial of degree \(i\). The span of the test functions is the span of polynomials up to degree \(N\), and each of the \(\phi_i\)'s are linearly independent. The primary difference from the work of Shen [She94] is the addition of \(\phi_0\) and \(\phi_1\) and implementing it as a spectral element method. The two new linear basis functions are used to form a hat function whose support includes adjacent subdomains (see Figure 1).

The linear basis functions, \(\phi_0(x)\) and \(\phi_1(x)\), allow for a straightforward method to handle boundary conditions. Unlike collocation methods such as the one proposed by Karageorghis and Phillips [Kar87], the method is closer in spirit to the methods originally proposed by Patera [Pat84], and the discretization requires that only \(C^0\) continuity at the subdomain interfaces be enforced.

The choice of basis functions also yield a symmetric tridiagonal mass matrix and a diagonal stiffness matrix. As pointed out by Shen [She94], a linear combination of the
Figure 1  Example of two subdomains, [-1,0] and [0,1], on the interval [-1,1]. Trial functions \( \phi_0(x) \) and \( \phi_1(x) \) combine on adjacent subdomains to assemble a “hat” function on adjacent subdomains.

Legendre polynomials satisfies the following identity:

\[
- \int_{-1}^{1} (L_i(x) - L_{i-2}(x))' (L_i(x) - L_{i-2}(x))' \, dx \\
= - \int_{-1}^{1} (2i - 1) L_{i-1}(x) (2j - 1) L_{j-1}(x) dx, \\
= - (2i - 1) (2j - 1) \int_{-1}^{1} L_{i-1}(x) L_{j-1}(x) dx, \\
= -2 (2i - 1) \delta_{ij}.
\]  

The final equality follows from the orthogonality of the Legendre polynomials. The result is a nearly diagonal stiffness matrix for the one dimensional problem (see Figure 2). The mass matrix is tridiagonal, and since a tensor product is used for higher dimensions, the result is a sparse linear system.

3  Laguerre Polynomials

The Laguerre polynomials are orthogonal on a semi-infinite interval, and the family of polynomials represents a natural candidate to construct an approximation on a semi-infinite domain. The Laguerre polynomials, denoted \( L_i^{(0)}(x) \) for the Laguerre polynomial of degree \( i \), are orthogonal on the semi-infinite domain with respect to the weight function \( e^{-x} \) [Fun92]:

\[
\int_0^\infty L_i^{(0)}(x)L_j^{(0)}(x)e^{-x}dx = \delta_{ij}.
\]

The orthogonality relationship has made the Laguerre polynomials the focus of a great deal of attention. In particular, both Funaro [Con90] and Maday [Mad85] have shown many theoretical results on the accuracy of methods utilizing Laguerre polynomials. However, in practice there are also many difficulties associated with Laguerre polynomials [Mav89]. First, the Laguerre polynomials scale badly for the larger degree polynomials [Fun89]. Moreover, the Laguerre polynomials suffer in the
small range of boundaries that can be accommodated at infinity [Mav89]. Finally, the
Laguerre polynomials experience spectral convergence only for solutions that decay to
zero exponentially [Boy87, Kar87].

Despite these drawbacks, Laguerre polynomials offer a simple and elegant
implementation for the approximation of solutions which decay to zero fast enough
[Mad85]. For example, for a spectral element method, semi-infinite domains can be
accommodated through the following basis functions:

\[
\phi_0(x) = L_0^0(x)e^{-x/2},
\]

\[
\phi_i(x) = \left( L_i^0(x) - L_{i-1}^0(x) \right)e^{-x/2}, \quad i > 0.
\]

A variational approximation can be constructed resulting in symmetric, tridiagonal
mass and stiffness matrices. This process is made easier since, as defined, the basis
functions satisfy the following identities,

\[
\phi_0(0) = 1,
\]

\[
\phi_i(0) = 0, \quad i > 0,
\]

\[
L_0^0(x) = 1,
\]

\[
\frac{d}{dx} \left( L_i^0(x) - L_{i-1}^0(x) \right) = -L_{i-1}^0(x), \quad i > 0.
\]

The basis functions satisfy similar boundary conditions as the the basis functions for
the finite subdomains. Continuity at the interface is handled through the first basis
function, \( \phi^0(x) \), in the same manner as for the finite subdomains.
4 Mapping to a Finite Subdomain

Another common method for building an approximation on a semi-infinite interval is to make use of an algebraic mapping. By mapping the semi-infinite interval, $[0, \infty)$, to a finite interval, $[-1, 1]$. Orthogonal polynomial methods can be utilized to construct an approximation on the resulting finite interval.

We propose to adapt the mapping proposed by Boyd [Boy87]:

\[
y = M \frac{1 + x}{1 - x}, \quad (12)
\]

\[
x = \frac{y - M}{y + M}. \tag{13}
\]

While the method has been employed for the single domain case, we propose to extend its use to the multidomain approach in a manner similar to that proposed by Karageorghis and Phillips [Kar87].

For example, given a simple 1D Helmholtz equation, the area near the origin can be approximated through the use of finite subdomains. Away from the origin, semi-infinite subdomains can be employed. For the semi-infinite subdomains, the following functions are defined (the notation introduced by Boyd [Boy87] is employed here),

\[
LM_n(y) = L_n \left( \frac{y - M}{y + M} \right), \tag{14}
\]

where $L_n(x)$ is the $n^{th}$ Legendre polynomial. To take advantage of the orthogonality of the Legendre polynomials, a weight function is required,

\[
\int_0^\infty LM_n(y)LM_m(y) \frac{2M^2}{(y + M)^2} dy = \frac{M}{2} \int_{-1}^1 L_n(x)L_m(x)dx, \tag{15}
\]

\[
= \frac{M}{2n + 1} \delta_{nm}.
\]

The test functions are chosen to remain consistent with those found in Section 2:

\[
\phi M_j(y) = \begin{cases} 
\frac{1 + x}{1 - x} & j = 0, \\
\frac{x^2}{2} & j = 1, \\
L_j(x) - L_{j-2}(x) & j > 1.
\end{cases} \tag{16}
\]

The continuity conditions remain identical to those found for the finite subdomain, and the choice of basis functions leads to a mass matrix that is identical to that found for a finite subdomain. The stiffness matrix is not as elegant, though. The stiffness matrix, while not diagonal, is a banded matrix, with band width 5. While the new stiffness matrix is not symmetric, the new approximation can be employed for a much wider collection of boundary conditions at infinity. In fact, the boundaries are enforced in exactly the same way as is done for a finite domain.

The stiffness matrix for the semi-infinite subdomain is found in the same manner
**Figure 3** Spectral element approximation of a solution with exponential decay using Laguerre polynomials and algebraic mappings on the outer subdomains. The errors for the Laguerre polynomials are denoted by $\times$, while the errors for the mapping to the finite interval are denoted by $\circ$.

as that for a finite subdomain,

$$
(S_N)_{mj} = - \int_0^\infty \frac{d}{dy}(\phi_{M_j}(y)) \frac{d}{dy} \left( \phi_{M_m}(y) \frac{2M^2}{(y+M)^2} \right) dy,
$$

(17)

$$
= - \frac{M}{2} \int_{-1}^1 \phi'_j(x) \frac{(1-x)^2}{2M} \phi'_m(x) \frac{(1-x)^2}{2M} dx,
$$

$$
+ \frac{M}{2} \int_{-1}^1 \phi'_j(x) \phi_m(x) \frac{(1-x)^3}{2M^2} dx.
$$

Note that the weight function is similar to that proposed by Boyd [Boy87] but differs slightly. The weight function includes the square of the mapping parameter in the numerator to ensure that the weight function is continuous across the subdomain interface. This choice for the weight function insures that only $C^0$ continuity need be enforced across the subdomain interface in the resulting variational formulation.
**Figure 4** Spectral element approximation of a solution with algebraic decay using Laguerre polynomials and algebraic mappings on the outer subdomains. The errors for the Laguerre polynomials are denoted by $\times$, while the errors for the mapping to the finite interval are denoted by $\circ$.

**Comparison of the Two Methods**

A comparison of the two methods for two situations is examined. In both of these examples, a 1D Helmholtz equation (Equation 1) is examined (with zero boundaries), and in both cases $\lambda = 2$. In the first example the true solution is $e^{-x^2}$, and in the second example the true solution is $\frac{1}{1+x^2}$.

The interval $[-5,5]$ is divided into four equal finite subdomains, and the remaining two subdomains are $(-\infty,5]$ and $[5,\infty)$. In this situation, the basis functions on subdomain $n$, $\phi_n^m(x)$, only have support on subdomain $n$ for $i = 2 \ldots N$. The functions $\phi_n^m(x)$ and $\phi_i^m(x)$ are used to construct basis functions whose support only includes adjacent subdomains.

The $L^\infty$ errors for the two trials are shown in Figures 3 and 4. The approximation that utilizes Laguerre polynomials does exhibit fast convergence for the equation whose solution decays to zero exponentially (Figure 3). However, this is not the case for the approximation to the equation whose solution does not decay as fast (Figure 4). The method using the proposed mapping, though, does exhibit similar convergence properties for both situations.

To test the mapping method in a two dimensional case, a Poisson equation is
Table 1 Maximum Errors for the approximation of a Poisson equation on an infinite domain. For each approximation 16 subdomains are employed, and the polynomial degree is given for each trial. For each trial the polynomial degree for both the $x$ and $y$ direction are equal.

\[
\begin{array}{|c|c|}
\hline
N_x & N_y & L^\infty \text{ Error} \\
\hline
8 & & 5.206259e-04 \\
10 & & 2.438615e-04 \\
12 & & 1.365491e-04 \\
14 & & 7.567740e-05 \\
16 & & 4.658750e-05 \\
\hline
\end{array}
\]

The solution to this equation, \( \frac{1}{1 + x^2 + y^2} \), decays to zero algebraically. In this test case 16 subdomains are employed. Four finite subdomains are employed on the unit square, \([-1, 1] \times [-1, 1]\). Away from the unit square semi-infinite subdomains are employed to construct an approximation. The errors are shown in Table 1, and the errors are the maximum errors found on the abscissa of the Legendre-Gauss quadrature within each subdomain.
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A Lagrangian Approach to a DDM for an Optimal Control Problem

Aïcha Bounaïm

1 Introduction

We give a Lagrangian interpretation to a domain decomposition method for an optimal control problem governed by an elliptic partial differential equation. We minimize the cost function and the links between subdomains, the constraints at the interfaces being treated by augmented Lagrangian techniques. An algorithm is proposed and illustrated with numerical computations.

We consider the following distributed optimal control problem governed by an elliptic partial differential equation:

\[ J(u) = \inf_{v \in U_{ad}} J(v), \quad u \in U_{ad}, \]

where

\[ J(v) = \frac{1}{2} \left( \int_{\Omega} (y(v) - y_d)^2 dx + \nu \int_{\Omega} v^2 dx \right), \]

with \( \Omega \) is a bounded smooth open subset of \( \mathbb{R}^d \), \( y_d \) is the desired state given in \( L^2(\Omega) \), \( U_{ad} \) is a closed convex subset of \( L^2(\Omega) \) (space of admissible controls), \( \nu \) is a strictly positive real number, \( y(v) \) is the solution of the system:

\[
\begin{align*}
-\Delta y(v) &= f + v \quad \text{in } \Omega, \\
y(v) &= 0 \quad \text{on } \Gamma = \partial \Omega,
\end{align*}
\]

and \( f \in L^2(\Omega) \).

**Proposition 1** The problem (1) has a unique solution \( u \) and the mapping \( u \mapsto y(u) \) is affine continuous from \( U_{ad} \) into \( H^1(\Omega) \).

**Proof.** See [Lio68].

**Remark 1** In the unconstrained case, the control is given by \( u = -\frac{p}{\nu} \) where \( p = p(u) \) is the adjoint state, solution of:

\[
\begin{align*}
-\Delta p(u) &= y(u) - y_d \quad \text{in } \Omega, \\
p(u) &= 0 \quad \text{on } \Gamma = \partial \Omega.
\end{align*}
\]
In the general case, the problem (1) is characterized by the following system called "optimality system":

- **Direct state** (1).
- **Adjoint state** (3).
- **Optimality condition**: \( \int_{\Omega} (p(u) + vu)(v - u) \, dx \geq 0 \quad \forall v \in U_{ad}. \)

It is also proved in [Lio68] that there exists a unique solution \((u, y, p)\) of the above optimality system and \(u\) is the minimizer of (1).

## 2 Domain Decomposition for the Optimal Control Problem

We will be interested in a non-overlapping domain decomposition method. Thus, \( \Omega \) is decomposed into \( m \) subdomains and we introduce the following notations:

\[
\begin{align*}
\Omega &= \bigcup_{i=1}^{m} \Omega_i \cup \Sigma, \\
\Gamma_i &= \partial \Omega \cap \partial \Omega_i, \\
\sigma_{ij} &= \partial \Omega_i \cap \partial \Omega_j, \\
V_i &= \{ y_i \in H^1(\Omega_i); y_i = 0 \text{ in } \Gamma_i \},
\end{align*}
\]

where \( \Omega_i \) are disjoint open sets in \( \mathbb{R}^d \).

The idea of the domain decomposition method proposed is to define the augmented Lagrangian associated with the decomposed optimal control problem. Therefore, the continuity of function value at the interfaces is treated by Lagrangian techniques, whereas the flux continuity is formulated explicitly in the direct pde on each subdomain \( \Omega_i \):

\[
\begin{aligned}
\begin{cases}
-\Delta y_i &= f_i + v_i & \text{in } \Omega_i, \\
y_i &= 0 & \text{on } \Gamma_i, \\
\frac{\partial y_i}{\partial n} &= \omega_{ij} & \text{on } \sigma_{ij}, j \neq i.
\end{cases}
\end{aligned}
\tag{4}
\]

where \( \eta = \eta_{ij} = -\eta_{ji} \) is the unit outward normal to \( \Omega_i \) on \( \sigma_{ij} \), for \( i < j \) and \( \omega_{ij} \) is an extra variable introduced to ensure the continuity of the normal derivative and satisfies \( \omega_{ij} = \omega_{ji} \in H^{-\frac{1}{2}}(\sigma_{ij}) \) for \( j \neq i \) and \( \sigma_{ij} \neq \emptyset \).

Then, the cost functional has the new expression:

\[
J(v_i, y_i) = \sum_{i=1}^{m} \frac{1}{2} \left[ \int_{\Omega_i} (y_i - y_i^d)^2 \, dx + \nu \int_{\Omega_i} v_i^2 \, dx \right].
\]

Finally, we obtain a new optimization problem \(^1\):

\[
\begin{aligned}
\begin{cases}
\text{Minimize } & J(v_i, y_i) \\
v_i & \in U_{ad}^i \\
y_i & \text{and } v_i \text{ linked by (4)} \\
y_i = y_j & \text{on } \sigma_{ij}, j \neq i.
\end{cases}
\end{aligned}
\tag{5}
\]

\(^1\) We use the notation \((v_i, y_i) = ((v_i)_{1 \leq i \leq m}, (y_i)_{1 \leq i \leq m})\).
**Lagrangian Formulation**

Now, we introduce the augmented Lagrangian associated with the above minimization problem. In order to enforce and decouple the constraint of the interface continuity, we add an extra-variable \( q_{ij} \) such that: \( q_{ij} = q_{ji} \in H^{\frac{1}{2}}(\sigma_{ij}) \), for \( j \neq i \), \( \sigma_{ij} \neq \emptyset \) and

\[
y_i = y_j = q_{ij} \quad \text{on } \sigma_{ij}
\]

(6)

(see [GL90] for such consideration).

Then, after making explicit the constraint between \( v_i \) and \( y_i \), the augmented Lagrangian \( L_r \) is given by \(^2\):

\[
L_r(v_i, y_i, p_i, \omega_{ij}, \lambda_{ij}, q_{ij}) = J(v_i, y_i) - \sum_{i=1}^{m} \left( \int_{\Omega_i} \nabla y_i \nabla p_i dx - \int_{\Omega_i} (f_i + v_i)p_i dx \right) + \sum_{1 \leq i < j \leq m} \int_{\sigma_{ij}} \omega_{ij}(p_i - p_j) d\sigma_{ij} + \sum_{i=1}^{m} \sum_{j, \sigma_{ij} \neq \emptyset} \int_{\sigma_{ij}} \lambda_{ij}(y_i - q_{ij}) d\sigma_{ij} + \frac{r}{2} \sum_{i=1}^{m} \sum_{j, \sigma_{ij} \neq \emptyset} \int_{\sigma_{ij}} (y_i - q_{ij})^2 d\sigma_{ij},
\]

where \( \lambda_{ij} \) are the Lagrange multipliers corresponding to the constraint (6) and \( r \) (augmented Lagrangian constant) is a positive real number.

**Remark 2** In the \( L_r \) expression, the \( \omega_{ij} \) can be interpreted as Lagrange multipliers corresponding to the continuity of the adjoint state on the interface.

**Proposition 2** If \((u_i, y_i, p_i, \omega_{ij}, \lambda_{ij}, q_{ij})\) is a saddle point of \( L_r \), when it exists, then

\[
u_i = u_i/\Omega_i, \quad y_i = y_i/\Omega_i, \quad p_i = p_i/\Omega_i.
\]

(7)

where \((u, y, p)\) is the saddle point of the Lagrangian associated with the problem (1) and \( u \) is the minimizer of (1).

**Proof.** In the proof, we exploit characterization of a saddle point of \( L_r \); we denote: \((s, p) = (v_i, y_i, p_i, \omega_{ij}, \lambda_{ij}, q_{ij})\). As \( L_r \) is differentiable in each variable, for \( i : 1 \leq i \leq m, \ j \) such that \( j \neq i \) and \( \sigma_{ij} \neq \emptyset \), we have:

\[
\frac{\partial L_r}{\partial p_i}(s, p, \phi_i) = 0 \quad \forall \phi_i \in V_i
\]

(8)

\[
\frac{\partial L_r}{\partial y_i}(s, p, \phi_i) = 0 \quad \forall \phi_i \in V_i
\]

(9)

\[
\frac{\partial L_r}{\partial v_i}(s, p, v_i - u_i) \geq 0 \quad \forall v_i \in U^i_{ad}
\]

(10)

\[
\frac{\partial L_r}{\partial \lambda_{ij}}(s, p, d\lambda) = 0 \quad \forall d\lambda \in H^{-\frac{1}{2}}(\sigma_{ij}), \ i \neq j
\]

(11)

\[
\frac{\partial L_r}{\partial \omega_{ij}}(s, p, d\omega) = 0 \quad \forall d\omega \in H^{-\frac{1}{2}}(\sigma_{ij}), \ i < j
\]

(12)

\[
\frac{\partial L_r}{\partial q_{ij}}(s, p, dq) = 0 \quad \forall dq \in H^{\frac{1}{2}}(\sigma_{ij}), \ i < j
\]

(13)

\(^2\) We use short expression of the \( L_r \) variables: \((v_i, y_i, p_i, \omega_{ij}, \lambda_{ij}, q_{ij})\) instead of \((v_i, y_i, p_i, \omega_{ij}, \lambda_{ij}, q_{ij})\).
Let \((u, y, p)\) be the saddle point of the Lagrangian associated with the problem \((1)\). From (8) and (11), it follows that: \(y_i = y_j\) and \(\frac{\partial y}{\partial n_{ij}} = \frac{\partial y}{\partial n_{ji}}\) on \(\sigma_{ij}\). So, \(y_i\) is exactly the restriction of \(y\) on \(\Omega_i\).

As for \(p_i\), from (9), (12) and (13), we obtain both the continuity and the flux continuity of the adjoint state. Thus, \(p_i = p/\Omega_i\).

Finally, using the optimality of \(u_i\) (10) and the equation for \(p_i\), we deduce \((p_i + \nu u_i, v_i - u_i)_{L^2(\Omega_i)} \geq 0, \forall v_i \in U^{i}_{ad}\) and get the optimality condition in the global domain.

**Solution Algorithm**

Due to the above proposition, we have just to search a saddle point of \(L_r\). So, we propose a modification of the algorithm ALG3 in [GL89b]:

**Algorithm**

**Step 1.** Initialization: \(u^1_i\) given in \(L^2(\Omega_i)\), \((\omega^1_{ij})_{i<j}\) and \((\lambda^1_{ij})_{i \neq j}\) given in \(H^{-\frac{1}{2}}(\sigma_{ij})\) and \((q^0_{ij})_{i<j}\) given in \(H^{\frac{1}{2}}(\sigma_{ij})\).

**Step 2.** Iteration: For \(n = 1, 2, \ldots\), compute \(y^n_i\) and \(p^n_i\) such that \(y^n_i \in V_i\), \(p^n_i \in V_i\) and

\[
\begin{align*}
-\Delta y^n_i &= f_i + u^n_i \quad \text{in} \quad \Omega_i, \\
\frac{\partial y^n_i}{\partial n} &= \omega^n_{ij} \quad \text{on} \quad \sigma_{ij}, j \neq i \\
-\Delta p^n_i &= y^n_i - y^n_j \quad \text{in} \quad \Omega_i \\
\frac{\partial p^n_i}{\partial n} &= \lambda^n_{ij} + r(y^n_i - q^{n-1}_{ij}) \quad \text{on} \quad \sigma_{ij}, j \neq i
\end{align*}
\]

- Compute the gradient \(g^n_i\) of \(L_r(u_1, \ldots, u^n)\), \(g^n_i = p^n_i + \nu u^n_i\)
- \(u^{n+1}_i = u^n_i + \nu d^n_i\), \(t^n > 0\) minimization along the descent direction \(d^n_i\) computed from \(g^n_i\) by BFGS formula.
- Update the Lagrange multipliers and \(q^n_{ij}\): \(\rho^n > 0, \rho^n \omega > 0\)

\[
\begin{align*}
\omega^{n+1}_{ij} &= \omega^n_{ij} + \rho^n(\omega^n_i - \omega^n_j) \\
\lambda^{n+\frac{1}{2}}_{ij} &= \lambda^n_{ij} + \rho^n(\omega^n_i - q^{n-1}_{ij}) \\
2r\omega^{n}_{ij} &= (\lambda^{n+\frac{1}{2}}_{ij} + \lambda_{ji}^{n+\frac{1}{2}}) + r(y^n_i - y^n_j) \\
\lambda^{n+1}_{ij} &= \lambda^{n+\frac{1}{2}}_{ij} + \rho^n(y^n_i - q^n_{ij})
\end{align*}
\]

**Remark 3** In the above algorithm, eliminating \(\lambda^n_{ij}\) and \(q^n_{ij}\) for the case where \(\rho^n = \rho_\omega = r\), the \(p_i\)-boundary conditions on \(\sigma_{ij}\) are transformed into

\[
-\frac{\partial p^{n+1}_{ij}}{\partial n_{ij}} + r y^{n+1}_i = \frac{\partial p^n_{ij}}{\partial n_{ij}} + r y^n_i \quad \text{on} \quad \sigma_{ij}.
\]

These are precisely the conditions of algorithm Alg2 in [Ben94], where transmission conditions of [Lio90] are applied to the optimal control problem. The \(y_i\)-boundary conditions on \(\sigma_{ij}\) are written as

\[
-\frac{\partial y^{n+1}_{ij}}{\partial n_{ij}} + r y^{n+1}_i = \frac{\partial y^n_{ij}}{\partial n_{ij}} + r y^n_i \quad \text{on} \quad \sigma_{ij}
\]
which are close (but not identical) to those given in Alg2.

3 Numerical Results

As a test example, we consider a boundary optimal control problem given in [BGL73] defined by its direct state equation:

\[
\begin{align*}
-\Delta y(v) &= f \quad \text{in } \Omega, \\
y(v) &= 0 \quad \text{on } \Gamma_3 \cup \Gamma_4, \\
\frac{\partial y(v)}{\partial n} &= v \quad \text{on } \Gamma_1 \cup \Gamma_2.
\end{align*}
\]

(14)

and we want to minimize over \( U_{ad} = L^2(\Gamma_1 \cup \Gamma_2) \), the function

\[
J(v) = \frac{1}{2} \left( \int_{\Omega} (y(v) - y_d)^2 dx + \nu \int_{\Gamma_1 \cup \Gamma_2} v^2 d\sigma \right).
\]

In the computations, we take \( \Omega = [0, 1] \times [0, 1] \), \( f(x, y) = 2(-x^2 - y^2 + 4x + y) \) and \( y_d(x, y) = (y - y_0^2)(x^2 - 4x) - 8\nu \), for \((x, y) \in \Omega\).

We split the domain \( \Omega \) into \( m \) subdomains (see Fig. 1). A finite difference scheme is used to discretize both the direct and the adjoint state systems. We run the proposed algorithm with \( \rho^0 = \rho^n = r \). The descent direction is computed from the gradient vector of the Lagrangian \( L \), with respect to the control, the line search process and BFGS formula are carried out similarly to \( M1QN3 \) algorithm [GL89a]. The iterations of the algorithm are stopped when the norm of the gradient is small enough. For \( \nu = 1.25, r = 0.85 \) and for different values of \( h \) (discretization step) and \( m \) (subdomain number), the relative \( L^2 \)-error on the direct state and the interface error average are worked out. In Table 1, we define

\[
err_y = \left( \frac{\sum_{i=1}^{m} \| y^n_i - y_i \|_{L^2(\Omega_i)}^2}{\sum_{i=1}^{m} \| y_i \|_{L^2(\Omega_i)}^2} \right)^{1/2}, \quad err_{yij} = \frac{1}{m} \sum_{i=1}^{m} \sum_{j > i, \sigma_{ij} \neq 0} \| y^n_i - y^n_j \|_{L^2(\sigma_{ij})}
\]

where \( y_i^n \) is the computed solution on \( \Omega_i \) at the \( n \)th iteration when the stopping criterion is attained and \( y_i = y/e/\Omega_i \) with \( ye(x, y) = (y^2 - y)(x^2 - 4x) \), for \((x, y) \in \Omega_i\) is the analytic solution to the global problem. For \( m = 1 \), the minimization of \( J \) is done by the \( M1QN3 \) algorithm. Table 1 shows that the domain splitting into two subdomains does not affect much the convergence results of our algorithm and the \( y_i \) connect very well on the interface because of the symmetry of this problem. The convergence is attained in few iterations and depends on the ‘quasi-optimal’ choice of \( r \).

4 Conclusion

Using domain decomposition, the original optimal control problem is transformed into a saddle point problem. We have used augmented Lagrangian techniques studied by Fortin and Glowinski [FG82], Glowinski and Le Tallec [GL89b]. We have combined a descent method with a multipliers one. The proposed algorithm gives different ways of dealing with constraints on interfaces. Moreover, it is well suited to parallel processors.
**Figure 1**  The decomposed domain of the test example ($m = 8$).

**Table 1**  Direct State Results. $h$: step discretization, $m$: subdomain number.

| $h^{-1}$ | $m$  | $\text{err}_y$       | $\text{err}_{y|x}$ |
|----------|------|-----------------------|--------------------|
| 16       | 1    | 1.2226217904E-06      | - -                |
|          | 2    | 3.581756178E-06       | 1.500315992E-06    |
|          | 4    | 1.4511406491E-02      | 1.5495620667E-02   |
|          | 8    | 8.7904304272E-02      | 8.6599163711E-02   |
| 64       | 1    | 1.0268570911E-06      | - -                |
|          | 2    | 1.3455085083E-05      | 1.3616281608E-06   |
|          | 4    | 1.156290614E-02       | 1.540098264E-02    |
|          | 8    | 7.9211773115E-02      | 8.019822639E-02    |
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1 Introduction

The modal synthesis of a structure that is decomposed into substructures is a Rayleigh-Ritz approximation of the global eigenvalue problem over a space spanned by a few eigenmodes of each substructure in addition to some functions, called coupling modes describing the interfacial displacements. Different methods based on intrinsic choices of such coupling modes are presented. In particular, extension operators from the boundary of each subdomain to the whole interface are introduced in view of defining, both in a continuous and in a discrete setting, “generalized” Neumann-Neumann preconditioners, the eigenfunctions of which are used as coupling modes for approximating the global eigenvalue problem.

Let us consider the model problem of a vibrating three-dimensional body $\Omega$. The family of eigenpairs $\{\lambda_k, u_k\}_{k=1}^{+\infty}$, arranged in nondecreasing order of the eigenvalues $\lambda_k$, solve the eigenvalue problem

\[
-div(A e(u)) = \lambda \rho u \quad \text{in } \Omega \\
u = 0 \quad \text{on } \partial \Omega,
\]

where $e(u)$ denotes the linearized strain tensor associated with the displacement field $u$, $A$ the tensor of elastic moduli, $\rho$ the mass density, and $\partial \Omega$ the boundary of $\Omega$. The structure is assumed to be clamped for the sake of simplicity, but any set of boundary conditions yielding a symmetric variational formulation like traction free, mixed, or third kind boundary conditions may lead to the same conclusions. Other models like membrane or plate models can also be considered.
DECOUPLING AND MODAL SYNTHESIS OF VIBRATING CONTINUOUS SYSTEMS

The domain $\Omega$ is partitioned into $p$ nonoverlapping subdomains $\Omega_1, ..., \Omega_p$, which are separated by an interface $\Gamma$. For modal synthesis with overlap see [CDVM96, CDVM95]. The fixed interface eigenpairs $\{\lambda_j^i, \mathbf{u}_j^i\}_{j=1}^{\infty}$ of subdomain $\Omega_i$ solve the problem

$$-\text{div}(\mathbf{Ae}(\mathbf{u})) = \lambda \mathbf{u} \quad \text{in} \quad \Omega_i$$
$$\mathbf{u} = 0 \quad \text{on} \quad \partial\Omega_i,$$  

(1.2)

The eigenfunctions $\mathbf{u}_j^i$ are extended by zero outside $\Omega_i$ and are thus defined on the whole domain $\Omega$. Therefore, these so-called fixed interface modes can be used as trial functions in a Rayleigh-Ritz approximation of problem (1.1.1). Of course, they must be supplemented by a family of trial functions $\mathbf{w}_T$ that do not identically vanish on the interface $\Gamma$ between the subdomains. We call them coupling modes. The basic modal synthesis method thus amounts to a Galerkin approximation of problem (1.1.1) over the space

$$V_N = \text{Span}\left\{\bigcup_{i=1}^p \left(\mathbf{u}_j^i\right)_{j=1}^{N_i} \bigcup \left(\mathbf{w}_T\right)_{j=1}^{N_T}\right\}$$

(1.3)

for some numbers $N_i$, $1 \leq i \leq p$, and $N_T$. Therefore, in its original version, modal synthesis is not an iterative algorithm, in contrast to those proposed in [Mal92, Mal96, SC96, CL96, Liu96, dV96], but rather a method of approximation. However, the approximate eigenpairs may be enhanced by postprocessing as in [Cha83] or more specifically in [Bal96], and generally speaking they may serve as good starting points for iterative domain decomposition correction algorithms.

Modal synthesis methods have been introduced in aerospace engineering in the sixties in order to save memory storage when analyzing the dynamics of large structures. These methods are now used in particular by nuclear, off-shore, automobile, and aerospace industries. The advantages of such methods are potentially numerous. Of course, they are amenable to parallel implementation. This point will be made clearer in the third and fourth sections. Furthermore, they can include experimental measurements on the substructures. Moreover, parametric studies involving local perturbations in view of sensitivity analysis or reanalysis can be performed cheaply [Tra96]. Finally, the substructuring concept extends to fluid-structure interaction [MO79], soil-structure interaction [Clo93], and buckling [Val82]. There exists a wide variety of methods, depending on the boundary conditions imposed to each substructure, and on the coupling strategy. In particular, many hybrid methods have been proposed and discussed; see, e.g., [MN71, Des89, DO96, J85, Tra92b, Tra92a]. They correspond to other kinds of boundary conditions for the definition of the local modes. To a large extent, their numerical analysis is open. They fall in the general class of non-conforming methods since, at the continuous level at least, the continuity across the interface cannot be imposed if for example the local modes are associated with boundary conditions of Neumann type along the interface. General expositions on modal synthesis can be found in [Imb79, Mal80, Cra85, J85, Mas88, Gib88, Tra92a].

This paper aims first at reviewing a priori error estimates for such methods and second at exploring new coupling strategies. In the next section, we revisit the
pioneering work of [Hur65]. The third section is devoted to more recent methods involving coupling modes defined as the eigenfunctions of the Poincaré-Steklov operator [Bou92, Bd92b, Bd92a]. Since the computation of these coupling modes may be expensive when the interface is large and complex, cheaper coupling modes are introduced in section four. To this end, new operators of Neumann-Neumann type are defined and put in vibration. They are based on special extension operators from the boundary of each subdomain to the whole interface. Numerical tests confirm the accuracy of the resulting modal synthesis method. We close with a few comments.

2 Hurty’s method

Let $V$ denote the space of global test functions and $V_{\Gamma}$ the space of their restrictions to the interface $\Gamma$, namely $V = H^1_0(\Omega)$ and $V_{\Gamma} = H^{1/2}_{00}(\Gamma)$ if Dirichlet boundary conditions are imposed on $\partial \Omega$ as in (1.1.1). In a continuous setting, Hurty’s method (see [Hur65] and [CB68]) would amount to choose the coupling modes as the “harmonic” extensions to each subdomain of all elements of a given basis of $V_{\Gamma}$.

Now, if $N_i$ fixed interface modes are retained to describe the dynamics of subdomain $\Omega_i$, and if $\lambda_{CB,N}^k$ denotes the $k^{th}$ eigenvalue resulting from Hurty’s procedure, the following error bound is derived in [Bou92]:

$$0 \leq \lambda_{CB,N}^k - \lambda_k \leq \sum_{i=1}^p C_i (1 + N_i)^{-1}. \quad (2.1)$$

The constants $C_i$ depend on $k$ but not on $N_i$. Similar error bounds hold for the eigenfunctions in $L^2$-norm as well as in energy norm. For two-dimensional elasticity, and for bars under traction [Bou90], the estimate would behave like $N_i^{-3/2}$, and $N_i^{-3}$ respectively. Note that the rate of convergence deteriorates when the dimension of the problem increases.

The constants $C_i$ in (2.1.1) behave as follows: $C_i \sim \left( \frac{\rho}{E_i} \right)^{3/2} Vol(\Omega_i)$, if $\rho_i$ and $E_i$ stand for the mass density and Young’s modulus of substructure $\Omega_i$, when these quantities are constant on $\Omega_i$. For two-dimensional elasticity, we obtain $C_i \sim \left( \frac{\rho}{E_i} \right)^{3/2} (Vol(\Omega_i))^{3/2}$. Combining above estimates yields a rational way to choose the number of fixed interface modes of each substructure relative to the others.

The optimality of the error bounds is highlighted by the numerical experiments presented in [Bd92b]: the true error behaves like $N^{-3/2}$ for the two-dimensional membrane problem which has the same properties as plane elasticity from the viewpoint of modal synthesis. This optimality is also suggested by the proof of the error bound which is obtained as the rest of a series expansion that converges no faster than indicated. The key ingredient of the error analysis is real interpolation theory in Sobolev spaces [LM68]. In order to explain in a simple way where the exponents come from, let us consider the Fourier series expansion on the basis $(\sin j\pi x)_{j=1}^{+\infty}$ of the function 1 over $[0,1]$: $1 = \sum_{j=1}^{+\infty} a_j \sin j\pi x$. Of course $\sum_{j=1}^{+\infty} (a_j)^2 < \infty$. However, if $\nu_j = j^2\pi^2$, then $\sum_{j=1}^{+\infty} \nu_j (a_j)^2 = +\infty$ otherwise the function 1 would vanish at both
ends of the interval, but \( \sum_{j=1}^{+\infty} (\nu_j)^{1/2-\varepsilon} (\alpha_j)^2 < \infty \) \( \forall \varepsilon > 0 \). This property extends \textit{mutatis mutandis} to arbitrary n-dimensional domains as a consequence of [LM68] interpolation theory. Weyl's formula proves also useful to derive the error bound. Working directly at the level of the finite element discretization is possible, but does not yield optimal error bounds because the underlying PDE is hidden. Notice that different error bounds can be derived for plates [Bd92a].

In order to compute the final generalized mass and stiffness matrices, all the modes are usually discretized with finite elements. If \( h \) denotes the discretization parameter, and \( \lambda_{k(h)}^{BC,N,h} \) the \( k \textsuperscript{th} \) eigenvalue computed with Hurty's method, then the error \( \lambda_{k(h)}^{BC,N,h} - \lambda_k \) can be estimated by the sum of the right-hand side of (1.2.1), and a discretization error \( C h^\beta \), for some constant \( C(N) \), and some \( \beta > 0 \) which depends on the finite element method and on the smoothness of the \textit{fixed interface modes} [Bou92]. A variant of this method enables one to use incompatible meshes on the different subdomains [FG94]. See [RTG96] for a comparison in the frequency domain of the continuous version of the modal synthesis method with the associated discrete version.

In general Hurty's method combines F.E. discretization and local mode truncation in a way that prevents one from using it when the interface contains many degrees of freedom, because the resulting mass and stiffness matrices are still quite large and dense, therefore difficult to handle. Even forming these matrices proves time-consuming since the Schur complement matrix has to be computed. A possible solution is to avoid computing these matrices and to use an iterative solver within the eigenvalue solver for the final generalized eigenvalue problem. Another strategy consists of further reducing the size of this final eigenvalue problem. In this direction, \textit{coupling modes} can be defined at both the continuous level and the discrete level such that a prescribed accuracy of modal synthesis is achieved by means of a given number of them that does not depend on the mesh size [Bou89]. We define them in the next section.

3 A Poincaré-Steklov Operator-based Method

Let \( \mathbf{u} \) and \( \mathbf{v} \) denote any displacement fields in \( V_T \), resulting in “harmonic” (in the sense of elasticity) extensions \( \tilde{\mathbf{u}} \) and \( \tilde{\mathbf{v}} \) on every subdomain \( \Omega_i \). The bilinear form \( b(\mathbf{u}, \mathbf{v}) = \sum_{i=1}^{n} \int_{\Omega_i} \sigma(\tilde{\mathbf{u}}) : \epsilon(\tilde{\mathbf{v}}) \) defines a scalar product over \( V_T \) and the associated isomorphism \( T \) satisfies \( T \mathbf{u} = \sum_{i=1}^{n} \left( \left( A_i \mathbf{e} (\tilde{\mathbf{u}}) \right) \cdot \mathbf{n} \right)_{|\Gamma \cap \partial \Omega_i} \), if \( \mathbf{n} \) denotes the unit outer normal vector to \( \Omega_i \) along \( \partial \Omega_i \) and \( A_i = A_{|\Omega_i} \). This well-known Poincaré-Steklov operator is of course the continuous counterpart of the Schur complement matrix.

From standard spectral theory, the problem \textit{find} \( (\lambda, \mathbf{u}) \in \mathbb{R} \times V_T \) \textit{such that}

\[
b(\mathbf{u}, \mathbf{v}) = \lambda \int_{\Gamma} \mathbf{u} \mathbf{v} \quad \forall \mathbf{v} \in V_T \tag{3.1}
\]

is well-posed and admits a family of solutions \( \{\lambda_{\ell}, \mathbf{u}_{\ell}\}_{\ell=1}^{+\infty} \in \mathbb{R} \times V_T \) such that \( (\mathbf{u}_{\ell})_{\ell=1}^{+\infty} \) forms a basis of \( V_T \). The “harmonic” extension of \( \mathbf{u}_{\ell} \) to each component \( \Omega_i \) is continuous across the interface \( \Gamma \) and is thus defined on the whole domain.
Figure 1 A two-dimensional elastic beam, clamped on the left side and free everywhere else, decomposed in two ways.

as a trial function $u_\sigma \in V$ which we take as coupling mode. The Rayleigh-Ritz approximation of the global eigenvalue problem based on $N_\sigma$ fixed interface modes from each substructure as in Hurty’s method and $N_T$ such coupling modes yield approximate eigenvalues $\lambda_k^{PST,N}$. For three-dimensional elasticity, the error bound

$$0 \leq \lambda_k^{PST,N} - \lambda_k \leq \sum_{i=1}^{p} C_i N_i^{-1} + C_T N_T^{-\alpha} \tag{3.2}$$

has been derived in [Bou89, Bou91]. In (3.2), $\alpha$ denotes the exponent of the most severe vertex or edge singularity of the local source problems with homogeneous Dirichlet conditions on the interface. For two-dimensional elasticity, we get the exponent $2\alpha$ instead of $\alpha$. See also [Bd92a] for plates. That the rate of convergence does not depend directly on the smoothness of the eigenmode is an interesting feature. For the approximation of coupling modes, we refer to [Bou92], and also to [BVPA94]. The discrete coupling modes can be computed by a Lanczos method combined with the Neumann-Neumann algorithm of [BGLT88], as in [Bd92b] without forming the Schur complement matrix, or as in [CL96] where the descent directions of the inner loop are stored in view of solving more efficiently the source problem $Tu = g$ with successive right-hand sides.

This basic Poincaré-Steklov operator based modal synthesis method proves very accurate because the first few global eigenpairs are correctly described by means of a small number of fixed interface and coupling modes [Bd92b]. Moreover, it can be parallelized in the same way as the Neumann-Neumann algorithm applied to source problems.

Although taking advantage of the identity matrix along $\Gamma$ instead of the consistent mass matrix associated with the scalar product $\int_\Gamma uv$ apparently does not deteriorate too much the accuracy of the whole procedure, one may get rid of the possibly non standard implementation of this mass matrix by using a non-local inertia along $\Gamma$ [BN97a].


4 Extended Neumann-Neumann Preconditioners

Now, can one speed up the method by defining new coupling modes that would be much cheaper to compute, and that would yield comparable accuracy? A natural idea is to replace the Poincaré-Steklov operator $T$ by a preconditioner, like the Neumann-Neumann preconditioner introduced in [BGLT88]. This operator $S$ is defined as

$$
S : V_t^i \rightarrow V_t, \quad v \rightarrow Sv = \sum_{i=1}^{p} P_i S_i R_i v, \quad (4.1)
$$

where $P_i : W_t \rightarrow \mathbb{S}_{\Gamma \cap \partial \Omega_i}(V) \rightarrow V_t$ is a continuous extension operator, $R_i : V_t^i \rightarrow W_t^i$ is a continuous restriction operator and $S_i : W_t^i \rightarrow W_t$ is the Neumann-to-Dirichlet operator associated with the subdomain $\Omega_i$ and its boundary, that is to say $S_i u = \text{tr}_{\Gamma \cap \partial \Omega_i}(\tilde{u}^i)$, where

$$
- \text{div} A_i e(\tilde{u}^i) + d \tilde{u}^i = 0 \quad \text{in} \quad \Omega_i,
$$

$$
A_i e(\tilde{u}^i) \cdot n_i = u \quad \text{on} \quad \Gamma \cap \partial \Omega_i,
$$

$$
\tilde{u}^i = 0 \quad \text{on} \quad \partial \Omega_i \cap \partial \Omega_i,
$$

(4.2)

for some $d > 0$. In order to ensure the symmetry of $S$, we shall always choose $R_i = P_i^*$. We have the following

**Proposition:** let us set $E_i = P_i P_i^*$, and $E = \sum_{i=1}^{p} E_i$. Then

i) $\exists C > 0$, such that $\forall v \in V_t^i$,

$$
\langle Sv, v \rangle_{V_t^i} \leq C \| v \|_{V_t^i}^2, \quad \forall v \in V_t^i.
$$

ii) $\text{Ker}(S) = \text{Ker}(E)$ and $\text{Ker}(E) = \bigcap_{i=1}^{p} \text{Ker}(E_i)$.

iii) The direct sum of the eigenspaces of $S$ associated with strictly positive eigenvalues and of $\text{Ker}(E)$ is dense in $V_t^i$ and in $L^2(\Gamma)$.

Proof: i) is a direct consequence of the continuity of all operators involved in definition (1.4.1). On the other hand, the coerciveness of each operator $S_i$ which is due to the positivity of $d$, leads to the inequality $\forall v \in V_t^i$

$$
\langle Sv, v \rangle_{V_t^i} \geq \alpha \sum_{i=1}^{p} \| P_i^* v \|_{W_t^i}^2, \quad \text{for some positive} \ \alpha.
$$

Since $\forall v \in V_t^i$

$$
\langle Sv, v \rangle_{V_t^i} = \sum_{i=1}^{p} \| P_i^* v \|_{W_t^i}^2, \quad \text{we also have the opposite inequality. Moreover, each operator} \ E_i \text{is non-negative, hence ii). Finally iii) follows from the symmetry and compactness of} \ S \text{ on} \ L^2(\Gamma) \text{ and from ii).}
$$

**Interface without Cross-points**

Consider a domain decomposed in $p$ slices separated by edges $\Gamma_j$ that of course do not intersect. In this case, the space $V_t$ coincides with $\prod_{j=1}^{p-1} \text{tr}_{\Gamma_j}(V)$ and the extension operators $P_i : W_t \rightarrow V_t$, defined by

$$
P_i u = \begin{cases} 
    u & \text{on} \quad \partial \Omega_i \cap \Gamma, \\
    0 & \text{on} \quad \Gamma \setminus (\partial \Omega_i \cap \Gamma), 
\end{cases}
$$

(4.3)
are continuous. The adjoint operators $R_i$ coincide with the usual restrictions to $\partial \Omega_i \cap \Gamma$. The operator $S$ is well defined at the continuous level. It has no kernel and possesses a countable family of eigenpairs $(\lambda^\ell, u^\ell)^{\ell=1}_\infty$ arranged such that the eigenvalues decrease towards zero. The “harmonic” extensions to each component of the eigenfunctions $u^\ell$ can be chosen as coupling modes. This idea is close to the concept underlying [BKP95]. The resulting modal synthesis method proves less accurate than the original one, but the new coupling modes $u^\ell$ can be computed quite rapidly through a Lanczos method (see e.g. [CL96] and included references), because now each step mainly consists of computing $Sg$ for a given $g$. There are no more internal loops for solving any source problem on $\Gamma$. The accuracy of the resulting modal synthesis method is very encouraging as shown on fig 2 since it yields a similar accuracy as the Poincaré-Steklov based method at a much smaller cost.

When the interface exhibits a more complex geometry than before, extension by zero is no more possible if $H^{1/2}(\Gamma)$ regularity is to be preserved for the coupling modes. However, an extension of the method can be designed.
Figure 3  How the extension operator works

Figure 4  A function defined on the boundary of a subdomain and its extension to the whole interface

Interface with cross-points

Some preliminaries are needed: let $f$ denote a continuous function on the interval $[a, 0]$, $a < 0$, to be extended to some interval $[0, b]$, $b > 0$, then define the function

$$ (R_P f)(x) = \begin{cases} f(x) & \text{on } [a, 0], \\ f(\frac{b}{a} x)'(x) & \text{on } [0, b], \end{cases} \quad (4.4) $$

where $'$ denotes a smooth cut-off function vanishing in the vicinity of $b$. The operator $R_P$ enjoys $H^{1/2}$ continuity from interpolation theory. This generic reflection operator can be put to work in order to define the extension operators $R_i$, as follows: if $u$ stands for a function defined over $\Gamma \cap \partial \Omega_i$, we want to extend it in a continuous way to the adjacent edges. Define a curvilinear abscissa over the edges of $\Gamma$ sharing a given vertex which is a cross-point. For such an edge not belonging to $\partial \Omega_i$, parametrized by $s \in [0, b]$, choose such an edge belonging to $\partial \Omega_i$, parametrized by $s \in [a, 0]$, and apply the operator $R_P$ defined above. Repeat this for all edges adjacent to $\Gamma \cap \partial \Omega_i$ (see Figures 3 and 4). Of course, the choice of the edge parametrized by $s \in [a, 0]$
is somewhat arbitrary and a weighted average of operators $\mathcal{R}P$ corresponding to different edges of $\Gamma \cap \partial \Omega_i$ can also be used. In any case, we end up with an operator $\mathcal{R}P_i$ for every subdomain, and operators $\mathcal{R}S$ and $\mathcal{R}E$ as in (1.4.1) and in the proposition. They are defined in a continuous setting as well as in a discrete setting. We omit the details of the discretization and of the implementation here. Although the perfect locality of the original Neumann-Neumann preconditioner is lost, some locality is preserved because of the cut-off function $\phi$. The kernel of such operators are not reduced to $\{0\}$ in general, but the proposition suggests to choose as coupling modes the first few eigenfunctions of $\mathcal{R}S$ associated with its largest eigenvalues in addition to $\text{Ker}(\mathcal{R}E)$. At the discrete level, this kernel is easy to compute since the matrices $\mathcal{R}E_i = \mathcal{R}P_i \mathcal{R}P_i^T$ only depend on the mesh and on the geometry of the interface. No subdomain solve is required. From ii) of the proposition, the kernel can be computed as the intersection of the local kernels $\text{Ker}(\mathcal{R}E_i)$, that will be computed in parallel with minimal data exchange between subdomains. Then the Rayleigh-Ritz approximation of the eigenvalue problem $\mathcal{R}E_x = \mu_x$ over $\bigcup_{i=1}^{p} \text{Ker}(\mathcal{R}E_i)$ is performed. The rank of the corresponding Rayleigh matrix may be maximal. In this case, $\text{Ker}(\mathcal{R}E) = \{0\}$. However, the smallest eigenvalue of this matrix can be very small. Therefore, a variant of this modal synthesis method consists of computing several of the smallest eigenvalues of $\mathcal{R}E$ and corresponding eigenvectors that will supplement the set of eigenvectors of $\mathcal{R}S$. In particular, it may be interesting to keep as coupling modes an independent set of vectors in $\bigcup_{i=1}^{p} \text{Ker}(\mathcal{R}E_i)$, in view of parallel implementation. On the other hand, $\text{Ker}(\mathcal{R}E)$ may be very large, therefore a strategy to filter out unwanted, highly oscillating functions of this kernel should be put to work in this case.

This method, referred to as the R-method, has been tested on the reference structure and the relative error on the eigenfrequencies is reported on Figure 5. It compares favourably with the standard Poincaré-Steklov based method since a similar accuracy is obtained at a smaller cost.

A conceptually simpler variant of above extension operators is based on the linear extension operator defined as

$$
(L \mathcal{P} f)(x) = \begin{cases} 
  f(x) & \text{on } [a,0], \\
  f(0)(1 - \frac{x}{b}) & \text{on } [0,b],
\end{cases}
$$

(4.5)

that is well-defined at the discrete level but not at the continuous level because functions in $H^{1/2}$ do not have traces. In this case, we noticed that the associated operators $\mathcal{L}E_i$ have no kernel. Results of poorer quality than with the R-method are obtained for this variant, referred to as L-method, as shown on Figure 6.

5 Concluding Remarks

1) According to recent numerical experience of the authors, the Poincaré-Steklov based methods are the most accurate at least at very low frequency. The R-method proves slightly less accurate but a better cost effectiveness is expected. It turns out that the L-method which is not defined at the continuous level is less accurate than the other
Figure 5 Interface with cross-points (10 subdomains): relative accuracy on the 15 smallest global eigenfrequencies for the standard Poincaré-Steklov based method (left) for $N_T = 15$ and for the R-method (right) with $N_T = 15$, and with $1/5$ of the eigenvectors of $R^E$ over $\bigcup_{j-1}^p \ker(R^E_j)$.
Figure 6 Interface with cross-points (10 subdomains), L-method. Relative accuracy on the 15 smallest global eigenfrequencies (left) for $N_T = 15$, and decay (right) w.r.t. $N_T$ of the relative error on the global eigenfrequencies 1, 4 and 8.
ones. All of them are amenable to parallel computing. The R- and L-methods involve slightly more communication efforts between subdomains.

ii) Variants of the R- or L-method can be designed. In particular, parametrized families of extension operators can be introduced in view of optimizing the accuracy of the method. A detailed version of section 1.4 on the design and use of extended Neumann-Neumann preconditioners will be available in [BN97a].

iii) Extension to three-dimensional problems seems conceptually possible. However, from the practical point of view, defining the extension operator from the boundary of each subdomain to the whole set of interfacial faces may appeal to geometrical data that are not directly available from the numerical description of each subdomain.

iv) On the other hand, the case of plate-like problems can be treated by means of similar but more complicated techniques. Here, extension operators that preserve $H^{1/2} \times H^{1/2}$ continuity along the interface must be designed [BN97b].

v) It would be interesting to combine the Poincaré-Steklov based method with the R-method which starts proving very accurate at frequencies where the former starts deteriorating.
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Additive Schwarz for the Schur Complement Method

Luiz M. Carvalho and Luc Giraud

1 Introduction

Domain decomposition methods for solving elliptic boundary problems have been receiving increasing attention for the last two decades. To a large extent this is due to their potential application on new parallel computers.

We describe here two domain decomposition algorithms based on nonoverlapping subregions for solving self-adjoint elliptic problems in two dimensions and we report on some experimental results. Both alternatives can be viewed as block diagonal preconditioners for the Schur complement matrix. The first is the classical block Jacobi where all but one of the diagonal blocks are related to the interfaces, the remaining block is diagonal and corresponds to the cross-points. The second preconditioner introduces an overlap between the blocks by including the cross-points and their couplings in the diagonal blocks of the block Jacobi preconditioner. In this case, the block related to the cross-points is dropped. We will refer to the latter as Algebraic Additive Schwarz (AAS) since we sum the contributions of each block on the overlap.

The nonzero sub-blocks of the Schur complement are dense matrices, we consider approximations which are inexpensive to construct and invert. The algebraic approximation of the interface operator is constructed by using the probing technique studied in [CM92] for the two-subdomain case and extended in [CMS92] for many subdomains. The proposed preconditioner belongs to the one-level type preconditioners as, for instance, Dirichlet-Neumann [BW86] and Neumann-Neumann [RT91]. Therefore, it does not implement any coarse grid component. Currently, most preconditioners include a coarse correction to propagate the error globally. We refer the reader to [BPS86, Smi90, Man93] for a detailed presentation of some of these preconditioners and to [SrG96, CM94] for complete surveys of domain decomposition methods. We should stress that the AAS approach, which first appeared in a few numerical experiments in [GT93], improves the convergence rate of the well-known block Jacobi on some model problems while retaining the same computational complexity.

First, in Section 2, we describe the AAS preconditioner. In Section 3, we present
the parallel implementation of both preconditioners on distributed memory platforms, and compare their performance in Section 4. We conclude in Section 5.

2 The AAS Preconditioner

We consider the following 2nd order self-adjoint elliptic problem on an open polygonal domain $\Omega$ included in $\mathbb{R}^2$:

$$
\begin{cases}
-\frac{\partial}{\partial x}(a(x,y)\frac{\partial u}{\partial x}) - \frac{\partial}{\partial y}(b(x,y)\frac{\partial u}{\partial y}) = f(x,y) & \text{in } \Omega \\
u = 0 & \text{on } \partial\Omega,
\end{cases}
$$

(2.1)

where $a(x,y), b(x,y) \in \mathbb{R}^2$ are positive functions on $\Omega$. We assume that the domain $\Omega$ is partitioned into $N$ nonoverlapping subdomains $\Omega_1, \ldots, \Omega_N$ with boundaries $\partial\Omega_1, \ldots, \partial\Omega_N$. We discretise (2.1) by either finite differences or finite elements resulting in a symmetric and positive definite linear system $Au = f$. Grouping the points corresponding to the interfaces between the subdomains ($B$) in the vector $u_B$ and the ones corresponding to the interior ($I$) of the subdomains in $u_I$, we get the reordered problem:

$$
\begin{pmatrix}
A_{II} & A_{IB} \\
A_{IB}^T & A_{BB}
\end{pmatrix}
\begin{pmatrix}
u_I \\
u_B
\end{pmatrix}
= \begin{pmatrix} f_I \\
f_B
\end{pmatrix}.
$$

(2.2)

Eliminating $u_I$ from the second block row of (2.2) leads to the following reduced equation for $u_B$:

$$
Su_B = f_B - A_{IB}^T A_{II}^{-1} f_I , \quad \text{where} \quad S = A_{BB} - A_{IB}^T A_{II}^{-1} A_{IB}
$$

(2.3)

is referred to as the Schur complement matrix.

Let

$$
B = \bigcup_{i=1}^m \{ E_i \} \cup V,
$$

(2.4)

be a partition of the interface $B$ into edge points, $E_i$, (depicted with • in Figure 1) and vertex points, $V$, (× points in Figure 1); $E_i$ can be written as $E_i = (\partial\Omega_j \cap \partial\Omega_l) - V$, with $j \neq l$. Let $R_{E_i}$ and $R_V$ denote the pointwise restriction maps from $B$ onto the nodes on $E_i$ and on $V$, and let $R_{E_i}^T$ and $R_V^T$ be the corresponding extension maps, respectively. The diagonal block associated with $E_i$ is defined by

$$
S_{ii} = R_{E_i} S R_{E_i}^T, \quad i = 1, \ldots, m.
$$

(2.5)

Let $\tilde{S}_{ii}$ be an approximation for $S_{ii}$, $i = 1, \ldots, m$. Then, the approximate block Jacobi preconditioner, $bJ$, can be represented by

$$
bJ = \sum_{i=1}^m R_{E_i} \tilde{S}_{ii}^{-1} R_{E_i} + R_V \tilde{S}_V^{-1} R_V.
$$

(2.6)
Figure 1  Decomposition of the interface points (a) the block Jacobi and (b) the AAS.

Let

\[ B = \bigcup_{i=1}^{m} \hat{E}_i \]  

be another decomposition of \( B \), where \( \hat{E}_i = \partial \Omega_j \cap \partial \Omega_i \) (see Figure 1 (b)). \( \hat{E}_i \) and \( \hat{E}_j \) may overlap on one point belonging to \( V \), so \( \hat{E}_i \cap \hat{E}_j \neq \emptyset \) for some \( i \neq j \). Let \( \hat{R}_{E_i} \) denote the pointwise restriction map from \( B \) onto the nodes on \( \hat{E}_i \) and \( \hat{R}_{E_i}^T \) the corresponding extension map. We define

\[ \tilde{S}_{ii} = \hat{R}_{E_i} S \hat{R}_{E_i}^T, \quad i = 1, \ldots, m. \]  

Let \( \tilde{S}_{ii} \) be an approximation for \( \tilde{S}_{ii} \), \( i = 1, \ldots, m \). Then, we consider the Algebraic Additive Schwarz (AAS) preconditioner defined as:

\[ \text{AAS} = \sum_{i=1}^{m} \hat{R}_{E_i}^T \tilde{S}_{ii}^{-1} \hat{R}_{E_i} \]  

3 Parallel Implementation

We use the probe technique to construct \( \tilde{S}_{ii} \) and \( \tilde{S}_{ii} \) [CM92]. Let \( P = [p_i] \) be a matrix whose columns are the probe vectors \( p_i \). Therefore, the probe technique can be applied by multiplying \( S \) with \( P \). This matrix-matrix approach only requires two communications for the construction and is more efficient than a more classical approach based on a sequence of matrix-probing vector products. Moreover, the matrix-matrix approach allows the algorithm to overlap part of the communication with some computation.

The implementation of \( \hat{R}_{E_i}^T \tilde{S}_{ii}^{-1} \hat{R}_{E_i} \) in AAS requires two extra neighbour-neighbour communications to exchange information on the cross-points; these communications are not needed for block Jacobi.

The classical PCG requires two synchronisations to compute the inner products; we have implemented the variant proposed in [DER93] where only one synchronisation per iteration is needed.
4 Experimental Results

The elliptic problem (2.1) was discretised by the standard five-point difference stencil on an \((n \times n)\) mesh. The approximations \(S_h^i\) and \(\hat{S}_h^i\) are tridiagonal matrices built using twelve probing vectors \([CG97]\). The direct solver for the solution of the local Dirichlet problems \(A_h^i\), \(i = 1 \ldots N\), is MA27 \([DR83]\), while the tridiagonal matrices \(S_h^i\) and \(\hat{S}_h^i\) are factorised using LAPACK routines. The stopping criterion is to decrease the relative residual to less than \(10^{-5}\). The grid is either uniform or nonuniform. The message passing library used is MPI. The parallel platform is a Cray T3D (IDRIS - France). In the parallel experiments, we have used as many processors as subdomains and the computations have been performed in 64 bit precision.

**Figure 2** Definition of the function \(a(\cdot, \cdot)\) on \(\Omega\), the unit square of \(\mathbb{R}^2\).

\[
\begin{array}{|c|c|c|}
\hline
a(\cdot) & 10^{-3} & 10^3 & 10^{-3} \\
\hline
a(\cdot) & 10^3 & 10^{-3} & 10^3 \\
\hline
\end{array}
\]

Table 1 gives the number of iterations of the PCG. Table 2 gives the total parallel elapsed time, in seconds, for solving \(A\mathbf{x} = \mathbf{b}\); that is, the analysis and factorisation steps of MA27, the preconditioner construction, the PCG iterations, and the computation of the global solution by local back substitutions.

**Table 1** Number of iterations of the PCG on a \(257 \times 257\) grid.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>17</td>
<td>11</td>
<td>14</td>
<td>18</td>
<td>11</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>23</td>
<td>29</td>
<td>27</td>
<td>24</td>
<td>35</td>
<td>37</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>33</td>
<td>52</td>
<td>40</td>
<td>35</td>
<td>82</td>
<td>60</td>
<td></td>
</tr>
</tbody>
</table>

Table 1 shows that AAS performs better than block Jacobi in the presence of anisotropic phenomena; the increase in the number of iterations is less for AAS as the number of subdomains grows larger. We have observed such behaviour for a wide class of model test problems, but we only report two of these results here. For all the experiments the function \(b(\cdot, \cdot)\) has been set to one. In the first example, the anisotropy is physically present in the definition of the problem through the function
Table 2  Times (in sec.) on the Cray T3D for solving $Ax = b$ on a $257 \times 257$ grid.

<table>
<thead>
<tr>
<th># subdomains</th>
<th>AAS</th>
<th>block Jacobi</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>10.77</td>
<td>9.64</td>
</tr>
<tr>
<td>16</td>
<td>2.17</td>
<td>2.43</td>
</tr>
<tr>
<td>64</td>
<td>0.58</td>
<td>0.78</td>
</tr>
</tbody>
</table>

$a(.,.)$ as defined in Figure 2, while in the second example the anisotropy is numerically introduced in the Poisson problem by the discretisation on a nonuniform grid. This grid is used to solve the drift-diffusion equations [GT93] involved in MOSFET device simulation.

As a first remark, we indicate that the time per iteration is almost the same for PCG with both preconditioners; the neighbour-neighbour communications required by AAS do not penalise its performance on the Cray T3D.

We can observe in Table 2 that the reduction in the number of PCG iterations is not directly reflected in the time reduction. This is due to the significant amount of time required by the MA27 analysis and the factorisation routines for the solution of the local problems $A_{ii}$, $i = 1 \ldots N$, which are common to both preconditioners. These routines are responsible for 20% of the global solution time in the case of 64 subdomains. Consequently, the global time is not a linear function of the number of iterations but is an affine function; that is, the global parallel solution time is equal to the time for the symbolic and numerical factorisation of the local Dirichlet matrices, plus the time for the back solution (once the interface problem has been solved), plus the number of iterations times the time per iteration (which is the same for both preconditioners).

Table 3 shows the performance of the parallel device simulation code, using PCG with either AAS or block Jacobi for the solution of the linear systems involved in the nonlinear solver. Both numerical and physical anisotropies are encountered and AAS performs better than block Jacobi.

Table 3  Times in seconds and number of iterations for a continuation step of the MOSFET device simulation on a $257 \times 257$ grid.

<table>
<thead>
<tr>
<th># subdomains</th>
<th>AAS</th>
<th>block Jacobi</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>time</td>
<td># iterations</td>
</tr>
<tr>
<td>4</td>
<td>857.6</td>
<td>1520</td>
</tr>
<tr>
<td>16</td>
<td>214.3</td>
<td>2731</td>
</tr>
<tr>
<td>64</td>
<td>67.5</td>
<td>4877</td>
</tr>
</tbody>
</table>

The AAS preconditioner can easily be extended by using a larger overlap between the edges $E_i$. Experimental results have shown that this does not significantly
accelerate the convergence for the MOSFET problem. In Table 4, we vary the size of the overlap and report the total number of linear iterations involved in the solution of the drift-diffusion equations.

Table 4 Iterations using preconditioners with overlap sizes 0 (block Jacobi), 1(AAS), 2 and 3 on a 129 \times 129 grid for the MOSFET problem.

<table>
<thead>
<tr>
<th># subdomains</th>
<th># points in the overlap between the $\hat{E}_i$</th>
<th>0</th>
<th>1</th>
<th>3</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1660</td>
<td>1693</td>
<td>1678</td>
<td>1671</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>3610</td>
<td>2842</td>
<td>2797</td>
<td>2720</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>8385</td>
<td>5177</td>
<td>5419</td>
<td>5599</td>
<td></td>
</tr>
</tbody>
</table>

5 Conclusions

We have compared a so-called Algebraic Additive Schwarz preconditioner (AAS) with an approximate block Jacobi preconditioner for the Schur complement domain decomposition method for solving elliptic PDEs. We have shown that AAS performs better both in terms of number of iterations and in computing time, for problems with anisotropic phenomena. This behaviour has been illustrated when solving linear systems that arise from model problems and from the real life application of device modelling.

Although AAS does not introduce a global coupling among the subdomains, the growth of the number of iterations is slower than the one observed with block Jacobi, when the number of subdomains increases. AAS can be a cheap alternative to improve the simple block Jacobi preconditioner when it is difficult to define or to implement a coarse problem in the preconditioner applied to the Schur complement system.

For a detailed presentation of this work we refer to [CG97].
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Subspace Correction Multilevel Methods for Elliptic Eigenvalue Problems

Tony F. Chan and Ilya Sharapov

1 Introduction

Domain decomposition and multigrid methods are powerful techniques for solving elliptic linear problems. Unfortunately the straightforward implementation of the methods is limited to linear problems and relatively little work has been done for nonlinear applications. The goal of this paper is to analyze the application of the multiplicative Schwarz methods to the eigenvalue problem without linearization. An important distinction of this approach is that the subspace problem is also a generalized eigenvalue problem which allows to apply the algorithm recursively and formulate a multilevel method of optimal complexity.

Solution of eigenvalue problems by multigrid methods using linearization was discussed by Hackbusch ([Hac84]) and McCormick ([McC92]). The idea to use coordinate relaxation applied directly for a matrix eigenvalue problem goes back to the book by Fadeev and Fadeeva [FF63] (1963) where they applied a technique similar to Gauss-Seidel method for minimizing the Rayleigh quotient. This approach was extended by Kaschiev [Kas88] and Maliassov [Mal92] for PDE-based problems. In this case the resulting method of minimizing the Rayleigh quotient is analogous to the block Gauss-Seidel method for linear problems.

Several domain decomposition-based methods were proposed by Lui [Lui95], in particular the method based on a nonoverlapping partitioning where the interface problem is solved either using a discrete analogue of a Steklov-Poincare operator or using Schur complement-based techniques. The former approach resembles the component mode synthesis method (cf. Bourquin and Hennezel [BH92]) which is an approximation rather than iterative technique for solving eigenproblems. The component mode synthesis was also used by Farhat and Gérardin in [FG94]. Stathopoulos, Saad and Fischer [SSF95] considered iterations based on the Schur complement of the block corresponding to the interface variables.

Another way to implement the domain decomposition technique on eigenvalue
problems is the divide and conquer method proposed by Dongarra and Sorensen [DS87]. An attempt to link relaxation methods (in particular SOR) to eigenvalue problem was made by Ruhe [Ruh74].

In this work we extend the results of [Mal92] and [Kas88] for the multiplicative Schwarz method by considering the two-level scheme. Convergence is proved for a more suitable class of initial approximations and an asymptotic convergence analysis is given. We also describe the recursive implementation of the method, which results in a multilevel algorithm. Finally we present an alternative variational formulation of the problem, which is equivalent mathematically but more suitable for theoretical considerations.

2 Subspace Correction for Eigenvalue Problems

Let us consider the problem of finding the minimal eigenvalue \( \lambda \) and the corresponding eigenvector \( u \) of

\[
Lu \equiv \sum_{i,j=1}^{2} \frac{\partial}{\partial x_i} a_{i,j} \frac{\partial u}{\partial x_j} + p(x)u = \lambda u \tag{2.1}
\]

\[
x \in \Omega, \quad u|_{\partial \Omega} = 0 \quad a_{i,j} > 0 ,
\]

where \( \Omega \) is a bounded region in \( R^2 \) and \( a_{i,j}(x) = a_{j,i}(x) \), \( p(x) \geq 0 \) are piecewise smooth real functions.

To discretize the problem, we can perform a triangulation of \( \Omega \) with triangles of quasi-uniform size \( h \) and use the standard finite element approach to represent (2.1) as

\[
Au = \lambda Mu , \tag{2.2}
\]

where \( A = A^T > 0 \) and \( M = M^T > 0 \) are stiffness and mass matrices respectively. The problem of finding the minimal eigenvalue of (2.2) can be viewed as a minimization of the Rayleigh quotient

\[
\lambda_1 = \min_u F(u) = \min_u \frac{u^T Au}{u^T Mu} . \tag{2.3}
\]

In order to apply domain decomposition technique to this problem we can represent \( \Omega \) as a union of overlapping subdomains with Lipschitz boundaries: \( \Omega = \cup_{i=1}^{d} \Omega_i \). Let \( \{V_i\}_{i=1}^{d} \) be finite element subspaces corresponding to this partition and let \( P_i \) denote the orthogonal projection into the subspace \( V_i \); its transpose \( P_i \) is the prolongation operator from \( V_i \) to \( H^2_\Omega \). We also introduce the \( M \)-norm of a vector \( \| v \|_M = (v^T M v)^{1/2} \).

A scheme analogous to the multiplicative Schwarz algorithm for solving (2.2) was proposed in [Mal92] and [Kas88]:
Algorithm 1 (Multiplicative subspace correction)

Starting with $u^0$ for $k = 0$ until convergence
for $i = 1 : J$
find $u^{k+i/J}$ such that
\[ F(u^{k+i/J}) = \min_{d_i \in V_i} F(u^{k+(i-1)/J} + P_i d_i) \] (2.4)
end
end

To have some control over the norm of the iterates we can $M$-normalize the
approximations either after each subiteration or after a loop over all subdomains is
completed.

At each step the algorithm performs a subspace search minimizing the Rayleigh
quotient using the correction from the current subspace. We will now show that
the minimization (2.4) results in minimizing the Rayleigh quotient for the local
$(n_i + 1) \times (n_i + 1)$ problem, where $n_i$ is the dimension of the current subspace.

Rewrite (2.4) as
\[ \rho(u^{k+i/J}) = \min_{\tilde{d}_i} \rho(\tilde{P}_i \tilde{d}_i) = \min_{\tilde{d}_i} \frac{(\tilde{P}_i \tilde{d}_i)^T A(\tilde{P}_i \tilde{d}_i)}{(\tilde{P}_i \tilde{d}_i)^T M(\tilde{P}_i \tilde{d}_i)} = \min_{\tilde{d}_i} \tilde{d}_i^T \tilde{A} \tilde{d}_i, \]
where
\[ \tilde{d}_i = \begin{pmatrix} d_i \\ 1 \end{pmatrix}, \quad \tilde{P}_i = (P_i \ u^{k+(i-1)/J}) \]
and
\[ \tilde{A} = \tilde{P}_i^T A \tilde{P}_i, \quad \tilde{M} = \tilde{P}_i^T \tilde{M} \tilde{P}_i. \] (2.5)

Thus the subspace problem is an eigenvalue problem with $\tilde{A}$ and $\tilde{M}$.

The matrices $\tilde{A}$ and $\tilde{M}$ preserve the sparsity of the original matrices $A$ and $M$
except for the last row and column, therefore the minimization subproblem can be
efficiently solved.

Convergence for Algorithm 1 was proven in [Mal92] and [Kas88] with the
assumption that the initial guess $u^0$ satisfies
\[ \lambda_1 < F(u^0) < \lambda_2. \] (2.6)

Lui [Lui96] pointed out that the algorithm can break down in certain degenerate cases
and proposed a modified procedure proving convergence for the case of two subdomains
under condition (2.6).

This condition is difficult to control unless we use the method as some refinement
procedure using it after a good approximation to the lowest eigenmode was produced
by some other method. We can formulate a stronger result that Algorithm 1
converges to the lowest eigenpair of (2.2) in the case of any number of subdomains
and with the more practical assumption that all the components of the initial
approximation $u^0$ are of the same sign.
Figure 1 Error reduction for the model problem without the coarse grid correction. Higher curves show slow convergence for the large number of subdomains.

\begin{figure*}[h]
\centering
\includegraphics[width=\textwidth]{Figure1.pdf}
\end{figure*}

**Theorem 1** Vectors $u^k$ and the corresponding Rayleigh quotients $\rho(u^k)$ produced by Algorithm 1 converge to the lowest eigenmode of discretized problem (2.2) if all the components of the initial approximation $u^0$ satisfy $u^0_i > 0$.

The proof (to appear in a full version of this paper) relies on a natural assumption that the eigenvector we are looking for is not contained in any of the subspaces $V_i$:

**Assumption 1** For any subspace $V_i$ there is a constant $C_i > \lambda_1$ such that

$$v^T Av \geq C_i v^T Mv \quad \text{for any} \quad v \in V_i.$$

3 Coarse Grid Correction and Multilevel Method

In this work we modify Algorithm 1 by adding a coarse grid correction after a loop over the subdomains is completed. By doing so in the case of a linear elliptic problem with sufficient subdomain overlap, the convergence rate becomes independent of both the meshsize and the number of subdomains [BPWX91, Xu92].

The effect of the coarse grid correction for a model problem of the 2D Laplacian is shown in the following figures, where $h$ and $H$ are fine and coarse meshsizes respectively. We see that without the coarse grid the convergence rate is dependent on both the meshsize and the number of subdomains, whereas after the inclusion of the coarse grid correction the convergence rate becomes independent of both $h$ and $H$. 
Figure 2 Error reduction for the the model problem with the coarse grid correction. Convergence is independent of the number of subdomains.

Since the subspace problem is of the same type as the original one, i.e. a generalized eigenvalue problem, we can make the algorithm more efficient by applying it recursively. Instead of solving the eigenvalue subproblem over a subdomain by some other method we can apply several iterations of the same algorithm. Applying that recursion to the multiplicative method with coarse grid correction we can view the resulting scheme as a multilevel method and the iterations performed on each level as the smoothing of the solution (in the spirit of the multigrid method). The recursion can be stopped once the subproblems reach some sufficiently small fixed size.

Though the algorithms as presented are sequential we can add some degree of parallelism using multicoloring techniques (see, e.g., [CM94]).

4 Alternative Formulation

A different variational formulation for the symmetric positive definite eigenvalue problem (2.2) was recently proposed by Mathew and Reddy (94) [MR94]. They pointed out that the minimal eigenpair \((u_1, \lambda_1)\) can be characterized as:

\[
J(u_1) = \min_v J(v) = \min_v \left[ v^T A v + \mu (1 - v^T M v)^2 \right]
\]

(4.7)

with

\[
\lambda_1 = 2\mu - \sqrt{4\mu^2 - 4\mu J(u_1)}
\]
and
\[ \| u_i \|^2_\mathcal{M} = 1 - \frac{\lambda_i}{2\mu} \]
for any
\[ \mu > \lambda_i / 2. \]  
(4.8)

Unlike the Rayleigh quotient minimization, formulation (4.7) is unconstrained. The \( \mu \)-term in \( J(u) \) serves as a barrier to pull the solution \( u \) away from the trivial solution.

The subspace problem for (4.7) is again of the same form as the original one with dimension \( n_i + 1 \), i.e. an eigenvalue problem of this size. For
\[ \tilde{P}_i = ( P_i \ u^{k+(i-1)/J} ) , \quad \tilde{d}_i = \left( d_i \alpha \right) , \]
we can write the minimization step of the algorithm as
\[
J(u^{k+i/J}) = \min_{\tilde{d}_i \in V_i, \alpha} J(\tilde{P}_i \tilde{d}_i)
\]
\[
= \min_{\tilde{d}_i} \left[ (\tilde{P}_i \tilde{d}_i)^T A(\tilde{P}_i \tilde{d}_i) + \mu(1 - (\tilde{P}_i \tilde{d}_i)^T M(\tilde{P}_i \tilde{d}_i))^2 \right]
\]
\[
= \min_{\tilde{d}_i} \left[ \tilde{d}_i^T \tilde{A} \tilde{d}_i + \mu(1 - \tilde{d}_i^T \tilde{M} \tilde{d}_i)^2 \right] ,
\]
where
\[ \tilde{A} = \tilde{P}_i^T A \tilde{P}_i , \quad \tilde{M} = \tilde{P}_i^T M \tilde{P}_i . \]

Therefore, we can see that for any choice of \( \mu \) satisfying (4.8), one subspace correction step for formulations (2.3) and (4.7) results in the same reduced generalized eigenvalue problem with matrices (2.5). The application of the multiplicative Schwarz algorithm to both formulations results in the same approximations to the lowest eigenvalue and the approximations to the eigenvector are the same up to scaling.

The objective function in (4.7) is convex near the solution so for the local analysis we can use apply the theory of multiplicative Schwarz methods for minimization problems [TE96]. Equivalence of the formulations gives the asymptotic result:

**Theorem 2** The iterates produced by Algorithm 1 with coarse grid correction applied to formulations (2.3) and (4.7) (in SPD case) satisfy for \( k \) large enough

\[ \| u_k - u^{k+1} \| \leq (1 - \delta)\| u_k - u^k \| , \]
where \( (u_1, \lambda_1) \) is the minimal eigenpair of (2.2) with \( \| u_1 \|_M = 1 \) for (2.3) and \( \| u_1 \|_M = 1 - \frac{\lambda_1}{2\mu} \) for (4.7) and the value of \( \delta > 0 \) is independent of the meshsize \( h \) and the number of subdomains \( J \).

The proof of this theorem will be given in a larger version of this paper.
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Parallel Iterative Methods for Large-scale Eigenvalue Problems in Structural Dynamics

Jean-Michel Cros, Françoise Léné

1 Introduction

Consider the following generalized eigenvalue problem:

\[ Kq = \lambda Mq \]  \hspace{1cm} (1.1)

where \( K \) and \( M \) are respectively the symmetric stiffness matrix and mass matrix, the eigenvalues \( \lambda \) are the squares of the natural frequencies \( \omega \), and \( q \) are the eigenvectors, although only the smallest eigenpairs are wanted. We are interested in problems where \( K \) and \( M \) are very large (more than \( 10^6 \) unknowns), sparse symmetric positive definite (or semi-definite) matrices. The main difficulty is to deal with large matrices which exceed primary memory capacity of sequential computer. Distributed memory architectures have enough memory, and to take advantage of these computers algorithms must involve large tasks that can be executed in parallel. Iterative methods represent a way of developing such algorithms. Iteration techniques to solve problem (1.1), require that the system is reduced to a standard eigenproblem:

\[ K^{-1}Mq = \frac{1}{\lambda}q \]  \hspace{1cm} (1.2)

and thus a linear system has to be solved (either \( K^{-1} \) or an approximation of \( K^{-1} \) [SvdV96], [BKP97]). However in structural analysis many problems occur, such as multiplicity of eigenvalues, semi-definiteness, etc. [GLS86], and some of these have been addressed by the developments in the Lanczos algorithm. In addition the Lanczos method seems to be the most well suited algorithm for very large problems, because it requires few iterations per converged eigenvalue, and this number remains independent of the problem size. But for large problems, a robust and parallel linear solver is required without the use of secondary memory during computation. In static analysis, for geometrical or materials reasons, the stiffness matrix is often ill-conditioned. Iterative substructuring or domain decomposition methods, such as Schur complement
methods, have a nice mechanical interpretation. They have proven their numerical
and parallel scalability and are better than a direct method [FC95] for this kind of
problem. From the CPU time point of view, the Schur dual complement method is
more attractive than the primal approach [Cro97], due to the use of an economical
preconditioner, and the ease to solve in a parallel way the coarse grid induced by
rigid body. Therefore, the large sparse linear system, at each iteration of the Lanczos
algorithm, is solved by the dual Schur complement method.

The paper is organized as follows: section 2 recalls briefly the Lanczos method and its
parallel implementation. Section 3 presents the way of computing the global rigid-body
modes. Section 4, describes a restarting technique to take into account the successive
right-hand sides in order to reduce the number of iterations and section 5 is devoted
to an extension of this technique. In Section 6, some numerical results obtained on the
Intel PARAGON computer, using the finite element package MODULEF (INRIA) in
a message-passing environment, are presented.

2 Lanczos Algorithm

The Lanczos algorithm for extracting the smallest eigenpairs of a system is an inverse
power-based method. In its basic form, it is an algorithm for computing an orthogonal
basis of a Krylov subspace, i.e., a subspace of the form:

\[ K_r = \text{span}\{y_0, K^{-1}My_0, \ldots, (K^{-1}M)^{r-1}y_0\}. \] (2.3)

The main iteration of the algorithm can be briefly described by the following recurrence

\[ \beta_r y_{r+1} = K^{-1}My_r - \alpha_r y_r - \beta_{r-1}y_{r-1}, \]

where \( \alpha_r \) and \( \beta_{r-1} \) are selected in such a way that the vector \( y_{r+1} \) is \( M \)-orthogonal
to \( y_r \) and \( y_{r-1} \):

\[ \alpha_r = y_r^T MK^{-1}My_r \quad \text{and} \quad \beta_{r-1} = y_{r-1}^T MK^{-1}My_{r-1}. \] (2.4)

Then, (2.4) can be expressed in matrix form as follows:

\[ K^{-1}MY_r = Y_rT_r + S \quad \text{with} \quad Y_r = [y_0 \ldots y_r] \quad \text{and} \quad S = [0 \ldots \beta_{r+1}y_{r+1}], \] (2.5)

where \( T_r \) is a tridiagonal matrix. The application of the Rayleigh-Ritz procedure to
the standard form of the initial eigenvalue problem (1.1), by a projection into the
subspace generated by the Lanczos vectors \( q = Y_r z \), leads to the reduced eigenvalue
problem:

\[ T_r z = \frac{1}{\omega^2}z. \] (2.6)

We refer to [CG82] for practical considerations of the Lanczos algorithm, such as:
choice of starting vector, restart procedure to take into account multiple
eigenvalues, convergence strategy, eigenmodes and error analysis.

From the numerical point of view the most CPU time consuming operations are:
• solution of the large-scale linear system with $K^{-1}$
• $M$-orthogonalization of $y_r$
• computation of matrix-vector products with $M$

These tasks are naturally parallelized by substructuring. The physical domain is divided in $N_s$ nonoverlapping subdomains, and the problem on a global domain is replacing by solving iteratively a condensed problem on the interface of the subdomains. This involves at each iteration solving of locally independant problems. Then, each subdomain is allocated to a processor which knows only the data corresponding to its subdomain and information about neighboring subdomains through interface decomposition. As a sequel, a processor is responsible for computing a fixed subset of each vector (Lanczos vector, search directions, etc.). The internal problem in each subdomain is solved by a direct method while the interface problem, which incorporates a coarse grid induced by rigid body modes of subdomains without external Dirichlet conditions, is handled by a parallel Preconditioned Conjugate Projected Gradient (PCPG) method [FR94]. Finally, a full reorthogonalization of the Lanczos vectors is performed. The reduced eigenvalue problem (2.6) is solved in a sequential way thanks to suitable methods from optimized LAPACK library.

3 Global Rigid-body Modes within Substructuring Framework

Structures having rigid-body modes arise frequently, especially for aeronautic applications. In these cases the inverse iteration process which consists in:

\begin{align}
1) \quad g_r &= My_r \\
2) \quad y_{r+1} &= K^{-1}g_r
\end{align}

is modified to filter rigid-body modes [GR94] and becomes:

\begin{align}
1) \quad g_r &= My_r \\
2) \quad \tilde{g}_r &= g_r - (MR, g_r)R \\
3) \quad \tilde{y}_{r+1} &= K^{-1}\tilde{g}_r \\
4) \quad y_{r+1} &= \tilde{y}_{r+1} - (MR, \tilde{y}_{r+1})R
\end{align}

where the matrix $R$ stores the rigid-body modes of the structure. Step 2 and step 4 respectively express the self-equilibrium of the inertia load, and the fact that the new Lanczos vector is $M$-orthogonalized with respect to the rigid-body modes. The difficulty is then to compute the global rigid-body modes of the structure. We recall the algebraic system induced by the dual Schur complement method [FR94], and we note with an $(s)$ superscript, a matrix or a vector quantity associated to the $s^{th}$ given substructure:

\[ K^{(s)}u^{(s)} = f^{(s)} - B^{(s)^T} \mu \quad \text{in } \Omega^{(s)}, \text{ for } s = 1, ..., N_s, \]

\[ \sum_{s=1}^{N_s} B^{(s)}u^{(s)} = 0 \quad \text{on } \Gamma, \]
where the vector of Lagrange multipliers \( \mu \) represents the interaction forces between the substructure \( \Omega^{(s)} \) with \( s = 1, \ldots, N_s \) along their interface \( \Gamma \), \( u \) is the displacement vector, \( f \) the loading vector, and \( B^{(s)} \) is a signed boolean matrix which localizes a substructure quantity to the substructure interface \( \Gamma^{(s)} \).

If the global structure has no Dirichlet boundary conditions, it will be considered as floating. Hence the stiffness matrix is singular and the restriction of its rigid-body mode \( u^r \) in each subdomain verifies the following relations:

\[
K^{(s)} u^r_s = 0 \quad \text{in } \Omega^{(s)}, \text{ for } s = 1, \ldots, N_s, \tag{3.15}
\]

\[
\sum_{s=1}^{N_s} B^{(s)} u^r_s = 0 \quad \text{on } \Gamma. \tag{3.16}
\]

Let us then introduce the convention of Farhat and Roux [FR94], the following new quantities:

\[
G^{(s)} = B^{(s)} R^{(s)} \quad \text{and } \quad G = [G^{(1)} \ldots G^{(N_f)}],
\tag{3.17}
\]

where the matrix \( R^{(s)} \) stores the rigid-body modes of the substructure \( \Omega^{(s)} \). In such a situation, the number of floating substructures \( N_f \), is equal to the number of substructures \( N_s \) and \( G \) does not have full column rank, thus a set of nonzero coefficient \( \Psi \) exists such that:

\[
\sum_{s=1}^{N_s} B^{(s)} R^{(s)} \Psi^{(s)} = 0 \quad \text{on } \Gamma. \tag{3.18}
\]

This equation implies that the rigid displacement field defined by \( R^{(s)} \Psi^{(s)} \) in each substructure is continuous across the substructure interface and satisfies definition (3.15), or in other words, the global rigid-body modes can be expressed as a linear arrangement of the local rigid-body modes. It can be shown [LT90] that \( \text{Ker}(G) = \text{Ker}(G^T G) \), and then \( \Psi \) is also solution of the following problem:

\[
G^T G \Psi = 0 \quad \text{where } \Psi^T = \{ \Psi^{(1)^T}, \ldots, \Psi^{(N_s)^T} \},
\tag{3.19}
\]

which provides an easy way to compute the matrix \( \Psi \). To solve problem (3.19), matrix \( G^T G \) must be assembled to compute singularities. Let us note that the coarse problem \( G^T G \) is the same as previously where the decomposition induces some floating \( (N_f < N_s) \) substructures, but the original problem is well posed. Finally, the relations (3.10) and (3.12) are respectively replaced by:

\[
\tilde{g}_{r}^{(s)} = g_{r}^{(s)} - \gamma R^{(s)} \Psi^{(s)} \quad \text{with } \gamma = \sum_{s=1}^{N_s} (M^{(s)} R^{(s)} \Psi^{(s)}, g_{r}^{(s)}) \tag{3.20}
\]

\[
\tilde{y}_{r+1}^{(s)} = \tilde{y}_{r+1}^{(s)} - \gamma R^{(s)} \Psi^{(s)} \quad \text{with } \gamma = \sum_{s=1}^{N_s} (M^{(s)} R^{(s)} \Psi^{(s)}, \tilde{y}_{r+1}^{(s)}) \tag{3.21}
\]
4 Successive Right-hand Sides

The presented technique has been analyzed by Saad [Saa87], and applied to improve substructure based iterative solver for different applications [FC95] [RTD95]. The domain decomposition method leads to an interface problem which is solved thanks to a conjugate gradient method.

\[ C \mu = b, \quad (4.22) \]

where \( C \) is the interface operator. The conjugate gradient algorithm generates an orthogonal basis for the Krylov subspace \( K_k = \text{span}(g_0, Cg_0, \ldots, C^{k-1}g_0) \), where \( g_0 = b - C\mu_0 \) is the initial residual, and \( \mu_0 \) an initial guess. Let us assume known the \( k \) first search directions, thus the approximate solution at the \((k + 1)^{th}\) iteration can be expressed by:

\[ \mu_{k+1} = \mu_0 + \sum_{i=1}^{k} \frac{(b - C\mu_0, w_i)}{(Cw_i, w_i)}w_i. \quad (4.23) \]

At each iteration of the Lanczos algorithm, the same interface problem has to be solved with a new right-hand side:

\[ C \mu^2 = b^2. \quad (4.24) \]

The information \((p^1\) search directions collected) from the solution of the first system \((4.22)\) is used to provide an optimal guess \( \mu_{0,\text{opt}}^2 \) for the solution of the second system thanks to expression \((4.23)\).

\[ \mu_{0,\text{opt}}^2 = \mu_0^2 + \sum_{i=1}^{p^1} \frac{(b^2 - C\mu_0^2, w_i)}{(Cw_i, w_i)}w_i. \quad (4.25) \]

The generalization of this restarting procedure for many right-hand sides is given by:

\[ \mu_{0,\text{opt}}^m = \mu_0^m + \sum_{i=1}^{p^1 + \ldots + p^{m-1} + k} \frac{(b^m - C\mu_0^m, w_i)}{(Cw_i, w_i)}w_i. \quad (4.26) \]

In practice, the initial guess solution \( \mu_0^m \) is chosen equal to zero, which significantly simplifies the computation of the expression \((4.26)\). Let us note that a full reorthogonalization of the search directions is necessary [Rou94] to ensure stability of the algorithm and to avoid computing the same search directions again:

\[ w_{k+1} = g_{k+1} - \sum_{i=1}^{p^1 + \ldots + p^{m-1} + k} \gamma_i w_i \quad \text{with} \quad \gamma_i = \sum_{i=1}^{p^1 + \ldots + p^{m-1} + k} \frac{(g_{k+1}, Cw_i)}{(Cw_i, w_i)} \quad (4.27) \]

5 Parametric Studies

The restarting techniques can be interpreted as a Krylov preconditioner, when the matrix \( C \) changes. This situation occurs when solving nonlinear problem [Rog93]
[Ron90]. We propose to use the Krylov preconditioner in another context. Suppose we have computed the eigenpairs of a structure, and that later a new system has to be solved coming from a small modification of this structure:

\[ C^{\text{mod}} \mu = b. \]  

(5.28)

The existing preconditioner \( P \) (Dirichlet or lumped preconditioner in the case of the dual Schur complement method) is then improved by the Krylov space which comes from the previous computation (\( p_1 \) search directions \( w \) and matrix-vector products \( Cw \)) with matrix \( C \). It is given as follows:

\[ p_{n_{new}}^{k+1} = P g_{k+1} + \sum_{i=1}^{p_1} \frac{(g_{k+1}, w_i) - (P g_{k+1}, C w_i)}{(C w_i, w_i)} w_i. \]  

(5.29)

The technique gives good results if the spectrum of \( C \) and \( C^{\text{mod}} \) are close. Consequently the modification must be done far from the interface between substructures.

6 Numerical Results

We study a steel three-dimensional cantilever beam (20m×4m×4m). The finite element discretization is done with 6,400 hexahedral Q1-Lagrange elements (23,595 dof). The beam is cut in 8 slices (1×1×8), each substructure has 3,267 dof and the interface has 2,541 dof. Ten eigenpairs are required. The computation is carried out on 8 nodes of the Intel Paragon. Figure (1) shows the iteration history with different acceleration techniques. The restarting technique reduces dramatically the iteration number. We note that due to the particular decomposition (no cross points), the improvement is less important in case of the Dirichlet preconditioner. The three times appearing in the legend to the figure (1), correspond to the total CPU time, the time of the preparation step (assembly and factorization of the local stiffness matrix), and the time spent in the Lanczos and the dual Schur complement methods. In practice, the dual Schur complement method represents almost 80% of this last CPU time. The CPU times point out the best result for the lumped preconditioner. The Krylov preconditioner, figure (2) is tested on a structure 3% longer than the previous one (only one substructure has been modified). The reuse of the Krylov preconditioner reduces the CPU time (-20%). This is a useful numerical tool for parametric studies under conditions pointed out in section 5.

The beam is now box partitioned into 8 (2×2×2), 16 (2×2×4) and 32 (2×2×8) subdomains. Figure (3) and (4) show the numerical and parallel scalability of the method proposed. The CPU time is less for boxes decomposition than it was for slices because of the smaller bandwidth of the local problems.

The Schur dual complement method with coarse grid is insensitive to the number of subdomains. The accuracy of eigenpairs is governed by that of the linear system solution, which must be increased when many eigenpairs are sought.
7 Conclusion

The method proposed has been tested with success on different examples [Cro97], especially an ill-conditioned problem (steel-elastomer structure) and presents good features for the parallel solution of large scale eigenvalue problems. It can be improved by including new developments in domain decomposition solvers. For the classical shift-and-invert approach $M(K - \sigma M)^{-1}Mq = \frac{1}{\lambda - \sigma}Mq$, in which $\sigma$ is chosen close to the desired eigenvalue $\lambda$, a new coarse grid must be introduced, because there are no more floating subdomains. Finally, extension to nonsymmetric eigenproblem provides no difficulties.
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Domain Decompositions of Wave Problems Using a Mixed Finite Element Method

E. J. Dean and R. Glowinski

1 Introduction

In this article we discuss the numerical solution of the wave equation by domain decomposition methods. Such methods, for the numerical solution of partial differential equations, have become very popular in recent years due to the emergence of parallel computers. While most of the emphasis has been on elliptic and parabolic problems, a few authors ([MS87, Far91, DG93, Dup94]) have considered the hyperbolic case. We will discuss the domain decomposition solution of a non-constant coefficient wave equation, with (first order) absorbing boundary conditions, using a mixed finite element formulation. The mixed formulation, in addition to obtaining accurate gradient approximations, will better handle problems with rapidly varying or discontinuous coefficients. The mixed formulation also allows us to treat both striped and box decompositions (Figure 1) in the same manner. This is in contrast to a conforming method where the intersection of the interfaces, in a box decomposition, can present additional complexity. (This difficulty, and a remedy, is discussed in [DG93].) For the mixed method, interface conditions will be treated by a method combining Lagrange multipliers and a conjugate gradient algorithm. The results of numerical experiments will be presented.

Let $\Omega$ be a bounded domain of $\mathbb{R}^d$ ($d \geq 1$) with boundary $\Gamma$. Motivated by wave

![Figure 1. A striped decomposition and a box decomposition.](image-url)
propagation problems in geophysics, we consider the numerical solution of the following linear wave problem:

\[ \rho u_{tt} - \nabla \cdot (a \nabla u) = f \quad \text{in} \quad \Omega \times (0, T), \quad (1.1) \]

with boundary condition:

\[ \sqrt{\alpha \rho} u_t + a \nabla u \cdot \mathbf{n} = 0 \quad \text{on} \quad \Gamma \times (0, T), \quad (1.2) \]

and initial conditions:

\[ u(0) = u_0, \quad u_t(0) = u_1. \quad (1.3) \]

Here \( \mathbf{n} \) is the unit outward normal vector on \( \Gamma \). We will assume that \( a, \rho \) are two piecewise continuous functions on \( \Omega \) satisfying: \( a(x) \geq a_0 > 0, \rho(x) \geq \rho_0 > 0 \).

If we introduce the new variable

\[ \mathbf{p} = a \nabla u, \quad (1.4) \]

then it follows from (1.1) and (1.4) that \( u \) and \( \mathbf{p} \) satisfy the variational equations:

\[ \int_{\Omega} (\rho u_{tt} - \nabla \cdot \mathbf{p} - f) v \, dx = 0, \quad \forall v \in L^2(\Omega), \quad (1.5) \]

and

\[ \int_{\Omega} a^{-1} \mathbf{p} \cdot \mathbf{q} \, dx + \int_{\Omega} u \nabla \mathbf{q} \, dx = \int_{\Gamma} u \mathbf{q} \cdot \mathbf{n} \, d\Gamma, \quad \forall \mathbf{q} \in H(\Omega, \text{div}). \quad (1.6) \]

(Here \( H(\Omega, \text{div}) = \{ \mathbf{q} \in (L^2(\Omega))^d : \nabla \cdot \mathbf{q} \in L^2(\Omega) \} \).)

We can accommodate the boundary condition (1.2) by differentiating (1.6) in time, and using (1.2), to get

\[ \int_{\Omega} a^{-1} \mathbf{p}_t \cdot \mathbf{q} \, dx + \int_{\Omega} u_t \nabla \mathbf{q} \, dx + \int_{\Gamma} (a \rho)^{-\frac{1}{2}} (\mathbf{p} \cdot \mathbf{n}) (\mathbf{q} \cdot \mathbf{n}) \, d\Gamma = 0, \quad \forall \mathbf{q} \in H(\Omega, \text{div}). \quad (1.7) \]

Similarly, we can remove the direct dependence of (1.7) on \( u_t \) by differentiating (1.7) in time. By (1.5), and since \( \nabla \cdot \mathbf{q} \in L^2(\Omega) \), we get

\[ \int_{\Omega} a^{-1} \mathbf{p}_{tt} \cdot \mathbf{q} \, dx + \int_{\Omega} \rho^{-1} (\nabla \cdot \mathbf{p} + f) \nabla \mathbf{q} \, dx + \int_{\Gamma} (a \rho)^{-\frac{1}{2}} (\mathbf{p}_t \cdot \mathbf{n}) (\mathbf{q} \cdot \mathbf{n}) \, d\Gamma = 0, \quad \forall \mathbf{q} \in H(\Omega, \text{div}). \quad (1.8) \]
2 Domain Decomposition

To simplify the discussion, we will partition the domain $\Omega$ into only two subdomains $\Omega_1$ and $\Omega_2$, with the interface $\gamma$ between $\Omega_1$ and $\Omega_2$. We let $a_i$, $\rho_i$, and $f_i$ denote the restriction of $a$, $\rho$, and $f$ to subdomain $\Omega_i$, $i = 1, 2$, respectively. If $p_i \in H(\Omega_i, div)$, $i = 1, 2$, then for $p_i$ to be the restriction of $p \in H(\Omega, div)$ to $\Omega_i$ it is necessary that

$$p_1 \cdot n_1 + p_2 \cdot n_2 = 0$$

(2.9)
on the interface $\gamma$. Here $n_i$ is the unit outward normal vector on $\gamma$ for subdomain $\Omega_i$. Using Lagrange multiplier theory, we can enforce the constraint (2.9) by finding a multiplier $\lambda \in \Lambda$ satisfying the following domain decomposition formulation of (1.8):

Find $\{p_1(t), p_2(t), \lambda(t)\} \in H(\Omega_1, div) \times H(\Omega_2, div) \times \Lambda$ so that

$$\sum_{i=1}^{2} \left[ \int_{\Omega_i} a_i^{-1} p_{iH} \cdot q_i \, dx + \int_{\Omega_i} \rho_i^{-1} (\nabla \cdot p_i + f_i) \nabla \cdot q_i \, dx \right]$$

$$+ \int_{\Gamma \cap \partial \Omega_i} (a_i \rho_i)^{-1/2} (p_{iH} \cdot n_i) (q_i \cdot n_i) \, d\Gamma$$

$$= \int_{\gamma} \lambda (q_1 \cdot n_1 + q_2 \cdot n_2) \, d\gamma,$$

$$\forall \{q_1, q_2\} \in H(\Omega_1, div) \times H(\Omega_2, div),$$

and

$$\int_{\gamma} (p_1 \cdot n_1 + p_2 \cdot n_2) \mu \, d\gamma = 0, \quad \forall \mu \in \Lambda, \text{ a.e. on } (0, T).$$

(2.11)

**Remark 1:** The choice of $\Lambda$ is a delicate matter (involving spaces such as $H_0^1(\gamma)$). We have implicitly assumed, in (2.9), that $p_1 \cdot n_1 + p_2 \cdot n_2 \in L^2(\gamma)$, implying that we can take $\Lambda = L^2(\gamma)$. There will not be a problem with this choice in finite dimensions.

**Remark 2:** The Lagrange multiplier plays the role of $u$.

Since we only require $u \in L^2(\Omega)$, the restrictions $u_i$ need only to be in $L^2(\Omega_i)$ and satisfy:

Find $\{u_1(t), u_2(t)\} \in L^2(\Omega_1) \times L^2(\Omega_2)$ so that

$$\sum_{i=1}^{2} \left[ \int_{\Omega_i} (\rho_i u_{iH} - \nabla \cdot p_i - f_i) v_i \, dx \right] = 0,$$

$$\forall \{v_1, v_2\} \in L^2(\Omega_1) \times L^2(\Omega_2), \text{ a.e. on } (0, T).$$

(2.12)

3 Space and Time Discretization

For simplicity we will assume that the spatial dimension $d = 2$ and that the domain $\Omega$, as well as the subdomains $\Omega_i$, $i = 1, 2$, are rectangles whose boundaries are parallel.
to the coordinate axes. We will approximate the spaces $H(\Omega, \text{div})$ and $L^2(\Omega)$ by the lowest order Raviart-Thomas spaces. To this end, we triangulate each rectangle $\Omega_i$ into a uniform partition of subrectangles $R_{h_i} = \{K\}$. We will also assume that each rectangle $K$ has edges parallel to the coordinate axes and each rectangle is of uniform size, with $h_i$ the length of the longest side.

We will use the approximation spaces $Q_{h_i} \approx H(\Omega, \text{div})$ where

$$Q_{h_i} = \{q|_{K} = \begin{pmatrix} q_1 \\ q_2 \end{pmatrix} : \begin{align*}
q_1 & = \alpha_K + \beta_K x_1, \\
q_2 & = \gamma_K + \delta_K x_2, \quad \forall K \in R_{h_i} \},
\end{align*}$$

(3.13)

(Here $x = (\frac{x_1}{x_2})$ is a generic point in $\Omega_i$.) We see then that over each rectangle $K$ the vector-valued function $\mathbf{q} \in Q_{h_i}$ will have the first component linear with respect to $x_1$ and constant with respect to $x_2$. The situation for the second component of $\mathbf{q}$ is reversed. For the displacement spaces, we will use the approximation $L^2(\Omega) \approx V_{h_i} = \{v|_{K} = \epsilon_K, \quad \forall K \in R_{h_i} \}$, i.e. the space of piecewise constant functions. We will also assume that the triangulations $R_{h_1}$ and $R_{h_2}$ will be semi-matching at the interface $\gamma$ as in Figure 2. Finally, the multiplier space $\Lambda$ is approximated by $\Lambda_{h_i}$, the space of functions piecewise constant on the edges of the finer triangulation located on $\gamma$.

![Figure 2. Semi-matching grid.](image)

The time discretization is a domain decomposition implementation of a well known second order explicit finite difference scheme for the wave equation. We let $\Delta t > 0$ be a time discretization step and let $p_h^n_i \approx p_i(n\Delta t), u_h^n_i \approx u_i(n\Delta t),$ and $\lambda_h^n_i \approx \lambda(n\Delta t)$, for $i = 1, 2$ and for $n = 0, 1, 2, \ldots$. The full approximate problem to problem (2.10)-(2.12) is:

For $n = 0, 1, 2, \ldots$, find $\{p_{h_1}^{n+1}, p_{h_2}^{n+1}, \lambda_h^n\} \in Q_{h_1} \times Q_{h_2} \times \Lambda_h$ so that

$$\sum_{i=1}^{2} \int_{\Omega_i} \left[ a_{\frac{1}{2}} \rho_{h_i}^{n+1} - \frac{2p_{h_i}^n + p_{h_i}^{n-1}}{\Delta t} \cdot \mathbf{q}_{h_i} \right] d\mathbf{x}$$

$$+ \int_{\Omega_i} \rho_{h_i}^{n+1} (\nabla \cdot \mathbf{p}_{h_i}^n + f_i) \nabla \cdot \mathbf{q}_{h_i} d\mathbf{x}$$

$$+ \int_{\Gamma \cap \partial \Omega_i} \left( a_{\frac{1}{2}} \rho_{h_i} \right)^{-1/2} \left( \mathbf{p}_{h_i}^{n+1} - \mathbf{p}_{h_i}^{n-1} \right) \cdot \mathbf{n}_i \left[ (\mathbf{q}_{h_i} \cdot \mathbf{n}_i) d\Gamma \right]$$

$$= \int_{\gamma} \lambda_h^n (\mathbf{q}_{h_1} \cdot \mathbf{n}_1 + \mathbf{q}_{h_2} \cdot \mathbf{n}_2) d\gamma, \quad \forall \{\mathbf{q}_{h_1}, \mathbf{q}_{h_2}\} \in Q_{h_1} \times Q_{h_2},$$
and
\[
\int_\gamma (p_{n+1}^0 \cdot n_1 + p_{n+1}^0 \cdot n_2) \mu_h \, d\gamma = 0, \quad \forall \mu_h \in \Lambda_h, \quad (3.15)
\]
with \( p_{n+1}^0 = a_i \nabla u_{0\lambda_i} \) and \( p_{n+1}^0 - p_{n-1}^0 = 2\Delta t a_i \nabla u_{1\lambda_i}, \quad i = 1, 2, \)

and find \( \{u_{h_1}, u_{h_2}\} \in V_{h_1} \times V_{h_2} \) so that
\[
\sum_{i=1}^{2} \left[ \int_{\Omega_i} \left( \rho_i \frac{u_{n+1}^i - 2u_n^i + u_{n-1}^i}{|\Delta t|^2} - \nabla \cdot p_{n+1}^0 - f_i \right) v_{h_i} \, dx \right] = 0, \quad (3.16)
\]
\[
\forall \{v_{h_1}, v_{h_2}\} \in V_{h_1} \times V_{h_2},
\]
with \( u_{h_1}^0 = u_{0\lambda_i} \) and \( u_{h_1}^1 - u_{h_1}^{-1} = 2\Delta t u_{1\lambda_i}, \quad i = 1, 2. \)

Notice that (3.14),(3.15) do not depend on the displacement approximation \( u_{h_i}^{n+1}. \)
Hence (3.16) needs to be calculated only if we are interested in approximating the displacements \( u(t) \) as well as \( p(t) \). For the applications in which we are interested, the material coefficients \( a_i \) and \( \rho_i, i = 1, 2, \) are assumed to be piecewise constant. If we approximate the forcing term \( f \) by a piecewise constant interpolant, then all the integrals in (3.14)-(3.16) can be computed exactly using Simpson’s rule.

To find \( u_{h_i}^{n+1} \) in (3.16) we need only to solve a diagonal linear system. To find \( p_{h_i}^{n+1} \)
and \( \lambda_{h_i}^{n} \) in (3.14),(3.15) we solve, at each time step, a system of linear equations of the form

\[
A\hat{p} + B^T\hat{\lambda} = \hat{b} \quad (3.17)
\]
\[
B\hat{p} = \hat{c} \quad (3.18)
\]
where \( A \in R^{N \times N} \) is symmetric positive definite and \( B \in R^{M \times N} \) \((M \ll N)\). Using the Schur Complement we can solve for \( \hat{\lambda} \) by solving
\[
(BA^{-1}B^T)\hat{\lambda} = BA^{-1}\hat{b} - \hat{c} \quad (3.19)
\]
using, for example, the Conjugate Gradient Algorithm in the form given by Glowinski and LeTallec [GL89]:

0) \( \hat{\lambda}_0 \) is given. \((\hat{\lambda}_0 \equiv \hat{\lambda}^{n-1})\)

Solve \( A\hat{p}_0 = \hat{b} - B^T\hat{\lambda}_0. \)

Compute \( \hat{g}_0 = \hat{c} - B\hat{p}_0. \)

Set \( \hat{w}_0 = \hat{g}_0. \)

1) For \( k = 0, 1, 2, \ldots \) until convergence:

1.1) Solve \( A\hat{z}_k = B^T\hat{w}_k. \)

1.2) \( \rho_k = \frac{|\hat{z}_k|^2}{|B\hat{z}_k, \hat{w}_k|}. \)
We note that the matrix \( A \) is block diagonal with symmetric positive definite tridiagonal blocks so the linear system in steps 0) and 1.1) can be solved very efficiently. We also mention that the entire iterative algorithm is very efficient, usually requiring only 1 or 2 iterations to get a substantial reduction in the relative size of the gradient \( \mathbf{g}_k \).

4 Numerical Experiments

The experiments discussed here are motivated by applications in geophysics and are related to the numerical simulation of an explosion. To this end, we have taken the forcing term \( f \) to be the Ricker pulse (see \[\text{BT91}\]):

\[
f(x, t) = \begin{cases} 
  d(t)s(r), & \text{if } 0 \leq r \leq R \text{ and } 0 \leq t \leq \frac{R}{f_0}, \\
  0, & \text{otherwise},
\end{cases}
\]

where \( s(r) = \left[ \frac{2}{\pi} \left( \frac{r^2 - R^2}{R^2} \right) \right]^2 \), \( r^2 = (x_1 - x_1^0)^2 + (x_2 - x_2^0)^2 \), \( d(t) = A(1 - 2\tau^2)e^{-\tau^2} \), and \( \tau = \pi(f_0t - 1) \). In (4.20) \( s(r) \) is meant to approximate the Dirac measure centered at the point \((x_1^0, x_2^0)\). Here \( R, A, \) and \( f_0 \) are the radius, amplitude, and frequency parameters for the pulse. We also used the initial conditions \( u_0 = u_1 = 0 \).

In Figure 3 we see the evolution of the wave over four subdomains arranged in a \( 2 \times 2 \) partition of \( \Omega \). \( \Omega_1 = (0, 0.5) \times (0, 0.5), \Omega_2 = (0, 0.5) \times (0.5, 1), \Omega_3 = (0.5, 1) \times (0, 0.5), \Omega_4 = (0.5, 1) \times (0.5, 1) \). The discretization was identical in all four subdomains (\( h_1 = h_2 = h_3 = h_4 \)) with matching grids at the interfaces. We notice that there is no deformation as the wave front passes through the interfaces. We should also note that no special arrangements have to be made at the crossing point \((0.5, 0.5)\) since the Lagrange multipliers are discontinuous there. This is in contrast to the conforming method presented in [DG93].

In Figure 4 we compare a global calculation of the wave propagation with the domain decomposition method. In the domain decomposition calculation we have partitioned \( \Omega \) into two subdomains \((\Omega_1 = (0, 1) \times (0, 1), \Omega_2 = (1, 2) \times (0, 1))\) where the discretization parameters satisfy \( h_2 = h_1/2 \) and the grids are semi-matching at the interface as in Figure 2. The material constants are equal in both subdomains. The pulse was centered at the point \((0.5, 0.5)\) and the figure shows the remnants of the wave fronts at a time when the front has passed the interface \( \Gamma \). We notice that the wave fronts are almost identical.

In Figure 5 we have the same domain decomposition described for Figure 4. The material constants in this case satisfy \( a_1 = 4a_2 \) and \( \rho_1 = \rho_2 \), so the wave is propagating
twice as fast in $\Omega_1$ as in $\Omega_2$. After 100 time steps, we see the wave front about to intersect the interface $\gamma$. After 200 time steps, we see the original wave front still developing in $\Omega_2$, with a reflection propagating in the opposite direction.

Figure 3. Four subdomains.

Figure 4. Global versus domain decomposition solutions.

Figure 5. Subdomains with different material constants.
Acknowledgement

We would like to acknowledge the helpful comments and suggestions of the following individuals: T.-W. Pan, T. A. Parks, R. Sanders, M. F. Wheeler, and I. Yotov. The support of the Texas Board of Higher Education (Grants 003652-146ATP and 003652-091ARP) and the National Science Foundation (Grant DMA-9696177) is also acknowledged.

REFERENCES


ADN and ARN Domain Decomposition Methods for Advection-Diffusion Equations

F. Gastaldi, L. Gastaldi, and A. Quarteroni

1 Introduction

We consider adaptive domain decomposition methods for the solution of advection-diffusion boundary value problems.

The computational domain is partitioned into disjoint subdomains that do not overlap. The original boundary value problem is reformulated in a split form on the subdomains, and the subdomain solutions satisfy suitable matching conditions at subdomain interfaces. These transmission conditions are then used to set up iterative procedures among subdomains. In this work we review a family of methods, known as ADN (Adaptive Dirichlet Neumann) and ARN (Adaptive Robin Neumann), which were previously introduced in [CQ95], [Gc], and [Tro96].

The idea behind these methods is to choose interface conditions which are compatible with those of the hyperbolic problem obtained letting the diffusion coefficient go to zero. Then iterative methods are introduced splitting the above interface conditions in a way which is adapted to the local flow direction. This prevents the rise of artificial layers at subdomain interfaces as the advection becomes dominant. An extensive analysis of the properties enjoyed by these methods is carried out in [GGQ96]. In this work we report briefly the main results of this analysis.

2 Advection-diffusion Boundary Value Problem

Let $\Omega$ be a bounded, connected, open subset of $\mathbb{R}^2$ with a Lipschitz continuous boundary $\partial \Omega$. Let $\epsilon > 0$ be a constant diffusion coefficient, $b = b(x)$ denote the given flow velocity and $b_0 = b_0(x)$ be an absorption coefficient. The boundary value
problem we are considering reads: Find $u$ such that
\[
\begin{aligned}
L_{\epsilon}u := & -\epsilon \Delta u + \text{div} (bu) + b_0 u = f \quad \text{in } \Omega, \\
u = & 0 \quad \text{on } \partial \Omega,
\end{aligned}
\]
where $f = f(x)$ is a given body force.

The characteristic quantity $\omega = (2\epsilon)^{-1} \|b\|_{\infty}$ (essentially the analog of the Reynolds number for Navier–Stokes equations) will be used; in particular, we will be primarily concerned with the case $\omega \gg 1$ (advection-dominated).

The method can be applied in the case of several subdomains (see Remark 1 below); for simplicity, here we restrict the discussion to the model case where the domain is divided into two non-overlapping subdomains. Let $\Omega_1$ and $\Omega_2$ be these subdomains, whose boundaries $\partial \Omega_1$ and $\partial \Omega_2$ are supposed to be Lipschitz continuous. The common interface $\partial \Omega_1 \cap \partial \Omega_2$ is denoted by $\Gamma$; the normal unit vector on $\Gamma$ pointing into $\Omega_2$ is denoted by $n$. We assume that $\Gamma$ is piecewise $C^1$ and we distinguish three subsets of the regular part of $\Gamma$ (namely, where $n$ exists):
\[
\begin{aligned}
\Gamma^0 := & \{ x \in \Gamma : b(x) \cdot n(x) = 0 \}, \\
\Gamma^{in} := & \{ x \in \Gamma : b(x) \cdot n(x) < 0 \}, \\
\Gamma^{out} := & \{ x \in \Gamma : b(x) \cdot n(x) > 0 \},
\end{aligned}
\]
which are identified through the local direction of the flow field $b(x)$ at the subdomain interface.

The original boundary value problem (2.1) can be reformulated as follows. Denoting by $u_1$ and $u_2$ the restriction of the solution $u$ to the subdomains $\Omega_1$ and $\Omega_2$, respectively, it can be shown that $u_1$ and $u_2$ satisfy the split problem:
\[
\begin{aligned}
L_{\epsilon}u_1 = & f \quad \text{in } \Omega_1, \\
L_{\epsilon}u_2 = & f \quad \text{in } \Omega_2, \\
u_1 = & 0 \quad \text{on } \partial \Omega_1 \setminus \Gamma \quad i = 1, 2. \\
u_1 = & u_2 \quad \text{on } \Gamma, \quad (D) \\
\epsilon \frac{\partial u_1}{\partial n} = & \epsilon \frac{\partial u_2}{\partial n} \quad \text{on } \Gamma. \quad (N)
\end{aligned}
\]

The interface matching conditions (2.6) and (2.7) enforce the simultaneous continuity of the subdomain solutions (Dirichlet condition, say D) and of their normal derivatives (Neumann condition, say N). Besides the Dirichlet–Neumann formulation of the transmission conditions one could use as well the continuity of the fluxes (Robin condition, say R) and combine it either with D or with N. For example (2.6) and (2.7) can be replaced equivalently by the Robin–Neumann matching conditions:
\[
\begin{aligned}
\epsilon \frac{\partial u_1}{\partial n} - b \cdot n u_1 = & \epsilon \frac{\partial u_2}{\partial n} - b \cdot n u_2 \quad \text{on } \Gamma, \quad (R) \\
\epsilon \frac{\partial u_1}{\partial n} = & \epsilon \frac{\partial u_2}{\partial n} \quad \text{on } \Gamma. \quad (N)
\end{aligned}
\]

provided $\{ x \in \Gamma : b(x) \cdot n(x) = 0 \} = \emptyset$.

For brevity, we restrict our discussion to these two types of transmission conditions. For the analysis of other conditions we refer to [GGQ96].
3 Iterative Algorithms for Domain Decomposition

The next step is to set up iterative procedures between the subdomains, based on the problem splitting (2.3)–(2.5) with D-N ((2.6)–(2.7)) or R-N ((2.8)–(2.9)) interface conditions. We define a sequence \( \{ u^n_1, u^n_2 \} \), where \( u^n_1 \) satisfies (2.3) and (2.5), \( u^n_2 \) satisfies (2.4) and (2.5) along with either type of boundary conditions at the subdomain interface \( \Gamma \). A first option is given by the standard Dirichlet–Neumann iterative algorithm: Given \( u^n_i \) in \( \Omega_i \) (\( i = 1, 2 \)) solve for each \( n \geq 1 \)

\[
(D) \begin{cases}
L^n u^n_1 = f & \text{in } \Omega_1 \\
u^n_1 = 0 & \text{on } \partial \Omega \setminus \Gamma \\
\psi(u^n_1) = \lambda^{n-1} & \text{on } \Gamma^{in} \\
\epsilon_{\partial u^n_1} = \epsilon_{\partial u^{n-1}_1} & \text{on } \Gamma^{out}
\end{cases}
\quad
(N) \begin{cases}
L^n u^n_2 = f & \text{in } \Omega_2 \\
u^n_2 = 0 & \text{on } \partial \Omega \setminus \Gamma \\
\psi(u^n_2) = \mu^n & \text{on } \Gamma^{out} \\
\epsilon_{\partial u^n_2} = \epsilon_{\partial u^{n-1}_2} & \text{on } \Gamma^{in}
\end{cases}
\]

where \( \lambda^{n-1} = \theta u^{n-1}_2 + (1 - \theta) u^{n-1}_1 \) and \( \theta \) is a relaxation parameter.

Of course, the conditions at the interface can be interchanged; hence one can also solve first the problem in \( \Omega_1 \) with Neumann condition at the interface and then the problem in \( \Omega_2 \) with Dirichlet conditions at the interface. The two choices are suitable for viscous-dominated flows where the skew symmetric part of the operator is not too big. Well known results on such schemes can be found in the papers by Bjorstad and Widlund [BW86] and by Marini and Quarteroni [MQ89], where relaxation is proven to be essential for convergence. But for advection-dominated problems the conditions at the interface have to be set up carefully.

Indeed, the interface conditions have to be adapted to the orientation of the transport field across the interface. The reason why Neumann conditions are used on outflow boundaries is that a Dirichlet condition prescribing specific values for the solution could generate artificial internal layers whose steepness is proportional to \( \omega \). Similar comments hold also for Robin–Neumann matching conditions with Robin playing the same role as Dirichlet. Therefore we consider the following algorithm: given \( u^n_i \) in \( \Omega_i \), \( i = 1, 2 \), solve for each \( n \geq 1 \)

\[
\begin{cases}
L^n u^n_1 = f & \text{in } \Omega_1 \\
u^n_1 = 0 & \text{on } \partial \Omega \setminus \Gamma \\
\psi(u^n_1) = \lambda^{n-1} & \text{on } \Gamma^{in} \\
\epsilon_{\partial u^n_1} = \epsilon_{\partial u^{n-1}_1} & \text{on } \Gamma^{out}
\end{cases}
\quad
\begin{cases}
L^n u^n_2 = f & \text{in } \Omega_2 \\
u^n_2 = 0 & \text{on } \partial \Omega \setminus \Gamma \\
\psi(u^n_2) = \mu^n & \text{on } \Gamma^{out} \\
\epsilon_{\partial u^n_2} = \epsilon_{\partial u^{n-1}_2} & \text{on } \Gamma^{in}
\end{cases}
\]

with

\[
\psi(v) := \begin{cases}
v & \text{for ADN method} \\
\epsilon_{\partial v} - b \cdot \nabla v & \text{for ARN method}
\end{cases}
\]

\[
\lambda^{n-1} := \theta' \psi(u^{n-1}_2) + (1 - \theta') \psi(u^{n-1}_1) \\
\mu^n := \theta'' \psi(u^n_1) + (1 - \theta'') \psi(u^n_2)
\]

\( \theta' \) and \( \theta'' \) being two real parameters that are used to accelerate the convergence of the iterative procedure. Notice that the condition on the interface is now split into two parts: Along the outflow part of the interface we enforce the continuity of the normal derivative, while along the inflow part we enforce the continuity of the trace
for Adaptive Dirichlet–Neumann algorithm (ADN) or the continuity of the flux for Adaptive Robin–Neumann algorithm (ARN).

The parameters $\theta'$ and $\theta''$ in (3.12) and (3.13) are used to guarantee possible under-relaxation when needed to ensure convergence. Typically, a single parameter $\theta (= \theta' = \theta'')$ suffices (two parameters allow better flexibility in pursuing an optimal criterion), and often $\theta = 1$ (no relaxation) is a very good choice.

Finally, let us briefly introduce the damped version of the Adaptive Robin–Neumann method (denoted by d-ARN). It consists in substituting the condition that enforces the continuity of the normal derivative on $\Gamma^{out}$ with a homogeneous Neumann condition. Hence the d-ARN algorithm consists in solving the sub-problem in $\Omega_1$ provided the condition along the outflow part of $\Gamma$ is replaced by the following equation: $\epsilon \partial u^n_1 / \partial n = 0$ on $\Gamma^{out}$. Similarly, one solves the sub-problem in $\Omega_2$ with the damped condition: $\epsilon \partial u^n_2 / \partial n = 0$ on $\Gamma^{in}$. The main reason for introducing the damped form of our algorithms is that the damped forms weaken the coupling between $u^n_1$ and $u^n_2$ at the interface $\Gamma$, so that the convergence of the corresponding algorithm is faster in general. In particular, when the flow field has a constant direction at the subdomain interface, i.e., $b(x) \cdot n(x)$ is either always positive or always negative on $\Gamma$, then a single iteration is enough to solve the given problem. This introduces an error, which can be proved not to grow at each iteration, so that the method produces a sequence which is weakly convergent. Moreover, the solution we get for $n$ going to infinity is not too far from the exact one and the error can be measured in terms of a suitable norm of the normal derivative of the exact solution along the interface multiplied by $\sqrt{\epsilon}$. Therefore if the interface is far from any layer (hence the normal derivative is bounded independently of $\epsilon$), then we obtain an error bound of order $\sqrt{\epsilon}$.

The convergence of these methods can be proven working out the error equations, for the complete analysis see [GGQ96]. By subtracting the iterative solution at step $n$ from the exact solution we obtain the errors $e^n_1 = u_1 - u^n_1$ and $e^n_2 = u_2 - u^n_2$, which solve the same problems as before with homogeneous data inside $\Omega_1$ and $\Omega_2$, respectively.

For the ARN method without relaxation we have obtained the following estimate

$$\|e^n_2\|_{\Gamma} \leq \|e_2^{n-1}\|_{\Gamma} \quad \forall n,$$

where

$$\|e^n_2\|^2_{\Gamma} = \int_{\Gamma^{in}} \frac{1}{|b \cdot n|} \left( \epsilon \frac{\partial e^n_2}{\partial n} - b \cdot n e^n_2 \right)^2 \, ds + \int_{\Gamma^{out}} \frac{1}{|b \cdot n|} \left( \epsilon \frac{\partial e^n_2}{\partial n} \right)^2 \, ds. \tag{3.15}$$

The formula (3.14) expresses that the error at the interface, measured in the norm (3.15), does not grow at each iteration. Moreover, the estimate (3.14) implies a weak convergence of the sequence $\{u^n_1, u^n_2\}$ as it is stated in the following lemma:

**Lemma 1** The sequence $\{u^n_1, u^n_2\}$ converges weakly in $H^1(\Omega_1) \times H^1(\Omega_2)$ to $\{u_1, u_2\}$ solution of (2.3)–(2.5), (2.8)–(2.9).

However, this result cannot provide any useful information for example on the speed of the convergence. Therefore we will detail our analysis in a sample problem (see next section).
Remark 1 An extensive experimental analysis of these methods in the framework of several kinds of numerical realizations (finite elements, finite volumes, spectral methods) and of decompositions using more than two subdomains, including crosspoints, is carried out in [CQ95], [Cic], and [Tro96]. Obviously, when dealing with more than two subdomains, the Robin or Neumann conditions have to be imposed along each interface according to the local direction of the transport field. The analog of the estimate (3.14) can be still obtained, no matter whether there are crosspoints or not. The iterative algorithm can be performed similarly in the ADN framework.

4 Analysis of a Two-dimensional Case with Constant Transport

Let $\Omega$ be the unit square $[0,1] \times [0,1]$, divided into $\Omega_1 = [0, \gamma] \times [0,1], \Omega_2 = [\gamma, 1] \times [0,1]$, where $\gamma \in [0,1]$ is given. The interface is the set $\Gamma = \{ \gamma \} \times [0,1]$. The transport field is $b = (b,0)$, with $b$ a positive constant and we take $b_0$ a non-negative constant. Hence the problem reads:

$$
\begin{aligned}
L_x u :&= -\varepsilon \Delta u + bu_x + b_0 u = f \quad \text{in } \Omega \\
u &= 0 \quad \text{on } \partial \Omega.
\end{aligned}
$$

(4.16)

We construct the sequence $\{u^n_1, u^n_2\}$ as in (3.10)–(3.13) keeping in mind that $\Gamma_{out}$ coincides with $\Gamma$. Then introducing as before the errors $e^n_i = u_i - u^n_i$, $i = 1,2$, we construct a sequence in the following way: Given a function $g^n_1$, solve

$$
\begin{aligned}
\quad \quad &L_x e^n_i = 0 \quad \text{in } \Omega_i \\
e^n_i &= 0 \quad \text{on } \partial \Omega_i \setminus \Gamma \\
e^n_{1x} &= \varepsilon g^{n-1}_1 \quad \text{on } \Gamma,
\end{aligned}
$$

(N)

then set $g^n_2 = \theta \psi(e^n_1) + (1-\theta)\psi(e^n_2)$ on $\Gamma$ and solve

$$
\begin{aligned}
\quad \quad &L_x e^n_2 = 0 \quad \text{in } \Omega_2 \\
e^n_2 &= 0 \quad \text{on } \partial \Omega_2 \setminus \Gamma \\
\psi(e^n_{2x}) &= g^n_2 \quad \text{on } \Gamma
\end{aligned}
$$

(R) or (D)

and finally, set $g^n_i = e^n_{2x}$ on $\Gamma$.

When $\theta = 1$ (no relaxation), then by separation of variables we obtain

$$
g^n_1(y) = \sum_{k=1}^{\infty} \eta^n_k Y_k(y) \quad \forall n \geq 0,
$$

(4.17)

where $Y_k$ are the eigenfunctions of the induced spectral problem with respect to $y$:

$$
-\varepsilon Y''_k = \lambda_k Y_k \quad \text{in } (0,1), \quad Y_k(0) = Y_k(1) = 0.
$$

The coefficients of the expansion (4.17) satisfy a recursive formula

$$
\eta^n_k = \rho_k \eta^{n-1}_k,
$$

(4.18)

with $\rho_k$ given by

$$
\rho_k^{\text{ARN}} = \frac{\tau_k \coth(\tau_k \gamma) - \omega}{\tau_k \coth(\tau_k \gamma) + \omega} \frac{\tau_k \coth(\tau_k (1 - \gamma)) - \omega}{\tau_k \coth(\tau_k (1 - \gamma)) + \omega}.
$$
\[ \rho_k^{ADN} = -\frac{\tau_k \coth(\tau_k(1 - \gamma)) - \omega}{\tau_k \coth(\tau_k \gamma) + \omega}, \]

and \( \omega = b/(2\epsilon) \), \( \tau_k = \sqrt{b^2 + 4\epsilon(b_0 + \lambda_k)/(2\epsilon)}. \)

If \( \theta \neq 1 \) then the recursive formula (4.18) holds with \( \rho_k \) replaced by \( \rho_k^\theta = 1 - \theta(1 - \rho_k) \). To have the convergence of the method one should show that the sequence \( g^i \) converges to 0, but the convergence of \( g^i \) corresponds to the convergence of the sequences \( \eta^n := \{\eta^n_k\}_{k \geq 1} \) in the Hilbert space \( L^2 \). Owing to (4.18) it turns out that a sufficient condition is that

\[ \sup_k |\rho_k| < 1 \] (4.19)

It is not difficult to prove that \( 0 < \rho_k^{ARN} < 1 \) for all \( k \). Moreover, \( \rho_k^{ARN} \) is an increasing function of \( k \) and converges to 1 as \( k \to +\infty \). On the other hand \( \rho_k^{ADN} \) is negative. Moreover for \( \gamma \) not too close to 1 we obtain that \( -1 < \rho_k^{ADN} < 0 \) for all \( k \) and the function \( \rho_k^{ADN} \) is decreasing and converges to \( -1 \) as \( k \to +\infty \).

In Fig. 1 the graphs of \( \rho_k^{ARN} \) as a function of \( k \) for different values of \( \epsilon \) are drawn (the solid line corresponds to \( \epsilon = 10^{-2} \), the dotted line to \( \epsilon = 10^{-3} \), the dashed-dotted line to \( \epsilon = 10^{-4} \), the dashed line to \( \epsilon = 10^{-5} \)). Fig. 2 shows the graphs of \( \rho_k^{ADN} \) when \( \gamma \) is not too big, for the same values of \( \epsilon \).

Notice that both methods ARN and ADN do not fulfill the sufficient condition (4.19) for convergence. A cure could be the use of a relaxation strategy. It is easy to see that for ARN method \( \rho_k^{\theta} \) converge to 1 as \( k \to +\infty \), while for ADN it is possible to choose the parameter \( \theta \) in order to make the sequence converge. However, the formulas and the pictures show that if the high frequency modes are neglected then the two methods provide good convergence for \( \theta = 1 \). This is in agreement with the numerical results presented in [Tro97]. As a matter of fact a finite dimensional approximation uses only a finite number of modes, as will be shown in the next section.

5 Approximation by Finite Elements

The methods discussed in Sections 2 and 3 are naturally rephrased in a weak form (see [GGQ96]), which is most convenient for finite element approximations. When
there are several subdomains, crosspoints may show up. In this case, the matching conditions involving derivatives are naturally enforced through the test functions associated with the crosspoints (see [CQ95, Tro96], where extensive numerical validation is carried out).

The convergence analysis developed in Section 4 can be adapted to the finite element approximation using bilinear finite elements. Let us define the discrete iteration errors $e_{1h}^n$ and $e_{2h}^n$ as the difference between the discrete one-domain solution and the n-th discrete iterate. These errors can be written, by separation of variables, as sums of tensor products

$$e_{1h}^n = \sum_{k-1}^{N_y} \mu_k X_{kh}(x) Y_{kh}(y), \quad e_{2h}^n = \sum_{k-1}^{N_y} \eta_k Z_{kh}(x) Y_{kh}(y),$$

where $Y_{kh}$ are the piecewise linear eigensolutions in the $y$ variable, $X_{kh}$ and $Z_{kh}$ are the piecewise linear solutions of the associated problems in the $x$ variable on $(0, \gamma)$ and $(\gamma, 1)$, respectively. Then the coefficients of these linear combinations satisfy a recursive relation $\eta_k^n = \rho_k \eta_k^{n-1}$, with the reduction factor satisfying $0 < \rho_k < 1$. Hence the sufficient condition (4.19) is satisfied and the discrete iterative procedure converges. In this case the introduction of a relaxation strategy can improve the speed of convergence with a suitable choice of the relaxation parameter.

6 Conclusions

For advection-dominated problems, the adapted iterative algorithms presented have good convergence properties, when a finite number of modes are taken into account along the interface. We observe that this happens when finite dimensional discretizations of the problem are considered. The damped version of the methods is very efficient, with a reasonable choice for the location of the interface.

Due to space limitations, we do not address the issue of efficient implementation (the interested reader can refer to [GGQ96, sect. 1.4]: in particular, when using a very large number of subdomains, a coarse grid solver (based on the same adaptive principle) is required in order that the algorithm is scalable.
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On a Domain Embedding Method for Flow around Moving Rigid Bodies

R. Glowinski, T.-W. Pan, and J. Périaux

1 Introduction

Several applications lead to the numerical simulation of incompressible viscous flow around moving rigid bodies; let us mention for example blood flow around artificial heart valves. In this article we consider only the case where the rigid body motions are known a priori; the more complicated case where the rigid body motions are caused by hydrodynamical forces, among other forces, will be discussed in a forthcoming article. Following an approach advocated — to our knowledge — by Peskin [Pes72] we use a domain embedding method (also called fictitious domain method by some authors) which consists of filling the moving bodies by the surrounding fluid and taking into account the boundary conditions on these bodies by introducing a well chosen distribution of boundary forces. In the particular case of the Dirichlet boundary conditions considered in this article it is quite convenient to use a Lagrange multiplier method which is well suited to the variational formulations commonly used to study the Navier-Stokes equations and their approximation, by finite element methods for example. Another important component of the solution method is a time discretization by operator splitting which reduces the simulation to a sequence of subproblems for which efficient solution methods exist already.

Figure 1. The flow region

\[ \Gamma \]
2 A Model Problem and its Lagrange Multiplier/Domain
Embedding Formulation

The geometrical situation is as in Figure 1. With \( \omega = \omega(t) \) a moving rigid body
\( (\omega \subset \Omega \subset \mathbb{R}^d, \ d = 2, \ 3) \), we consider for \( t > 0 \) the solution of the Navier-Stokes
\hfill (1)
\begin{align*}
\frac{\partial \mathbf{u}}{\partial t} - \nu \Delta \mathbf{u} + (\mathbf{u} \cdot \nabla) \mathbf{u} + \nabla p &= \mathbf{f} \text{ in } \Omega \setminus \omega(t), \\
\nabla \cdot \mathbf{u} &= 0 \text{ in } \Omega \setminus \omega(t), \\
\mathbf{u}(x, 0) &= \mathbf{u}_0(x), \quad x \in \Omega \setminus \omega(0), \quad (\text{with } \nabla \cdot \mathbf{u}_0 = 0), \\
\mathbf{u} &= \mathbf{g}_0 \text{ on } \Gamma, \\
\mathbf{u} &= \mathbf{g}_1 \text{ on } \gamma(t).
\end{align*}
\hfill (2)-(3)-(4)-(5)

In (1)-(5) \( \mathbf{u} \) and \( p \) denote, as usual, the velocity and pressure, respectively; \( \nu(> 0) \) is
the viscosity, \( \mathbf{f} \) the density of external forces, \( x \) the generic point of \( \mathbb{R}^d \) \( (x = \{x_i\}_{i=1}^d) \),
\( \gamma(t) = \partial \omega(t) \) and \( (\mathbf{u} \cdot \nabla) \mathbf{u} = \{\sum_{j=1}^d \xi_j \frac{\partial \mathbf{u}_j}{\partial x_i}\}_{i=1}^d \). We suppose that \( \mathbf{g}_1 \) is the velocity
\( (6) \) on \( \gamma(t) \) of the rigid body \( \omega(t) \) which implies that \( \int_{\gamma(t)} \mathbf{g}_1 \cdot \mathbf{n} \, d\gamma = 0 \), and that
\begin{align*}
\int_{\Gamma} \mathbf{g}_0 \cdot \mathbf{n} \, d\Gamma &= 0. \quad (\text{In the following, we shall use, if necessary, the notation } \phi(t) \text{ for the function } x \to \phi(x, t).)
\end{align*}

We introduce first the functional spaces \( \mathbf{V}_{\mathbf{g}_0(t)} = \{\mathbf{v} \mid \mathbf{v} \in (H^1(\Omega))^d, \mathbf{v} = \mathbf{g}_0(t) \text{ on } \Gamma\} \),
\( \mathbf{V}_0 = (H^1_0(\Omega))^d, L_0^2(\Omega) = \{q \mid q \in L^2(\Omega); \int_{\Omega} q \, dx = 0\} \) and \( \Lambda(t) = (H^{-1/2}(\gamma(t)))^d \). With
\( (7) \) \( \mathbf{f} \) an \( L^2 \)-lifting of \( \mathbf{f} \) in \( \Omega \) (we can take \( \mathbf{f}(\omega(t)) = 0 \) and \( \nabla \cdot \mathbf{U}_0 = 0 \) \( (\mathbf{U}_0|_{\Omega \setminus \omega(0)} = \mathbf{u}_0) \)), it can be shown — at least formally — that problem (1)-(5) is equivalent to
\begin{align*}
\text{For } t \geq 0, \text{ find } &\{\mathbf{U}(t), P(t), \lambda(t)\} \in \mathbf{V}_{\mathbf{g}_0(t)} \times L_0^2(\Omega) \times \Lambda(t) \text{ such that } \\
&\int_{\Omega} \frac{\partial \mathbf{U}}{\partial t} \cdot \mathbf{v} \, dx + \nu \int_{\Omega} \nabla \mathbf{U} \cdot \nabla \mathbf{v} \, dx + \int_{\Omega} (\mathbf{U} \cdot \nabla) \mathbf{u} \cdot \mathbf{v} \, dx - \int_{\Omega} P \nabla \cdot \mathbf{v} \, dx \\
&= \int_{\Omega} \mathbf{f} \cdot \mathbf{v} \, dx + \int_{\gamma(t)} \lambda \cdot \mathbf{v} \, d\gamma, \quad \forall \mathbf{v} \in \mathbf{V}_0, \\
&\int_{\Omega} q \nabla \cdot \mathbf{U}(t) \, dx = 0, \quad \forall q \in L^2(\Omega), \\
&\int_{\gamma(t)} (\mathbf{U}(t) - \mathbf{g}_0(t)) \cdot \mu \, d\gamma = 0, \quad \forall \mu \in \Lambda(t), \\
&\mathbf{U}(0) = \mathbf{U}_0 \text{ in } \Omega, \quad \mathbf{U} = \mathbf{g}_0 \text{ on } \Gamma,
\end{align*}

\hfill (6)-(7)-(8)-(9)
in the sense that \( \mathbf{U}(t)|_{\omega(t \setminus \omega(t))} = \mathbf{u}(t) \) and \( P(t)|_{\Omega \setminus \omega(t)} = p(t) \). We can easily show that
\( \lambda = [\nu \mathbf{U} / \partial \mathbf{n} - \mathbf{n} \mathbf{P}]_\gamma \), where \( [ \ ]_\gamma \) denotes the jump at \( \gamma \).

**Remark 2.1:** The mathematical analysis of flow problems such as (1)-(5) is addressed in, e.g., [AG93] (see also the references therein).

**Remark 2.2:** We observe that the actual geometry, i.e., \( \omega(t) \) and \( \gamma(t) \) occurs "only" in the \( \gamma(t) \)-integral in (6) and in (8); this is a justification of the domain embedding
approach.

3 Finite Element Approximation of Problem (6)-(9)

Figure 2. Part of the triangulation of $\Omega$ with mesh points indicated by "*" on the disk boundary

\[ V_{g_0h} = \{ \mathbf{v}_h|v_h \in C^0(\bar{\Omega})^2, \mathbf{v}_h|T \in P_1 \times P_1, \forall T \in \mathcal{T}_h, \mathbf{v}_h|_\Gamma = \mathbf{g}_0h \} \]

\[ V_{0h} = \{ \mathbf{v}_h|v_h \in C^0(\bar{\Omega})^2, \mathbf{v}_h|T \in P_1 \times P_1, \forall T \in \mathcal{T}_h, \mathbf{v}_h|_\Gamma = 0 \} \]

\[ L^0_h = \{ q_h|q_h \in C^0(\bar{\Omega}), q_h|T \in P_1, \forall T \in \mathcal{T}_h \}, L^0_{0h} = \{ q_h|q_h \in L^0_h, \int_{\Gamma} q_h \, d\mathbf{x} = 0 \} \]

in (10)-(12), $P_1$ is the space of the polynomials in $x_1, x_2$ of degree $\leq 1$ and $g_{0h}$ is an approximation of $g_0$ such that $\int_{\Gamma} g_{0h} \cdot \mathbf{n} \, d\Omega = 0$. Concerning the space $\Lambda_h(t)$ approximating $\Lambda(t)$, we define it by

\[ \Lambda_h(t) = \{ \mu_h|\mu_h \in (L^\infty(\gamma(t)))^2, \mu_h \text{ is constant on the arc joining} 2 \text{ consecutive mesh points on } \gamma(t) \} \]

A particular choice for the mesh points on $\gamma$ is visualized on Figure 2, where $\omega$ is a disk. Let us resist any requirement that the mesh points on $\gamma$ have to be at the intersection of $\gamma$ with the triangle edges of $\mathcal{T}_{h/2}$; (see [GG96] for more details and the relations between $h_\Omega$ and $h_\gamma$). This kind of decoupling between the $\Omega$ and $\gamma$ meshes makes the domain embedding approach attractive for problems with moving boundaries like those discussed in this note. With the above spaces it is natural to approximate problem (6)-(9) by (with obvious notation)

\[ \int_{\Omega} \frac{\partial \mathbf{U}_h}{\partial t} \cdot \mathbf{v} \, d\mathbf{x} + \nu \int_{\Omega} \nabla \mathbf{U}_h \cdot \nabla \mathbf{v} \, d\mathbf{x} + \int_{\Omega} (\mathbf{U}_h \cdot \nabla) \mathbf{U}_h \cdot \mathbf{v} \, d\mathbf{x} - \int_{\Omega} P_h \nabla \cdot \mathbf{v} \, d\mathbf{x} = \int_{\Omega} f_h \cdot \mathbf{v} \, d\mathbf{x} + \int_{\gamma(t)} \lambda_h \cdot \mathbf{v} \, d\gamma, \forall \mathbf{v} \in V_{0h}, \mathbf{U}_h(t) \in V_{g_0(t)h}, \]

\[ \int_{\Omega} \frac{\partial \mathbf{U}_h}{\partial t} \cdot \mathbf{v} \, d\mathbf{x} + \nu \int_{\Omega} \nabla \mathbf{U}_h \cdot \nabla \mathbf{v} \, d\mathbf{x} + \int_{\Omega} (\mathbf{U}_h \cdot \nabla) \mathbf{U}_h \cdot \mathbf{v} \, d\mathbf{x} - \int_{\Omega} P_h \nabla \cdot \mathbf{v} \, d\mathbf{x} = \int_{\Omega} f_h \cdot \mathbf{v} \, d\mathbf{x} + \int_{\gamma(t)} \lambda_h \cdot \mathbf{v} \, d\gamma, \forall \mathbf{v} \in V_{0h}, \mathbf{U}_h(t) \in V_{g_0(t)h}, \]
\begin{equation}
\int_{\Omega} q \nabla \cdot \mathbf{U}_h(t) \, dx = 0, \forall q \in L^2_h, \; P_h(t) \in L^2_{0h},
\end{equation}

\begin{equation}
\int_{\gamma(t)} (\mathbf{U}_h(t) - \mathbf{g}_1(t)) \cdot \mu \, d\gamma = 0, \forall \mu \in \Lambda_h(t), \; \lambda_h(t) \in \Lambda_h(t),
\end{equation}

\begin{equation}
\mathbf{U}_h(0) = \mathbf{U}_{0h};
\end{equation}

in (17), \( \mathbf{U}_{0h} \) is an approximation of \( \mathbf{U}_0 \), approximately divergence-free.

4 Time Discretization of (14)-(17) by Operator Splitting Methods

From an abstract point of view problem (14)-(17) is a particular case of the following class of initial value problems

\begin{equation}
\frac{d\phi}{dt} + A_1(\phi) + A_2(\phi) + A_3(\phi) = f, \; \phi(0) = \phi_0,
\end{equation}

where the operators \( A_i \) can be multivalued. Among many operator splittings which can be employed to solve (18) we advocate the very simple one below (analyzed in, e.g., [Mar90]); it is only first-order accurate but its low order accuracy is compensated by good stability and robustness properties.

A fractional step scheme à la Marchuk-Yanenko: With \( \Delta t \) a time discretization step and the initial guess, \( \phi^0 = \phi_0 \), the scheme is defined as follows:

For \( n \geq 0 \), we obtain \( \phi^{n+1} \) from \( \phi^n \) via the solution of

\begin{equation}
(\phi^{n+j/3} - \phi^{n+(j-1)/3})/\Delta t + A_j(\phi^{n+j/3}) = f_j^{n+1},
\end{equation}

with \( j = 1, 2, 3 \) and \( \sum_{j=1}^{3} f_j^{n+1} = f^{n+1} \). Applying scheme (19) to problem (14)-(17) we obtain (with \( 0 \leq \alpha, \beta \leq 1, \; \alpha + \beta = 1 \), and after dropping some of the subscripts \( h \)):

\begin{equation}
\mathbf{U}^0 = \mathbf{U}_{0h};
\end{equation}
for $n \geq 0$, we compute $\{U^{n+1/3}, P^{n+1/3}\}, \{U^{n+1/3}, \lambda^{n+1}\}$ via the solution of

$$\begin{cases}
\int_\Omega \frac{U^{n+1/3} - U^n}{\Delta t} \cdot \nabla \mathbf{v} \, dx - \int_\Omega P^{n+1/3} \nabla \cdot \mathbf{v} \, dx = 0, \ \forall \mathbf{v} \in \mathbf{V}_{0h}, \\
\int_\Omega q \nabla \cdot U^{n+1/3} \, dx = 0, \ \forall q \in L^2_h; \ U^{n+1/3} \in \mathbf{V}_{0h}, \ P^{n+1/3} \in L^2_h,
\end{cases} \quad (21)$$

$$\begin{cases}
\int_\Omega \frac{U^{n+2/3} - U^{n+1/3}}{\Delta t} \cdot \mathbf{v} \, dx + \alpha \int_\Omega \nabla U^{n+2/3} \cdot \nabla \mathbf{v} \, dx \\
+ \int_\Omega (U^{n+1/3} \cdot \nabla) U^{n+2/3} \cdot \mathbf{v} \, dx = \alpha \int_\Omega \tilde{f}^{n+1} \cdot \mathbf{v} \, dx, \ \forall \mathbf{v} \in \mathbf{V}_{0h}; \\
U^{n+2/3} \in \mathbf{V}_{0h},
\end{cases} \quad (22)$$

$$\begin{cases}
\int_\Omega \frac{U^{n+1} - U^{n+2/3}}{\Delta t} \cdot \mathbf{v} \, dx + \beta \int_\Omega \nabla U^{n+1} \cdot \nabla \mathbf{v} \, dx \\
+ \int_{\gamma^{n+1}} \tilde{f}^{n+1} \cdot \mathbf{v} \, ds + \int_{\gamma^{n+1}} \lambda^{n+1} \cdot \mathbf{v} \, ds, \ \forall \mathbf{v} \in \mathbf{V}_{0h}, \\
\int_{\gamma^{n+1}} (U^{n+1} - g_1^{n+1}) \cdot \mathbf{n} \, ds = 0, \ \forall \mathbf{n} \in N^{n+1} ; \\
U^{n+1} \in \mathbf{V}_{0h} = \mathbf{V}_{0h}((n+1)\Delta t), \lambda^{n+1} \in \Lambda^h((n+1)\Delta t). 
\end{cases} \quad (23)$$

5 Solution of the Subproblems (21) (22) and (23)

By inspection of (21) it is clear that $U^{n+1/3}$ is the $L^2(\Omega)$-projection of $U^n$ on the (affine) subset of the functions $\mathbf{v} \in \mathbf{V}_{0h}$ such that $\int_\Omega q \nabla \cdot \mathbf{v} \, dx = 0, \ \forall q \in L^2_h$, $P^{n+1/3}$ being the corresponding Lagrange multiplier in $L^2_h$. The pair $\{U^{n+1/3}, P^{n+1/3}\}$ is unique and to compute it we can use an Uzawa/conjugate gradient algorithm operating in $L^2_h$ equipped with the scalar product $\{q, q'\} \to \int_\Omega \nabla q \cdot \nabla q' \, dx$. We obtain thus an algorithm preconditioned by the discrete equivalent of $-\Delta$ for the homogeneous Neumann boundary condition. Such an algorithm is very easy to implement and is described in [GPP96]; it seems to have excellent convergence properties.

If $\alpha > 0$, problem (22) is a classical one; it can be easily solved, for example, by a least squares/conjugate gradient algorithm like those discussed in [Glo84].

If $\beta > 0$ the solution of problem (23) has been discussed in [GPP94]. In the particular case where $\beta = 0$, problem (23) reduces to an $L^2(\Omega)$-projection over the subspace of $\mathbf{V}_{0h}$ of the functions $\mathbf{v}$ satisfying the condition $\int_{\gamma^{n+1}} (\mathbf{v} - g_1^{n+1}) \cdot \mathbf{n} \, ds = 0, \ \forall \mathbf{n} \in N^{n+1}$. It follows from the above observation that if $\beta = 0$, problem (23) can be solved by an Uzawa/conjugate gradient algorithm operating in $\Lambda^h$, which has many similarities with the algorithm used to solve problem (21). If one uses the trapezoidal rule to compute the various $L^2(\Omega)$-integrals in (23), taking $\beta = 0$ brings further simplification since in that particular case $U^{n+1}$ will coincide with $U^{n+2/3}$ at those vertices of $T^h$ such that the support of the related shape function does not intersect $\gamma^{n+1}$; from the above observation it follows that to obtain $U^{n+1}$ and $\lambda^{n+1}$ we have to solve a linear system of the following form

$$A\mathbf{x} + B^t\mathbf{y} = \mathbf{b}, \ B\mathbf{x} = \mathbf{c}. \quad (24)$$
For the numerical simulations presented in Section 6 we have used \( \alpha = 1 \) and \( \beta = 0 \) in (22), (23).

6 Numerical Experiments

We simulate a two-dimensional flow with \( \Omega = (-0.35, 0.9) \times (-0.5, 0.5) \) (see Figure 3) and \( \omega \) a moving disk of radius 0.125. The center of the disk is moving between \((0,0)\) and \((0.5,0)\) along a prescribed trajectory \((x(t), y(t)) = (0.25(1 - \cos(\pi t)), 0.1 \sin(\pi (1 - \cos(\pi t))))\) (see Figure 3) of period 4. Several different positions of the disk have been shown on Figure 3. The boundary conditions are \( \mathbf{u} = 0 \) on \( \Gamma \) and \( \mathbf{u} \) on \( \partial \omega(t) \) coinciding with the disk velocity. We suppose that the disk rotates counterclockwise at angular velocity \( 2\pi \). Since we are taking \( \nu = 0.005 \), the maximum Reynolds number based on the disk diameter as characteristic length is 102,336. On \( \Omega \) we have used a regular triangulation \( \mathcal{T}_{h/2} \) to approximate the velocity, like the one in Figure 2, the pressure grid \( \mathcal{T}_h \) being twice coarser. Concerning \( A_h(t), \gamma(t) \) has been divided into \( M \) subarcs of equal length. We have done two simulations: For the first one we have taken \( h = 1/128, \Delta t = 0.00125 \) and \( M = 80 \). For the second we have taken \( h = 1/256, \Delta t = 0.00125 \) and \( M = 160 \). With stopping criteria of the order of \( 10^{-12} \) we need around 10 iterations at most to have convergence of the conjugate gradient algorithms used to solve the problems at each step of the scheme (20)-(23). On Figure 4, we show the isobar lines, the vorticity density and the streamlines obtained at \( t = 5, 6, 7, 8 \) for \( h = 1/256, \Delta t = 0.00125 \) and \( M = 160 \). There is a good agreement between the results obtained from these two simulations.
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Figure 4. Isobar lines (at left), vorticity density (at middle) and streamlines (at right) at time $t=5, 6, 7, 8$ in one period of disk motion. The disk moves from the left to the right, then to the left. The mesh size for velocity (resp., pressure) is $h = 1/256$ (resp., $h = 1/128$).


An Efficient FGMRES Solver for the Shallow Water Equations based on Domain Decomposition

Serge Goossens, Kian Tan, and Dirk Roose

1 Shallow Water Equations

The Shallow Water Equations (SWE) are a set of nonlinear hyperbolic equations, describing long waves relative to the water depth. Physical phenomena such as tidal waves in rivers and seas, breaking of waves on shallow beaches and even harbour oscillations can be modelled successfully with the SWE. The 3D SWE (1.1)–(1.3) given below for Cartesian \((\xi, \eta)\) coordinates are based on the hydrostatic assumption, that the influence of the vertical component of the acceleration of the water particles on the pressure can be neglected.

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial \xi} + v \frac{\partial u}{\partial \eta} + \frac{\omega}{H} \frac{\partial u}{\partial \sigma} - f v + g \frac{\partial \zeta}{\partial \xi} - \nu_H \left( \frac{\partial^2 u}{\partial \xi^2} + \frac{\partial^2 u}{\partial \eta^2} \right) - \frac{1}{H^2} \frac{\partial}{\partial \sigma} \left( \nu_V \frac{\partial u}{\partial \sigma} \right) = 0
\]

(1.1)

\[
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial \xi} + v \frac{\partial v}{\partial \eta} + \frac{\omega}{H} \frac{\partial v}{\partial \sigma} + f u + g \frac{\partial \zeta}{\partial \eta} - \nu_H \left( \frac{\partial^2 v}{\partial \xi^2} + \frac{\partial^2 v}{\partial \eta^2} \right) - \frac{1}{H^2} \frac{\partial}{\partial \sigma} \left( \nu_V \frac{\partial v}{\partial \sigma} \right) = 0
\]

(1.2)

\[
\frac{\partial \zeta}{\partial t} + \frac{\partial (H u)}{\partial \xi} + \frac{\partial (H v)}{\partial \eta} + \frac{\partial \omega}{\partial \sigma} = 0
\]

(1.3)

We denote by \(\zeta\) the water elevation above some plane of reference, hence the total water depth is given by \(H = d + \zeta\), where \(d\) is the depth below this plane of reference. The scaled vertical coordinate \(\sigma = \frac{\zeta - \zeta_0}{d + \zeta_0}\) varies between \(-1\) at the bottom and \(0\) at the free surface. The velocities in the \(\xi\) and \(\eta\)-directions are denoted by \(u\) and \(v\) respectively, while \(\omega\) represents the transformed vertical velocity. The parameter \(f\) accounts for the Coriolis force due to the rotation of the Earth. The viscosity is modelled using \(\nu_H\) and \(\nu_V\). In each \(\sigma\)-plane \(\nu_H\) models the “horizontal” viscosity, while \(\nu_V\) describes the viscosity in the vertical \(\sigma\) direction.
2 Alternating Operator Implicit Method

For the time integration we use the two-stage Alternating Operator Implicit (AOI) time splitting method, which has been developed at Delft Hydraulics [dG93]. This method is unconditionally stable and second order accurate in time. In the first stage (most of) the advection and diffusion terms in the momentum equations are handled implicitly, while the continuity equation is integrated explicitly. The resulting two linear systems for the intermediate \( u \) and \( v \) are solved by Red-Black Gauss-Seidel iterations. During the second stage the continuity equation is treated explicitly. Substitution into the continuity equation of the momentum equations, in which the velocity components are now handled explicitly, leads to a nonlinear system for the water elevation \( \zeta \). For each time step \( n \), we perform \( Q \) fixed point iterations to solve this nonlinear system. Introducing an iteration counter \( q \) \((q = 1, 2, \ldots, Q)\) and multiplying the pressure terms in the momentum equations with \( H^{(n,q)}/H^{(n,q+1)} \), we obtain

\[
(I - \nu_x \frac{\partial^2}{\partial \xi^2} - \nu_y \frac{\partial^2}{\partial \eta^2}) \zeta^{(n,q)} = f^*,
\]

where the right-hand side \( f^* \) involves previously computed values and where \( \zeta^{(n,q)} \) denotes the water elevation at iteration \( q \) of time step \( n \). In the remainder of the paper we drop the superscripts. The imposed boundary conditions might be of Neumann type (e.g., closed wall) which could lead to a nonsymmetric linear system after discretisation. The pseudo viscosities \( \nu_x \) and \( \nu_y \) mainly depend on the time step and the total depth, which makes the linear system nonsymmetric.

Since the classical five point star stencil is used, a discrete equation of the form

\[
(b_{i,j} + b_{j,i}^x + b_{j,i}^y) \zeta_{i,j} + a_{i,j} \zeta_{i-1,j} + c_{i,j} \zeta_{i+1,j} + d_{i,j} \zeta_{i,j-1} + e_{i,j} \zeta_{i,j+1} = f_{i,j}
\]

is obtained for each grid point \((i,j)\) and the resulting linear system has a pentadiagonal structure. In practice it often suffices to take \( Q = 2 \). Until recently an ADI iteration was used for solving system (2.4).

The main topic addressed in this paper is the application of a Domain Decomposition Preconditioner in combination with the Flexible GMRES (FGMRES) method to solve (2.4). The original ADI method is used as a preconditioner in the subdomain solver only.

3 Generalised Additive Schwarz Preconditioner

The domain decomposition preconditioner which is employed in accelerating the FGMRES method to solve (2.4) on the entire domain is based on a Generalised Additive Schwarz Preconditioner (GASP). Let \( R_i : \Omega \rightarrow \Omega_i \) denote the (linear) restriction operator that maps onto subdomain \( i \) by selecting the components corresponding to this subdomain. The matrix \( M_i = R_i A R_i^T \) denotes the principal submatrix of the matrix \( A \) associated with subdomain \( \Omega_i \). The result of applying the GASP can be written as a sum of the extensions of the solutions of independent
subdomain problems, which can be solved in parallel.

\[ M^{-1} = \sum_{i=1}^{p} R_i^T M_i^{-1} R_i \]  

(3.6)

We elaborate on this GASP for the case of two subdomains separated by the interface \( \Gamma \) as shown in Fig. 1. Extension to more subdomains is straightforward. At the heart of our GASP lies an extension of the subdomains to (physically) slightly overlapping grids. With a proper definition of the overlap, the restrictions \( R_i \) can be defined in such a way that the original discretisation is “distributed” across the subdomain operators \( M_i \). Since the classical five point star stencil is used an overlap of two grid lines is sufficient. Figure 2 illustrates the extension process. In the discretisation, points in subdomain \( \Omega_1 \) are only connected to points in \( \Omega_1 \) or in \( \Omega_1 \). Similar statements can be made about the points in \( \Omega_i \), \( \Omega_r \) and \( \Omega_2 \). This leads to the following block structured linear system.

\[
\begin{pmatrix}
A_{11} & A_{1l} & 0 & 0 \\
A_{l1} & A_{ll} & A_{lr} & 0 \\
0 & A_{rl} & A_{rr} & A_{r2} \\
0 & 0 & A_{2r} & A_{22}
\end{pmatrix}
\begin{pmatrix}
\zeta_1 \\
\zeta_l \\
\zeta_r \\
\zeta_2
\end{pmatrix}
\begin{pmatrix}
f_1 \\
f_l \\
f_r \\
f_2
\end{pmatrix}
\]  

(3.7)

After extension towards overlap, and thus duplication of \( \Omega_i \) and \( \Omega_r \) into \( \Omega_i \) and \( \Omega_r \), we obtain an enhanced system of equations in which we still have to specify the relation between the “overlapping” unknowns. The obvious way is just to state that the values in the duplicated subdomains \( \Omega_i \) and \( \Omega_r \) should be copied from the values in the original subdomains \( \Omega_i \) and \( \Omega_r \) respectively. This is known as the Dirichlet-Dirichlet (DD) coupling. The enhanced system of equations with this DD coupling can be written as follows.

\[
\begin{pmatrix}
A_{11} & A_{1l} & 0 & 0 & 0 & 0 \\
A_{l1} & A_{ll} & A_{lr} & 0 & 0 & 0 \\
0 & 0 & I & 0 & -I & 0 \\
0 & -I & 0 & I & 0 & 0 \\
0 & 0 & 0 & A_{rl} & A_{rr} & A_{r2} \\
0 & 0 & 0 & 0 & A_{2r} & A_{22}
\end{pmatrix}
\begin{pmatrix}
\zeta_1 \\
\zeta_l \\
\zeta_r \\
\zeta_2 \\
\zeta_i \\
\zeta_r
\end{pmatrix}
\begin{pmatrix}
f_1 \\
f_l \\
f_r \\
f_2
\end{pmatrix}
\]  

(3.8)
Tan [TD88] showed that the spectral radius of the preconditioned operator $AM^{-1}$ and thus the convergence properties of a Krylov Subspace Method preconditioned by a GASp as given by (3.6), are improved by pre-multiplying the linear system with a properly chosen nonsingular matrix $P$ of the form.

$$P = \begin{pmatrix}
I & 0 & 0 & 0 & 0 \\
0 & I & 0 & 0 & 0 \\
0 & 0 & C_{lr} & -C_{lt} & 0 \\
0 & 0 & -C_{rr} & C_{rl} & 0 \\
0 & 0 & 0 & 0 & I \\
0 & 0 & 0 & 0 & I
\end{pmatrix} \quad (3.9)$$

This can also be interpreted in terms of imposing more general conditions at the subdomain interfaces. This approach was originally introduced by Lions [Lio90] and subsequently used by e.g. Hagström et. al. [HTJ88] and Nataf and Rogier [NR95]. The submatrices $C_{lr}$, $C_{lt}$, $C_{rr}$ and $C_{rl}$ are chosen to achieve a clustering of the eigenvalues of the preconditioned operator, subject to the condition that $P$ remains nonsingular. This gives rise to the Locally Optimised Block Jacobi preconditioners which are thus based on the enhanced system of equations $A\zeta = f$:

$$\begin{pmatrix}
A_{11} & A_{12} & 0 & 0 & 0 \\
A_{21} & A_{22} & 0 & 0 & 0 \\
0 & C_{11} & C_{12} & -C_{lt} & -C_{lr} \\
0 & -C_{rl} & -C_{rr} & C_{rl} & C_{rr} \\
0 & 0 & 0 & A_{rl} & A_{rr} \\
0 & 0 & 0 & 0 & A_{21} & A_{22}
\end{pmatrix} \begin{pmatrix}
\zeta_1 \\
\zeta_2 \\
\zeta_3 \\
\zeta_4 \\
\zeta_5 \\
\zeta_6
\end{pmatrix} = \begin{pmatrix}
f_1 \\
f_2 \\
f_3 \\
f_4 \\
f_5 \\
f_6
\end{pmatrix} \quad (3.10)$$

This enhanced system of equations can be written in terms of the $3 \times 3$ blocks. Defining the restriction operators $R_1$ and $R_2$ in terms of the index sets corresponding to $\zeta_1$, $\zeta_3$ and $\zeta_5$ on the one hand and $\zeta_2$, $\zeta_4$ and $\zeta_6$ on the other hand, the GASp can be written as the block diagonal matrix $M$ with

$$M = \begin{pmatrix}
R_1A^T & 0 \\
0 & R_2A^T
\end{pmatrix} \quad (3.11)$$

4 Flexible GMRES

Applying FGMRES in combination with the GASp described above to solve (2.4) is straightforward. The FGMRES method developed by Saad [Saa93] is a Krylov subspace method which allows the introduction of a set of well-chosen vectors in the search space. We assume for convenience that $AM^{-1}$ is normal. The FGMRES algorithm computes the fundamental relation

$$AZ_m = V_mH_m + h_{m+1,m}\nu_{m+1}e_m^T \quad (4.12)$$

where $Z_m = (z_1 \ z_2 \ \ldots \ z_m)$ is the matrix containing the search directions and the matrix $V_m = (v_1 \ v_2 \ \ldots \ v_m)$ is defined by its columns. The matrix $H_m$ is
a square $m \times m$ upper Hessenberg matrix whose elements are computed during the orthogonalisation process of the $v$-vectors, consequently $V_m^T V_m = I$. Using a fixed preconditioner with FGMRES is equivalent to using right preconditioned GMRES with this preconditioner. In this case, the matrix $Z_m$ can be computed by applying the fixed preconditioning operator $M^{-1}$ to the matrix $V_m$.

$$Z_m = M^{-1} V_m$$  \hspace{1cm} (4.13)

The GASP described above is a fixed preconditioner if and only if the linear systems in the subdomains are solved to full precision. The convergence of FGMRES is mainly governed by the eigenvalue distribution of the preconditioned operator $AM^{-1}$. In particular, convergence acceleration can be expected for well-separated extreme eigenvalues. Also, the stage of the FGMRES process in which acceleration occurs is related to the convergence of the Ritz values to extreme eigenvalues [VdSVdV86, VdVV93]. This phenomenon can be made visible by explicitly computing the Ritz values, i.e. the eigenvalues of $H_m = V_m^T (AM^{-1}) V_m$, in the course of the FGMRES process. The eigenvectors corresponding to the outliers of this spectrum represent the eigenvector components to be removed from the initial residual which "uphold" the convergence. Due to the construction of the GASP considered here, this Ritz spectrum, at least for meshes not too fine, typically resembles the spectrum as depicted in Fig. 4, i.e. a few well-separated outliers and a cluster around 1. For comparison we show in Fig. 3 the Ritz spectrum of the domain decomposition preconditioner for the same problem when Dirichlet-Dirichlet coupling is used. This spectrum does not show a clear separation of a cluster of eigenvalues around 1 and some outliers. On the contrary, the eigenvalues are spread out over the open interval $(0, 2)$ and a lot of the eigenvalues are either close to 0 or to 2. The eigenvalue distribution explains the slow convergence of this domain decomposition method with DD coupling when it is used as a solver, because the spectral radius of the matrix $(I - AM^{-1})$ is close to 1. In the next section we try to exploit the nice spectral properties of the GASP.
Table 1 Number of iterations needed to solve the second linear system when the reuse of vectors in the subspace is done by truncation, assembling (rank-\(k\)) or assembling of preconditioned Ritz vectors (\(k\) outliers) for the rectangular basin partitioned in 4 strips.

<table>
<thead>
<tr>
<th>truncation</th>
<th>GASP appl.</th>
<th>rank-(k)</th>
<th>GASP appl.</th>
<th>(k) outliers</th>
<th>GASP appl.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(z_1, z_2)</td>
<td>9 or 10</td>
<td>2</td>
<td>9</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>(z_1, z_2, z_3)</td>
<td>9 or 10</td>
<td>3</td>
<td>8 or 9</td>
<td>3</td>
<td>7 or 8</td>
</tr>
<tr>
<td>(z_1, \ldots, z_4)</td>
<td>8 or 9</td>
<td>4</td>
<td>8</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>(z_1, \ldots, z_5)</td>
<td>8</td>
<td>5</td>
<td>7</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>(z_1, \ldots, z_6)</td>
<td>7 or 8</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>(z_1, \ldots, z_7)</td>
<td>6 or 7</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>(z_1, \ldots, z_8)</td>
<td>6</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>(z_1, \ldots, z_9)</td>
<td>5 or 6</td>
<td>9</td>
<td>5 or 6</td>
<td>9</td>
<td>5 or 6</td>
</tr>
<tr>
<td>(z_1, \ldots, z_{10})</td>
<td>5</td>
<td>10</td>
<td>5 or 6</td>
<td>10</td>
<td>5 or 6</td>
</tr>
</tbody>
</table>

5 Reuse strategies

The main motivation for using FGMRES instead of GMRES is that the former — in contrast to the latter — accommodates variable preconditioning; any vector \(z\) can be put into the search space \(Z_m\) as long as its image \(Az\) is known in order to be able to compute the correction to the residual. This property in combination with the observation that our specific time integration method results for each time step in a sequence of systems (2.4) has raised the question whether it is possible to reuse previously computed search vectors during the solution of the next systems by FGMRES. Obviously, one advantage of reusing vectors is that it is a lot cheaper than applying the (expensive) GASP which after all requires the solution of a linear system in each subdomain. Also, when (approximations of) the preconditioned eigenvectors that uphold the convergence are collected in the search space, accelerated convergence might be achieved from the first newly computed \(z\)-vector on. Several strategies to reuse vectors from an already generated subspace have been tested. In practice, we always use \(Q = 2\), i.e., two systems must be solved in each time step. We focus on the solution of the second system in each time step \((q = 2)\), possibly reusing information from the search space \(Z_m\) built during the solution of the first system \((q = 1)\). We formulate the following reuse strategies:

1. **truncation**: introduce the first \(k\) \(z\)-vectors \(z_i^{(R)} = z_i\ (i = 1, \ldots, k)\).
2. **assembling**: introduce the best rank-\(k\) approximation of \(\text{span}\{z_1, z_2, \ldots, z_m\}\).
3. **assembling of preconditioned Ritz vectors**: introduce \(k\) preconditioned approximate eigenvectors corresponding to outliers: \(z_i^{(R)} = Z_m y_i\ (i = 1, \ldots, k)\), where \(y_i\) is the eigenvector of \(H_m\) corresponding to the eigenvalue \(\lambda_i\), i.e., \(H_m y_i = \lambda y_i\).

The trivial truncation strategy 1 gives an indication of what can be expected from more sophisticated reuse strategies. The case in which all \(z\)-vectors are reused, allows us to verify whether the Arnoldi process is able to quickly generate a reasonably approximate eigenspectrum. The second strategy requires the computation of the
singular value decomposition of $Z_m = U\Sigma V^T$. When the singular values are ordered $\sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_m \geq 0$, the best rank-$k$ approximation of $\text{span}\{z_1, z_2, \ldots, z_m\}$ is given by $\text{span}\{u_1, u_2, \ldots, u_k\}$. The use of a best rank-$k$ approximation is motivated by the fact that the column space of $Z_m$ contains preconditioned approximate eigenvectors corresponding to the outliers. The hope is that a lower dimensional approximation still contains an approximation of these eigenvectors. The results seem to indicate that this strategy is not entirely capable of filtering out the preconditioned eigenspace. The third reuse strategy relies on the observation of clustered eigenspectra in combination with a (small) number of clearly distinguishable outliers as is the case in Fig. 4. An explicit construction of the preconditioned eigenspace corresponding to the outliers is then possible. Note that the construction is also based on (4.13). Based on the results in Table 1 the assembling strategy of preconditioned Ritz vectors has been chosen for further experiments.

6 Test Case and Results

The test case is concerned with the flow in a 8000m by 1200m rectangular basin which is 8m deep. The uniform grid has one layer in the vertical ($\sigma$) direction which contains 80 × 12 grid points in the horizontal direction. The prescribed boundary conditions are as follows. The north and south boundaries are closed, leading to Neumann boundary conditions in (2.4). At the east boundary the water elevation is kept constant at $\zeta = 2m$. At the west boundary the water elevation is prescribed to model the tide, yielding $\zeta = 2 + \sin \frac{2\pi t}{3600}$ m. Tests have been carried out with stripwise partitionings of the rectangular domain into 4 and 8 subdomains. A test with 4 subdomains and a mesh width of 50m instead of 100m was also done to see the effect of refinement on the number of outliers and the separation between the outliers and the cluster.

The convergence histories showing the scaled (with $\|f\|_2$) residual norm as a function of the dimension of the search space for the FGMRES algorithm applied to the two linear systems arising each time step are shown in Fig. 5. The convergence history for the first linear system starts at about 0.2 and drops below the adopted threshold of $10^{-9}$ after 11 iterations. This requires 11 applications of the GASP. Figure 4 shows the eigenvalues of the Hessenberg matrix $H_m$ constructed by FGMRES during the solution of this first linear system. The six eigenvalues that are not close to 1 are the outliers which “hamper” fast convergence of FGMRES. The convergence history for the second linear system starts off with a plateau at about 0.001, dropping sharply to reach the tolerance criterion after 11 iterations as well. The plateau corresponds to the reuse of assembled preconditioned Ritz vectors. This corresponds to the removal of the approximate eigenvectors associated with the outliers from the initial residual, a process which hardly reduces the norm of it. However it makes FGMRES converge as if the outliers were not present at all; starting from the first newly computed search vector the residuals decrease rapidly, at the same speed as in the end stage of the solution of the first system. Because of the reuse, solving the second linear system requires only 5 applications of the GASP.

Instead of computing the approximate eigenvectors at each time step from the matrix $Z_m$ constructed during the solution of the first linear system ($q = 1$), we
can also construct the approximate eigenspace only once, i.e. from the first linear system arising in the first time step. Moreover, the eigenspace is now reused in the solution process for the first linear systems ($q = 1$) of each time step as well. The convergence histories are shown in Fig. 6. As can be seen from this Fig, we save on preconditioning steps by introducing these vectors also in the search space when solving the first linear system. The convergence histories for the second linear system show that it is not necessary to compute the approximate eigenvectors at each time step, since the results with the vectors from the first time step are sufficiently close to those with the vectors from the current time step.

7 Conclusion

We have developed a Generalised Additive Schwarz Preconditioner for use within FGMRES to solve linear systems arising in the solution of the time-dependent shallow water equations. The preconditioned operator $AM^{-1}$ has a clustered eigenspectrum with only a few outlying eigenvalues, at least for meshes not too fine. This property together with the specific time integration method enables the reuse of search vectors in the FGMRES process which leads to reductions in computation time.
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Figure 5 Convergence histories of the preconditioned FGMRES method

Figure 6 Convergence histories of the preconditioned FGMRES method
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Multilevel Extension Techniques in Domain Decomposition Preconditioners

Gundolf Haase

One component in Additive Schwarz Method (ASM) Domain Decomposition (DD) preconditioners [BPS89, SBG96] using inexact subdomain solvers [Boe89, HLM91] consists of an operator extending the boundary data into the interior of each subdomain, i.e., a homogeneous extension with respect to the differential operator given in that subdomain. This paper is concerned with the construction of cheap extension operators using multilevel nodal bases [Yse86, Xu89, BPX90, Osw94] from an implementation viewpoint. Additional smoothing sweeps in the extension operators further improve the condition number of the preconditioned system. The paper summarizes and improves results given in [HLMN94, Nep95, Haa97].

1 The ASM-DD-Preconditioner

Consider the symmetric, $\mathcal{V}_0 = \mathcal{H}^1(\Omega)$-elliptic and $\mathcal{V}_0$-bounded variational problem

$$\text{find } u \in \mathcal{V}_0 : \int_{\Omega} \lambda(x) \nabla^T u(x) \nabla v(x) \, dx = \int_{\Omega} f(x) v(x) \, dx \quad \forall v \in \mathcal{V}_0,$$

arising from the weak formulation of a scalar second-order, symmetric and uniformly bounded elliptic boundary value problem given in a plane bounded domain $\Omega \subset \mathbb{R}^2$ with a piecewise smooth boundary $\Gamma = \partial \Omega$. The material coefficients $\lambda(x) \geq \lambda_0 > 0 \quad \forall x \in \Omega$ have to be restricted for certain extension techniques.

The domain $\Omega$ will be decomposed into $p$ non-overlapping subdomains $\Omega_i$ ($i = 1, \ldots, p$) such that $\Omega = \bigcup_{i=1}^{p} \Omega_i$. The discretization process using Courant’s linear triangular finite elements in each subdomain $\Omega_i$ results in a conforming triangulation of $\Omega$. In the following, the indices “$C$” and “$I$” correspond to nodes belonging to the coupling boundaries $\Gamma_C = \bigcup_{i=1}^{p} \partial \Omega_i \setminus \Gamma_D$ and to the interior $\Gamma_I = \bigcup_{i=1}^{p} \Omega_i$ of the subdomains, respectively. $\Gamma_D$ is that part of $\partial \Omega$ where Dirichlet-type boundary conditions are given whereas Neumann boundary conditions will be handled as coupling boundaries.
Define the usual finite elements (FE) nodal basis

\[ \Phi = [\Phi_C, \Phi_I] = [\psi_1, \ldots, \psi_{N_C}, \psi_{N_C+1}, \ldots, \psi_{N_C+N_I}, \ldots, \psi_{N=N_C+N_I}], \]

where the first \( N_C \) basis functions belong to \( \Gamma_C \), the next \( N_I,1 \) to \( \Omega_1 \), the next \( N_I,2 \) to \( \Omega_2 \) and so on such that \( N_I = \sum_{i=1}^{p} N_{I,i} \). Then the FE isomorphism leads to the symmetric and positive definite system of equations

\[ K \mathbf{u} := \begin{pmatrix} K_C & K_{CI} \\ K_{IC} & K_I \end{pmatrix} \begin{pmatrix} \mathbf{u}_C \\ \mathbf{u}_I \end{pmatrix} = \begin{pmatrix} L_C \\ L_I \end{pmatrix} := \mathbf{f}, \]

where \( K_I = \text{blockdiag} \ (K_{I,i})_{i=1,\ldots,p} \) is block diagonal and symmetric, positive definite.

Solving system (1.3) with some parallelized iterative method, e.g., CG-method, we use the ASM-DD preconditioner

\[ C = \begin{pmatrix} I_C & -B_{IC}^T \\ O & I_I \end{pmatrix} \begin{pmatrix} C_C & O \\ O & C_I \end{pmatrix} \begin{pmatrix} I_C & O \\ -B_{IC} & I_I \end{pmatrix}. \]

This preconditioner contains the three components \( C_C, C_I = \text{diag}(C_{I,i})_{i=1,\ldots,p} \) and \( B_{IC} = \text{blockmatrix} \ (B_{IC,i})_{i=1,\ldots,p} \), which can freely be chosen in order to adapt the preconditioner to the particular of the problem under consideration. For the choice \( B_{IC,i} = -B_{I,i}K_{IC,i} \) see [HLM91]. As preconditioner \( C_C \) for the Schur complement \( S_C = K_C - K_{CI}K_I^{-1}K_{IC} \) the BPS [BPS89] and the S(chur)-BPX [TCK92] are used.

The preconditioning step \( \mathbf{w} = C^{-1} \mathbf{f} \) can be rewritten in the form

\[
\begin{aligned}
\mathbf{w}_C &= C_C^{-1} \sum_{i=1}^{p} A_{C,i}^T \left( \mathbf{r}_{C,i} + B_{I,C,i}^T \mathbf{r}_{I,i} \right) \\
\mathbf{w}_{I,i} &= C_I^{-1} \mathbf{r}_{I,i} + B_{IC,i} \mathbf{w}_C; \quad i = 1, 2, \ldots, p
\end{aligned}
\]

where \( A_i = \begin{pmatrix} A_{C,i} & A_{C,I,i} \\ A_{I,C,i} & A_{I,I,i} \end{pmatrix} \) denotes the subdomain connectivity matrix which is used for a convenient notation only. The subdomain FE assembly process which is connected with nearest neighbour communication stands behind this notation. Other DD-preconditioners and modifications of Algorithm 1 can be found in [HLM92].

Assume positive, \( h \)-independent spectral equivalence constants \( \gamma_C, \gamma_I, \gamma_C, \gamma_I \) fulfilling the spectral equivalence inequalities

\[ \gamma_C C_C \leq S_C \leq \gamma_C C_C \quad \text{and} \quad \gamma_I C_I \leq K_I \leq \gamma_I C_I. \]

If we have a constant \( c_E \) so that

\[ \left\| \begin{pmatrix} \mathbf{w}_C \\ B_{IC}\mathbf{w}_C \end{pmatrix} \right\|_\kappa \leq c_E \left\| \mathbf{w}_C \right\|_{\kappa} \quad \forall \mathbf{w}_C \in \mathbb{R}^{N_C} \]

holds then the upper and lower bounds of the condition number \( \kappa(C^{-1}K) \) [HLM91, Che93] can be estimated as

\[ \mathcal{O}(c_E^2) \leq \kappa(C^{-1}K) \leq \mathcal{O}(c_E^4). \]
In the remaining chapter we construct extension techniques defining $B_{IC,i}$ which are cheap to implement and result in a constant $c_E$ independent of or slightly dependent on the discretization parameter $h$ and the number of levels $\ell$.

In the following the subscript $i$ denoting the subdomain number will be omitted.

2 Multilevel Extension Operators

Let space $W_k$ consist of real-valued functions which are continuous on $\Omega$ and linear on the triangles in $\Omega^k$. The space $V_k$ is the space of traces on $\Gamma$ of functions from $W_k$.

The multilevel extension of a FE function $u^h \in V_\ell$ on the boundary $\partial \Omega$ into a function $u^h \in W_\ell$ in the interior of the domain $\Omega$ via the extension operator $E_M$, consists of three steps:

1. Choose the projection $Q_k$ from $V_\ell$ into $V_k$ ($k = 0, \ldots, \ell$).
2. Split the function $u^h$ into a multilevel nodal basis according to the projections $Q_k$
   \begin{align}
   \chi_0^h &= \sum_{i=1}^{N_0} Q_{0,i}^h, \\
   \chi_k^h &= (Q_k - Q_{k-1})^h. 
   \end{align}
   (2.8a)
   (2.8b)

3. Define the extensions $u_k^h \in W_k \setminus W_{k-1}$ of the function $\chi_k^h$
   \begin{align}
   u_0^h(x_i^{(0)}) &= \left\{ \begin{array}{ll}
   \chi_0^h(x_i^{(0)}) & x_i^{(0)} \in \Gamma, \\
   \chi_0^h(x_i^{(0)}) & x_i^{(0)} \not\in \Gamma,
   \end{array} \right. 
   \end{align}
   (2.9a)

   \begin{align}
   u_k^h(x_i^{(k)}) &= \left\{ \begin{array}{ll}
   \chi_k^h(x_i^{(k)}) & x_i^{(k)} \in \Gamma, \\
   0 & x_i^{(k)} \not\in \Gamma,
   \end{array} \right. 
   \end{align}
   (2.9b)

For $\chi$ we choose either the mean value of the boundary function $\chi_0^h$ or the solution of the proper PDE on the coarsest grid with Dirichlet boundary conditions $\chi_0^h$.

Now, the extension $u^h$ is simply
\begin{equation}
E_M u^h := u^h = \sum_{k=0}^{\ell} u_k^h. 
\end{equation}
(2.10)

In Algorithm 1 the discrete representation $B_{IC}^T$ of the transposed operator $E_M^T$ is needed so we prefer the recursive version of definition (2.10):
\begin{align}
   v_0 &:= u_0^h \\
   v_k &:= v_{k-1} + u_k^h & k = 1, \ldots, \ell, 
\end{align}
(2.11a)
(2.11b)
and set $E_M u^h := v_\ell$. Note that $v_k \in W_k$ is the extension of $Q_k u^h$ on level $k = 0, \ldots, \ell$.

3 Matrix Representation of Multilevel Extension Operators

Using the FE isomorphism we change from the operator description of the extension $E_M$ to the matrix representation. The bilinear FE basis $\Psi^{(k)}$ will be defined
similarly to (1.2) and the matrices $I_{C,k}$ denote the proper identities on level $k$.

The multilevel extension of a function $u^h = \sum_{i=1}^{N_{C,t}} \phi_i^h \in \mathbb{V}_t$ represented by the vector $\tilde{\beta}^h \in \mathbb{R}^{N_{C,t}}$ into a function $u = \sum_{i=1}^{N_t} u_i \phi_i^{(\ell)} \in \mathbb{W}_\ell$ represented by the vector $\mathbf{u} \in \mathbb{R}^{N_t}$ consists of three steps:

1. Determine the rectangular $N_{C,k} \times N_{C,t}$ projection matrix $Q_k$ and define the coefficients of the projection $Q_k \mathbf{u}$ in the FE nodal basis of level $k$

$$
\beta_k := Q_k \mathbf{u}, \quad k = 0, \ldots, \ell .
$$

2. According to (2.8) split the vectors $\beta_k$ into the coefficients of the multilevel nodal basis presentation of $u^h = \sum_{k=0}^{\ell} \sum_{i=1}^{N_{C,k}} \alpha_i^{(k)} \phi_i^{(k)}$. Denoting by $P_{C,k}^{k+1}, P_{I,k}^{k+1}$ the usual linear FE interpolation matrices on the proper subsets of nodes we can determine the coefficient vectors $\mathbf{a}_k$.

$$
\mathbf{a}_0 := \beta_0
$$

$$
\mathbf{a}_k := (-P_{C,k-1}^{k} I_{C,k}) \left( \frac{\beta_{k-1}}{\beta_k} \right), \quad k = 1, \ldots, \ell .
$$

3. The coefficients $v_k$ of the extensions $v_k = \sum_{i=1}^{N_{C,k}} v_i^{(k)} \phi_i^{(k)}$ are determined by

$$
\mathbf{v}_0 := \begin{pmatrix} \phi_{C,0} \\ \phi_{I,0} \end{pmatrix} = \begin{pmatrix} I_{C,0} \\ B_{I,0} \end{pmatrix} \mathbf{a}_0
$$

$$
\mathbf{v}_k := \begin{pmatrix} \phi_{C,k} \\ \phi_{I,k} \end{pmatrix} = \begin{pmatrix} I_{C,k} & P_{C,k-1}^{k} \\ 0 & P_{I,k-1}^{k} \end{pmatrix} \begin{pmatrix} \mathbf{a}_k \\ \mathbf{v}_{k-1} \end{pmatrix}
$$

Set $E_{IC} := \mathbf{v}$.

The matrix $B_{IC,0}$ can be chosen as $\frac{1}{N_{C,0}} \begin{pmatrix} 1 & \ldots & 1 \end{pmatrix} N_{I,0} \times N_{C,0}$, mapping the mean value of the boundary data into the interior. Another approach is the discrete harmonic extension on the coarsest grid with respect to the PDE, i.e., $B_{IC,0} = -K_{I,0}^{-1} K_{IC,0}$.

4 Various Multilevel Extension Techniques

Although having in mind the operator representation from Section 2 we give the following extension techniques mostly in the matrix representation from Section 3.

Note, that the theoretical results for the first two techniques below require material coefficients $\lambda(x) = \lambda_i > 0$ $\forall x \in \Omega_i$ ($i = 1, \ldots, p$) whereas the third technique is also available for more general coefficients.

The Hierarchical Extension Technique

Using just the injection from level $\ell$ to level $k$ for defining the projections $Q_k$ we get exactly the hierarchical extension technique $E_{IC}$ which was first proposed in [HLMN94]. The proofs of the following statements can be found therein.
Setting $B_{IC} := \tilde{E}_{IC}$ the constant $c_E$ in (1.6) behaves like

\[ c_E(\tilde{E}_{IC}) = O(\ln h^{-1}) = O(\ell) \quad \text{in 2D} ; \quad c_E(\tilde{E}_{IC}) = O(h^{-1}) . \]

This hierarchical extension can also be used as initial guess in an iteration approximating the extension, i.e., $B_{IC} := M_{IC}^{-1} E_{IC} + (I_I - M_{IC}^{-1})K^{-1}(I IC)$ with some iteration operator $M_I$. If there exists an $h$-independent positive constant such that $\| M_I \|_{\kappa_i} \leq \eta < 1$ holds, e.g., using multigrid to define $M_I$, then in the 2D case $s = O(\ln(h^{-1}))$ iterations are sufficient to achieve an $h$-independent constant $c_E$.

The BPX-like Extension Technique

When applying a BPX splitting with the $L_2$ ortho-projections of the boundary data $\eta^h$ the projection matrix will be expressed by $Q_k = M_{k,p,\ell}^{-1} M_{k,\ell}$, where the entries in the mass matrix $M_{k,p}$ are defined via the $L_2$ inner product $m_i^{k,(p)} = (\psi_i^{(k)}, \psi_j^{(p)})_{L_2}$.

Using bilinear FE functions in the 2D case the matrix $M_{k,p}$ possesses exactly 3 non-zero entries per row. Whereas this matrix is rather easy to invert in the 3D case this will require too much arithmetic work.

Therefore a mass lumping or the proposal in [Nep95] for defining the projection operator $Q_k$ is used. This results in an easily invertible diagonal matrix $M_{k,h}$ defining $Q_k := M_{k,h}^{-1} M_{k,\ell}$ and leads to the BPX-like extension technique $E_{IC}$ for which

\[ c_E(E_{IC}) = O(1) \]

was proved in [Nep95] for the 2D as well as for the 3D case.

Multilevel Extension Techniques Plus Smoothing

The recursive definition of the extension in (3.14) leads to the idea of an additional improvement of the extensions given above via some linear smoothing procedure $S_{I,k} : \mathbb{R}^{N_1,h} \rightarrow \mathbb{R}^{N_1,h}$, $k = 1, \ldots, \ell$ with the properties

\[
\begin{align*}
\text{High frequencies:} & \quad \| S_{I,k} u^h \|_{\kappa_i} \leq \sigma_k \| u^h \|_{\kappa_i} \forall \Phi u^h \in W_k \setminus W_{k-1} \\
\text{Low frequencies:} & \quad \| S_{I,k} u^h \|_{\kappa_i} \leq \sigma_k \| u^h \|_{\kappa_i} \forall \Phi u^h \in W_k ,
\end{align*}
\]

where the number of smoothing sweeps is denoted by $n_k$. We require smoothing factors $\sigma_k \leq 1$ independent of $h = 2^{-l}$. So, definition (3.14b) changes into

\[
\begin{pmatrix}
\psi_{C,k} \\
\psi_{I,k}
\end{pmatrix} := \begin{pmatrix}
I_{C,k} & 0 & 0 \\
-(I_{I,k} - S_{I,k}^{2^k})K_{I,C,k}^{-1} & I_{C,k} & 0 \\
S_{I,k}^{2^k} & P_{C,k}^{2^k} & P_{I,k}^{2^k}
\end{pmatrix}
\begin{pmatrix}
\alpha_k \\
\omega_{C,k-1} \\
\omega_{I,k-1}
\end{pmatrix}
\]

(4.18)

Using the hierarchical extension together with the smoothing, i.e., setting $B_{IC} = \tilde{E}_{IC}(\nu)$, it was shown in [Haa97] that in the 2D case

\[ c_E(\tilde{E}_{IC}(\nu)) \leq c \left( 1 + \sqrt{\ell} \cdot \sqrt{\sum_{k=1}^{\ell} \sum_{j=1}^{2^k} \sum_{j=1}^{2^k} \sum_{j=k+1}^{2^k} \sum_{j=1}^{2^k}} \right) = O(\ell) \]

(4.19)
holds with a positive and $h$-independent constant $c$. In comparison to the hierarchical extension the order remains the same but the constants hidden in that order statement are partially controlled by the smoothing. Now, $\nu_k = \mathcal{O}((\ln h^{-1}))$ iterations of the smoothing procedure $S_{I,k}$ are sufficient to achieve an $h$-independent constant $c_E$ so that an additional iteration, as in the hierarchical extension technique, is no longer needed.

In the BPX-like extension additional smoothing sweeps are also feasible but the theory for this is still open. In that case the parameter $\sigma_k$ will have more influence on the behavior of the constant $c_E$.

5 An Algorithmic Improvement of the Preconditioner

The improvement of Algorithm 1 is based upon three observations:

A) In Algorithm 1 the matrices $B_{IC}^T$ and $C_{I}^{-1}$ are applied to the same vector $\underline{L}_I$.

B) In the transposed operation to (3.14b) used in $B_{IC}^T$,

$$
\begin{pmatrix}
\tilde{\omega}_k & \\
\tilde{\omega}_{C,k-1} & \\
\tilde{\omega}_{I,k-1}
\end{pmatrix} := 
\begin{pmatrix}
I_{C,k} & 0 & \\
(P_{C,k-1}^T)^T & (P_{IC,k-1}^T)^T & \\
0 & (P_{I,k-1}^T)^T & \\
\end{pmatrix}
\begin{pmatrix}
\omega_{C,k} & \\
\omega_{C,I,k-1} & \\
\omega_{I,I,k-1}
\end{pmatrix},
$$

the last row is simply the usual linear restriction from the finer to the coarser grid. A similar observation for the extension technique plus smoothing in (4.18) leads to

$$
\omega_{I,k-1} := (P_{I,k-1}^k)^T (S_{I,k}^T) \omega_{I,k}. \quad (5.20)
$$

C) Perform in a multigrid algorithm at level $k$ $\nu_k$ smoothing sweeps with the iteration matrix $\bar{S}_{I,k}$, ($\bar{S}_{I,k}$ means the adjoint matrix to $S_{I,k}$ in the $K_{I,k}$-energy inner product) together with calculation and restriction of the defect. Then that brief algorithm,

$$
\omega_{I,k} := (I_{I,k} - (\bar{S}_{I,k})^{\nu_k})K_{I,k}^{-1} \underline{L}_{I,k} \quad \text{and} \quad d_{I,k-1} := (P_{I,k-1}^k)^T (\underline{L}_{I,k} - K_{I,k} \omega_{I,k}),
$$

can be simplified into

$$
d_{I,k-1} := (P_{I,k-1}^k)^T (S_{I,k}^T)^{\nu_k} \underline{L}_{I,k}. \quad (5.21)
$$

Now, choosing $\bar{S}_{I,k}$ as pre-smoother and $S_{I,k}$ as post-smoother in a multigrid algorithm defining $C_{I}$ we preserve the required symmetry and may use restriction and pre-smoothing from the implementation of the transposed extension $B_{IC}^T$. When, additionally, in that extension a coarse grid solver is used more than half of the algorithmic work can be saved when applying $C_{I}^{-1}$. This algorithmic improvement does not depend on the choice of the projections $Q_k$!

Numerical tests using this improved algorithm together with the hierarchical extension technique can be found in [Han97].
6 A test example

For checking the theoretical results concerning the behavior of the constant \( c_\vphi \) it is necessary that the spectral equivalence constants in (1.5) are independent of \( h \). Therefore, the test example consists of the PDE

\[
-\Delta u(x) = 1 \quad \text{in } \Omega = (0,1) \times (0,0.5) \quad \text{and} \quad u(x) = 0 \quad \text{on } \partial \Omega,
\]

where the domain \( \Omega \) was decomposed into two squares. Using in the preconditioner \( C \) Dryja's approach [Dry82] as Schur complement preconditioner \( C_C \) and exact solvers for \( C_C^{-1} \), we achieve \( h \)-independent spectral equivalence constants in (1.5), so the condition number of the preconditioned system \( \kappa(C^{-1}K) \) is influenced only by the extension \( B_{IC} \).

The discrete system (1.3) was solved with a preconditioned parallelized CG until a relative accuracy of \( 10^{-6} \) measured in the \( \| \cdot \|_{\kappa_{C^{-1}K}} \)-norm of the error was reached. Due to estimates (1.7) the number of CG iterations behaves like \( \mathcal{O}(c_\vphi^2) \).

On level 0 with the discretization parameter \( h = 0.25 \), i.e., just one node on the interface between the two subdomains, the automatic mesh generator produces a triangular mesh with 4 inner nodes per subdomain. All finer meshes were produced by simply subdividing each triangle into 4 congruent ones. The Gauss-Seidel smoother \( S_{I,k} \) applied \( \nu = \nu_k \)-times \( (k = 1, \ldots, \ell) \) and a coarse grid solver were used in the extension \( B_{IC} \). Whereas in Table 1 the iteration numbers connected with the

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Number of CG iterations for the test example using 2 processors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Splitting</td>
<td>( \nu )</td>
</tr>
<tr>
<td>hier.</td>
<td>0</td>
</tr>
<tr>
<td>hier.</td>
<td>1</td>
</tr>
<tr>
<td>hier.</td>
<td>2</td>
</tr>
<tr>
<td>BPX-like</td>
<td>0</td>
</tr>
</tbody>
</table>

hierarchical splitting grow linearly with the number of levels \( \ell \) the iteration numbers of the BPX-like splitting tend to an upper bound. This confirms the theoretical results from (4.15), (4.16) and (4.19). Obviously the additional smoothing sweeps decrease the number of iterations and also the condition number \( \kappa(C^{-1}K) \) rapidly.

7 Final Remarks

Although the development was done on rather simple operators, the results carry over to systems of symmetric elliptic second order PDEs resulting in symmetric \( V_0 \)-elliptic and \( V_0 \)-bounded bilinear forms. The extension techniques used in the test example work also very well in more challenging examples and result in a faster solver when the algorithmic improvement from Paragraph 4 is used; see also [Haa97].

In the latter paper, the full proof for estimate (4.19) can be found and it was shown that this estimate holds for the whole range from extension without smoothing to
the exact harmonic extension. Especially smoothing controls similar to the multigrid
slash cycle and generalized slash cycle were investigated, so that \( O(\ln \ell) \) smoothing
sweeps are sufficient to achieve a condition number \( \kappa(C^{-1}K) = O(1) \). The algorithmic
improvement from Paragraph 5 was derived in a more heuristic way. The electrical
machine with jumping coefficients and a complicated geometry proved that the new
extension method is also successfully applicable to practical problems.

The implementation and theoretical analysis of the BPX-like extension together
with smoothing sweeps will be done in a forthcoming paper. Also, a comparison to
other extension techniques proposed in [Nep91, Che93, BPV96] should be done on a
more challenging example, with respect to the CPU time needed to solve (1.1).

REFERENCES

construction of preconditioners for elliptic problems by substructuring I – IV.
domain decomposition algorithms with inexact solves. Technical report. Available
via http://www.math.tamu.edu/~james.bramble/papers.html.
[BPX90] Bramble J., Pasciak J., and Xu J. (1990) Parallel multilevel precondi-
Partially Refined Meshes and the Effect of Using Inexact Solvers PhD thesis,
Courant Institute of Mathematical Science, New York University.
[Haa97] Haase G. (May 1997) Hierarchical extension operators plus smoothing in
domain decomposition preconditioners. Applied Numerical Mathematics 23(3).
tion multiplicative Schwarz method. International Journal of Computer Math-
decomposition method. Part I: An algebraic approach. Part II: Applications to 2nd-
(Part II).
extension operators and local multigrid methods in domain decomposition
Math. Modelling 6(2).
95-3, TU Chemnitz.
Stuttgart.
242.
Defect correction for Boussinesq Flow

Wilhelm Heinrichs

1 Introduction

A defect correction method for the convection-diffusion equation is presented. In the domain decomposition context the presented technique can be used as a preconditioner on each subdomain. The discretization is performed by second-order finite difference schemes (β-schemes) where the second-order upstream scheme is combined with the standard central scheme. Higher order discretizations with spectral methods are also considered. For preconditioning the usual first-order upstream scheme is employed. The defect correction iteration is used for relaxation inside a multigrid procedure. It is shown that the smoothing analysis yields rather pessimistic results. In the practical computation the discretization error is reached in two V-cycles. Numerical results are presented which demonstrate the high efficiency of our treatment. The convection-diffusion equation yields a good model for the numerical solution of the Navier-Stokes equations with high Reynolds numbers. In many applications the second-order accuracy is necessary in order to get a realistic impression of the flow.

The β-schemes were previously analyzed by Desideri & Hemker [DH92] and Luh [Luh92]. For β = 1 we obtain the standard second-order upstream scheme and for β = 0 the central scheme. β = 1 results in Fromm's scheme. For β = 1 2 we obtain the upwind biased scheme which is of third-order accuracy. Since an iterative solver for these higher order schemes yields bad convergence factors we propose a defect correction procedure. We have had good experience with this method for spectral discretizations. Here the higher order scheme is also preconditioned by the standard first-order upwind scheme. We investigate the smoothing properties of this procedure for the convection equation. This method is used for relaxation in a multigrid cycle. In the spectral scheme the solution is approximated by Chebyshev polynomials. By a Fourier analysis it can be shown that the eigenvalues of the preconditioned operator are bounded but complex. Hence one has to employ a nonsymmetric matrix iteration for the solution. We recommend the GMRES iteration which belongs to the residual minimization methods. Clearly, for the general convection-diffusion problem the first derivatives have to be approximated according to the sign of the coefficients. Therefore
for the iterative solution we recommend flow-directed schemes. Since the Chebyshev nodes are dense near the boundary it is necessary to use line Gauss-Seidel relaxation (in an alternating manner). Finally this iterative solver is applied to the Boussinesq flow problem in vorticity-streamfunction formulation with high Rayleigh numbers.

2 Convection-diffusion Problem

Here we consider convection-diffusion problems which can in scalar, constant-coefficient form be written as

\[-\epsilon \Delta u + au_x + bu_y = f \quad \text{in} \quad \Omega = (-1,1)^2;\]

\[u = g \quad \text{on} \quad \partial \Omega,\]

where \(\epsilon = 1/Re\) and \(Re\) denotes the Reynolds number, \(f\) is defined in \(\Omega\), and \(g\) is defined on \(\partial \Omega\). \(a\) and \(b\) denote given constants. Such problems arise after a linearization of the Navier-Stokes equations or Boussinesq flow problems (see Section 3). The part \(-\epsilon \Delta u\) denotes the diffusive part and \(au_x + bu_y\) denotes the convective part of the above equation. Here we are mainly interested in convection-dominated flows where \(\epsilon \ll h\) or \(\epsilon \ll N^{-2}\). Here \(h\) denotes the step size of the finite difference (FD) scheme and \(N\) the maximal degree of the polynomials in a spectral scheme. It is well known that discretizations for this type of problem are in general unstable. One possibility to avoid the phenomenon of instability is to use upstream discretization for \(u_1^t\). An obvious disadvantage of this scheme lies in the fact that the method now becomes only first-order accurate. Hence it makes sense to use the first-order upstream scheme only as a preconditioner for a higher order scheme. We analyze the preconditioning properties of this method for the following higher order schemes:

- \(\beta\)-schemes, \(\beta \in [0,1]\),
- spectral methods.

The first-order upstream scheme is explicitly given by the upstream operator \(L_h^1\) (here in 1D):

\[L_h^1 \cong \frac{1}{h} [-1 \ 1 0].\]

The second-order hybrid scheme is the \(\beta\)-scheme \(L_h^\beta\), which is a combination of the standard second-order upstream scheme \(L_h^{su,2}\) and the second-order central scheme \(L_h^{ce,2}\):

\[L_h^\beta = \beta L_h^{su,2} + (1-\beta)L_h^{ce,2}, \quad \beta \in [0,1].\]

For all \(\beta\) we obtain at least second-order discretizations. For \(\beta = 0\) the method becomes unstable. Especially, for \(\beta = \frac{1}{2}\) we obtain a third-order scheme. Here we study the preconditioning properties of \(L_h^\beta\) for the 2D convection operator

\[au_x + bu_y.\]

The defect correction iteration is defined by the operator

\[M_h = I_h - \omega (L_h^1)^{-1} L_h^\beta, \quad \beta \in [0,1].\]
Here $\omega$ denotes a relaxation parameter which should accelerate the convergence speed. By a Fourier analysis for the Fourier components $\theta (\bar{\theta} = \theta)$ in 1D, $\bar{\theta} = (\theta_1, \theta_2)$ in 2D) the above operator $M_h$ leads to the amplification factor

$$\mu(\bar{\theta}) = 1 - \omega \frac{\lambda^\beta(\bar{\theta})}{\lambda^1(\bar{\theta})},$$

where $\lambda^\beta(\bar{\theta})$ and $\lambda^1(\bar{\theta})$ denote the factors of the Fourier analysis for the operators $L^\beta_h$ and $L^1_h$. Now the convergence factor $\rho$ of the defect correction procedure is defined as the supremum of $\mu(\bar{\theta})$ taken over all frequencies $\bar{\theta} \in (-\pi, \pi]$ in 1D and $\bar{\theta} \in (-\pi, \pi]^2$ in 2D:

$$\rho(M_h) := \sup_{\bar{\theta} \in (-\pi, \pi]} |\mu(\bar{\theta})|.$$

Furthermore, we are interested in defect correction as a smoother in a multigrid procedure. The efficiency of a smoother can be measured by means of the smoothing rate $\mu_\beta$. This rate can be obtained by taking the above supremum only for the high frequencies $|\bar{\theta}| := \max(|\theta_1|, |\theta_2|) \in (\frac{\pi}{2}, \pi] :$

$$\mu_\beta := \sup_{\bar{\theta} \in (\frac{\pi}{2}, \pi]} |\mu(\bar{\theta})|.$$

The Fourier analysis of Luh [Luh92] makes it clear that for all $\beta \in [0,1]$, $\omega$ and independent of the alignment $\frac{b}{a}$ the prediction

$$\rho(M_h) = 1$$

holds.

However, in the multigrid procedure we are more interested in the damping only of the high frequencies. Here we consider the special cases $\beta = 1$ and $\beta = \frac{1}{2}$. From the analysis in [Luh92] we observe:

- $\beta = 1$, $\omega_{\text{opt}} = 0.68$: $\mu_1 \leq 0.77$,

- $\beta = \frac{1}{2}$, $\omega_{\text{opt}} = 1.00$: $\mu_{\frac{1}{2}} \leq 0.72$.

For $\beta = 1$ the optimal parameter $\omega$ is about 0.68 for all alignments $\frac{b}{a}$. The corresponding smoothing rate $\mu_1$ is decreasing for increasing alignment. The maximum is attained at $\frac{b}{a} = 0.1$ where $\mu_1 = 0.77$. For $\beta = \frac{1}{2}$ the value $\omega_{\text{opt}} = 1$ yields a quite good choice for all alignments $\frac{b}{a}$. For $\beta = 0$ the smoothing rate $\mu_0$ is always equal to 1 (independent of the parameter choice of $\omega$). From these considerations it becomes clear that the smoothing rates are rather bad compared to the usual rates for symmetric problems (e.g., the Poisson problem).

Here we apply a standard multigrid method. The transfer operators are given by full weighting restriction and bilinear interpolation. For relaxation we choose the already mentioned Richardson iteration with defect correction. It is explicitly defined as follows:

$$u_h^{k+1} = u_h^k - \omega (L_h^\beta)^{-1} \left( L_h^\beta u_h^k - f_h \right)$$
for \( j = 0, 1, 2, \ldots \), \( u_h^0 \) denotes an initial approximation, which is chosen to be identically zero. \( \omega \) denotes the relaxation parameter. Optimal choices are given by the smoothing analysis. Instead of solving the first-order problem relative to \( L_h^1 \) exactly we employ a lexicographic Gauss-Seidel step, which nearly yields an exact solver if \( a, b > 0 \).

If \( a \) and \( b \) have different sign then after a renumbering of the grid points the same effect can be achieved. In case of variable coefficients \( a \) and \( b \) which change sign one has to use the flow directed point relaxation. Here we consider a multigrid method with 7 grids and corresponding step sizes \( h_\nu = \frac{1}{\sqrt{2^\nu}} \), \( \nu = 1, \ldots, 7 \). In general, we employ a \( V \)-cycle. Other cycle structures as \( W \)-cycle, \( F \)-cycle or the full multigrid technique could not improve the convergence speed significantly. We employ two relaxations before and one after the coarse grid correction. The results are compared with the pure Richardson iteration without using multigrid. The absolute errors between the exact solution and the iterates are measured in the discrete \( L^1 \) and \( L^2 \) norms: \( L^1, L^2 \).

By \( Q(L1) \), \( Q(L2) \) we denote the quotient of the errors for two successive iterates. Numerical results are provided for the example where the exact solution is given by

\[
u(x, y) = \sin \left( 8\pi (y - \frac{b}{a} x) \right),
\]

where \( a = 4 \), \( b = 1 \) and \( \epsilon = 10^{-6} \) (see Y. Luh [Luh92]). The right hand side \( f \) and the Dirichlet boundary conditions are determined by \( u \). We present results for \( \beta = 1 \). The corresponding numerical results are given in Table 1.

<table>
<thead>
<tr>
<th>IT</th>
<th>( L^1 )</th>
<th>( L^2 )</th>
<th>( Q(L1) )</th>
<th>( Q(L2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.28 \cdot 10^{-2}</td>
<td>5.42 \cdot 10^{-2}</td>
<td>0.067</td>
<td>0.076</td>
</tr>
<tr>
<td>2</td>
<td>2.44 \cdot 10^{-2}</td>
<td>3.04 \cdot 10^{-2}</td>
<td>0.569</td>
<td>0.560</td>
</tr>
<tr>
<td>3</td>
<td>2.42 \cdot 10^{-2}</td>
<td>3.01 \cdot 10^{-2}</td>
<td>0.994</td>
<td>0.989</td>
</tr>
</tbody>
</table>

The numerical results show the highly improved efficiency of the \( V \)-cycle. There is nearly no improvement by using other cycle structures. In particular, the first rate of the multigrid scheme is very small and yields already an error which is nearly equal to the discretization error. Hence in general it can be seen that 2 or 3 \( V \)-cycles are enough to reach the truncation error. So the smoothing analysis gives rather pessimistic results. In practice, the discretization error is reached very fast. By comparing the results for different step sizes we also confirm at least second-order accuracy. For \( \beta = \frac{1}{2} \) we obtain a third-order method. Here we obtain the most precise results. For increasing \( \beta \) the results become less accurate.

Let us now consider the case of variable coefficients \( a, b \), i.e., \( a = a(x, y), b = b(x, y) \). For the iterative solution we recommend flow directed schemes. For smoothing it is recommended to use alternate iterations of FDHI (Flow Directed Horizontal Iterations) and FDVI (Flow Directed Vertical Iterations). In the literature this combination is called FDHVI (see [DM92], [HIK88]). The iterative scheme FDHI is a variant of line Gauss-Seidel relaxation. Han et al. [HIK88] describe a procedure based on directed graphs to partition and order the unknowns of the Gauss-Seidel process. This is performed by inspection of the coefficient matrix. Nevertheless, this algorithm
is expensive for nonlinear problems, like those coming from the Navier-Stokes or Boussinesq equations, when the coefficients are solution-dependent and require the reconstruction of the directed graph several times. The penalty for such a choice is proportional to the number of mesh points. Here the FDHVI scheme is applied to the Boussinesq flow problem.

3 The Boussinesq Flow Problem

The problem specifically considered here is that of the two-dimensional flow of a Boussinesq fluid of Prandtl number $Pr = 0.71$ (i.e., air) in an upright square cavity (see [BWD90], [Dav83]). The walls are non-slip and impermeable. The horizontal walls are adiabatic and the vertical sides are at fixed temperatures. In addition to the Navier-Stokes equations we have one further equation for the temperature $T$. By $Ra$ we denote the Rayleigh number. The Boussinesq flow problem in vorticity-streamfunction formulation reads as follows:

$$4\Delta\psi + \omega = 0 \text{ in } \Omega = (-1,1)^2, \quad (3.4)$$

$$-2Pr\Delta \omega + \frac{\partial}{\partial x} (v_1 \omega) + \frac{\partial}{\partial y} (v_2 \omega) = RaPr \frac{\partial T}{\partial x} \text{ in } \Omega, \quad (3.5)$$

$$-2\Delta T + \frac{\partial}{\partial x} (v_1 T) + \frac{\partial}{\partial y} (v_2 T) = 0 \text{ in } \Omega. \quad (3.6)$$

As usual $(v_1, v_2)^t$ denotes the velocity, $\psi$ fulfills homogeneous Dirichlet boundary conditions and $T$ fulfills mixed Dirichlet/Neumann boundary conditions. The homogeneous Neumann boundary conditions correspond to the fact that the horizontal walls are adiabatic.

Now the equations (4)–(6) are linearized by a Quasi-Newton method, where the velocity from the previous iteration is employed. The linearized system is then approximately solved by a spectral multigrid (SMG) method (see [Hei88a], [Hei88b], [Hei92], [Hei93]). In the spectral scheme the solution is approximated by polynomials in $P_N$, $N \in \mathbb{N}$ where $P_N$ denotes the space of polynomials of degree $\leq N$. The discretization is performed by a pseudo spectral (or collocation) method in the Chebyshev-Gauss-Lobatto nodes. In the SMG method we use the same components as already introduced. We employ the FDHVI iteration for preconditioning. In order to handle the complex eigenvalues of the preconditioned spectral operator we employ nonsymmetric matrix iterations. Here we choose the GMRES iteration.

By using these components we numerically calculated for various Rayleigh numbers and mesh sizes the following quantities:

- $|\psi|_{mid}$: absolute value of the streamfunction at the midpoint of the cavity,
- $|\psi|_{max}$: maximum absolute value of the streamfunction,
- $v_{1,max}$: maximum horizontal velocity on the vertical mid-plane of the cavity,
- $v_{2,max}$: maximum horizontal velocity on the horizontal mid-plane of the cavity.

The local heat flux in a horizontal direction at any point in the cavity is given
by
\[ Q := v_1 T - 2 \frac{\partial T}{\partial x}. \]

Let us further introduce the following Nusselt numbers:

\[ \overline{Nu} := \frac{1}{4} \int_{-1}^{1} \int_{-1}^{1} Q(x, y) dx dy : \text{average Nusselt number throughout the cavity,} \]
\[ Nu_\perp := \frac{1}{2} \int_{-1}^{1} Q(0, y) dy : \text{average Nusselt number on the vertical mid-plane,} \]
\[ Nu_0 := \frac{k}{\lambda} \int_{-1}^{1} Q(-1, y) dy : \text{average Nusselt number on the vertical boundary.} \]

The above integrals in the definition of \( \overline{Nu}, Nu_\perp \) and \( Nu_0 \) are evaluated by the Clenshaw-Curtis quadrature. In Table 2, we present the numerical results for the Rayleigh numbers \( Ra = 10^6 \). The numerical results are in good accordance with the results obtained in [Dav83].

| N  | \( |\psi|_{mid} \) | \( |\psi|_{max} \) | \( v_{1, max} \) | \( v_{2, max} \) | \( N_u \) | \( N_{\perp} \) | \( N_{0} \) |
|----|-----------------|-----------------|-----------------|-----------------|--------|--------|--------|

REFERENCES


Adaptive Meshes for the Spectral Element Method

Li-Chieh Hsu and Catherine Mavriplis

1 Introduction

The spectral element method [Pat84] is a high order domain decomposition method for the solution of nonlinear time-dependent partial differential equations. The method has been successfully used in the solution of the Navier-Stokes equations for direct simulation of many complex fluid flows e.g., [Kar90, FR94]. Although the method is, in theory, very powerful for complex phenomena such as transitional flows, practical implementation of domain decomposition for optimal resolution of complex features limits its performance. For instance, it is hard to estimate the appropriate number of elements for a specific case. A priori selection of regions to be refined or coarsened is difficult especially as the flow becomes more complex and memory limits of the computer are stressed.

In this paper we present an adaptive spectral element method in which decomposition of the domain is automatically determined in order to capture underresolved regions of the domain and to follow regions requiring high resolution as they develop in time. The objective is to provide the best and most efficient solution to a time-dependent nonlinear problem by continually optimizing resource allocation.

Previously [Mav94], the advantages of such an adaptive scheme were shown to be significant; singularities, thin internal or boundary layers may be resolved by automatic detection and refinement. In [Mav94], the relative merits of the refinement options available for spectral elements were demonstrated in one dimension and a simple two-dimensional example was given. In this paper, we offer a more complete description of the two-dimensional adaptive method. The spectral element method provides two modes of resolution refinement: increase in the number of elements (h-refinement) and increase in the polynomial order of the basis functions on each element (p-refinement). In this paper, for simplicity, the refinement options are limited to h-refinement only.

In the following, the spectral element method is briefly reviewed and the adaptive algorithm is described. Example calculations are then presented for two-dimensional heat conduction and Stokes flow problems.
2 Discretization

Our objective is to simulate complex flows by solving the incompressible Navier-Stokes equations:

\[
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\frac{1}{\rho} \nabla p + \nu \nabla^2 \mathbf{u},
\]

\[
\nabla \cdot \mathbf{u} = 0,
\]

where \( \mathbf{u} \) is the velocity vector, \( p \) is the pressure, \( \rho \) is the density and \( \nu \) is the kinematic viscosity. A time splitting scheme [OK80]:

\[
\frac{\hat{\mathbf{u}} - \mathbf{u}^n}{\Delta t} = \sum_{r=0}^{2} \beta_r (-\mathbf{u} \cdot \nabla \mathbf{u})^{n-r},
\]

\[
\nabla^2 p^{n+1} = \frac{\rho}{\Delta t} \nabla \cdot \hat{\mathbf{u}},
\]

\[
\frac{\hat{\mathbf{u}} - \hat{\mathbf{u}}}{\Delta t} = -\frac{1}{\rho} \nabla p^{n+1},
\]

\[
\frac{\mathbf{u}^{n+1} - \hat{\mathbf{u}}}{\Delta t} = \nu \nabla^2 \mathbf{u}^{n+1},
\]

where \( \hat{\mathbf{u}} \) and \( \hat{\mathbf{u}} \) are intermediate time step values of velocity between the \( n \)th and \( n+1 \)st time steps, is used to treat the nonlinear terms explicitly, in this case by third order Adams-Bashforth with coefficients \( \beta_r \), while treating the diffusion and pressure terms implicitly. The pressure and velocities are governed by Helmholtz problems which are discretized by the spectral element method as follows.

For a model Helmholtz equation

\[(\nabla^2 - \lambda^2) \phi = g,\]

we take the variational form

\[-\int \nabla \phi \cdot \nabla \psi dx - \lambda^2 \int \phi \psi dx = \int g \psi dx \quad \forall \psi\]

and substitute discrete approximations to all variables following

\[
\phi^K = \sum_{p=0}^{N} \sum_{q=0}^{M} \phi_{pq}^k h_p(r) h_q(s), \quad (2.1)
\]

where the \( h \) functions are the Lagrangian interpolants based on the orthogonal set of Legendre polynomials of high degree \( N \) or \( M \) and \( r, s \) are the local coordinates on each element \( k \). Performing Gauss-Lobatto quadrature and summing contributions from adjacent elements we obtain the global matrix equation

\[(A - \lambda^2 B) \phi = B g,\]

where \( A \) is the discrete Laplacian operator and \( B \) is the mass matrix. The matrix equation is solved by preconditioned conjugate gradient iteration.
For adaptivity and local refinement, the nonconforming formulation is advantageous since it allows elements to abut in arbitrary manners. For example, a conforming mesh is shown in Fig. 2(a) and a nonconforming mesh is shown in Fig. 3(a). In this case, the matrix equation becomes

\[ Q^T (A - x^2 B) Q \phi = Q^T B g \]

where \( Q \) is a transformation matrix which provides an \( L^2 \) minimization of the jump in variables on the nonconforming interface [MMP89].

3 The Adaptive Method

The adaptive spectral element method is designed to have low cost and high efficiency in solving complex time-dependent physical problems. The adaptivity is based on error estimators which determine which regions need more resolution. The solution strategy is as follows: compute an initial solution with a suitable initial mesh, estimate errors in the solution locally in each element, modify the mesh according to the error estimators, interpolate the old mesh solutions onto the new elements, and resume the numerical solution process. This solution process is visualized in the flowchart below (Fig. 1).

The error estimators are based on a posteriori estimates of the \( L^2 \) and \( H^1 \) errors in the spectral representation of the solution on each element [Mav90]. For simplicity, we present the one-dimensional \( L^2 \) error estimate on element \( k \), \( e_{est}^k \), as

\[ e_{est}^k = \left( \frac{a_n^k}{2N+1} + \int_{N+1}^{\infty} \frac{(a^k(n))^2}{2n+1} dn \right)^{1/2}. \]

\( a^k_n \) is the one-dimensional spectrum of the numerical solution \( \phi^k_n \), defined by the elemental spectral discretization (similar to Eqn. 2.1 but in one dimension) rewritten in terms of the Legendre polynomials \( P_n \) of order \( n \) as

\[ \phi^k_n = \sum_{n=0}^{N} a^k_n P_n(r). \]

The \( a^k(n) \) function in the error estimate is a model least squares best fit to the last four spectrum points \( (n = N - 3, N) \), which is used to extrapolate the spectrum to infinity in order to estimate the truncation error. In two dimensions, the spectrum is a two-dimensional tensor \( a^k_{nm} \). The two-dimensional elemental error estimate \( e_{est}^k \) for element \( k \) is made up of the sum of all \( e_{est}^k \) and \( e_{est}^k \) for each \( m = 0, M \) and \( n = 0, N \), respectively, as well as an extrapolation for \( n > N \) and \( m > M \). In practice, we find that these error estimators are very robust and quite accurate as shown in [Mav90, Mav94] and in the following examples. The value of the estimate \( e_{est}^k \) on each element is used to decide whether to adapt or not; if it is greater than a chosen upper error tolerance level, then the particular element \( k \) is refined. Similarly, if it is lower than a chosen lower error tolerance level than the element may be coarsened. Coarsening with \( h \)-refinement can be difficult to be made robust and, hence, was not implemented in this paper. While local error estimates are used to determine which
regions should be refined, the slopes of the spectrum are used as criteria in choosing the direction of the \( h \)-refinement: a lower slope in the \( r \) direction indicates that the quality of the solution is poorer in the \( r \) direction than in the \( s \) direction and hence the element is split in the \( r \) direction rather than in the \( s \) direction.

Once the new grid has been defined, the current (old) time step solution must be interpolated onto the new topology. The location of the new elements and their Gauss-Lobatto collocation points are determined in the old mesh. Then, through the use of the Lagrangian interpolants from the old mesh, the calculation of the new values of the solution on the Gauss-Lobatto collocation points of the new grid is straightforward. The high order of the spectral element method minimizes errors in this interpolation step of the adaptive process.

There are many factors which affect the efficiency of the adaptive refinement, such as the location of the split position in the split element, the order of the basis functions,
the new position for moving a boundary in the case of lowest cost refinement. The
frequency of adaptivity and the tolerance for terminating the adaptive process also
affect the efficiency of the method. Therefore, an optimal strategy of adaptive process
remains a key point to increasing efficiency. Development of such a strategy is under
way but is not reported here.

4 Illustrations

Heat Conduction

As mentioned previously, the Helmholtz/Poisson equation forms the core of our Navier-
Stokes solver, hence, we first present a Poisson test problem in order to validate our
method. The problem is one of two-dimensional heat conduction in a plate where the
left and upper walls are held at temperature of 100 while the two other walls are held
at temperature of 0 as shown in Fig. 2(a). The discontinuity of the two competing
Dirichlet temperature boundary conditions at the upper right and lower left corners
necessitates fine resolution since the spectral representation of a discontinuity leads
to poor results. The initial solution was calculated with six equal-sized elements and
is shown in Fig. 2. The unphysical kinks in temperature contour lines near the edges
of the domain indicate that the numerical solution is poor. The adaptive method
affected ten splits in both the upper right and lower left regions for a final solution
using 26 elements (shown in Fig. 3(a)). The polynomial order in each element is four.
The final solution shown in terms of contours of constant temperature in Fig. 3(b)
is much improved. Error estimates (as defined in Section 1.3) have been reduced by
approximately two orders of magnitude in all elements with exception for the smallest
corner elements which contain the discontinuities.

Driven Cavity Stokes Flow

We now turn to a Stokes flow (where the nonlinear terms of the Navier-Stokes
equations are negligible for very low Reynolds numbers): two-dimensional laminar flow
in a cavity is used to illustrate how the adaptive process performs. This flow serves as a
very popular test case (e.g., see references within [PT83]). There are discontinuities in
velocity at the upper corners, where \( u = 0 \) from the no-slip condition on the vertical
walls and \( u = 1 \) from the imposed driving flow on the upper wall. At these points
there is a singularity as the vorticity becomes infinite. The driven cavity flow is solved
adaptively starting with polynomials of order four on the four equal-sized element
grid shown in Fig. 4(a). The Reynolds number for this case is 15. Fig. 5(a) presents
the final mesh after a series of adaptation steps. Splitting of elements occurs around
the upper corners where the singularities are. In Fig. 5(b), where the streamlines are
plotted, we see the solution with 24 elements is well defined in most areas even near
the singularities. Indeed, it is significantly improved over the nonadapted initial case
shown in Fig. 4(b). The error estimate (as defined in Section 1.3) has been reduced to
\( 10^{-2} \) in all elements except the smallest corner elements containing the singularities.
These solutions are steady results calculated by an unsteady Stokes solver. The \( \times 

points in the figures represent locations where the velocities were monitored in time
to determine a steady result.

**Figure 2** Heat conduction example before adaptive refinement: (a) elemental mesh (b) temperature contour lines

**Figure 3** Heat conduction example after adaptive refinement: (a) elemental mesh (b) temperature contour lines

5 Conclusion

An adaptive spectral element method for the direct simulation of incompressible flows has been developed. The adaptive algorithm effectively diagnoses and refines regions of the flow where complexity of the solution requires increased resolution. The method has been demonstrated on two-dimensional examples in heat conduction and Stokes flows. The refinement has been limited to $h$-refinement for this paper. In the future, $p$-refinement will be combined with $h$-refinement for improved accuracy and efficiency.
Figure 4  Driven cavity flow before adaptive refinement: (a) elemental mesh (b) streamlines

Figure 5  Driven cavity flow after adaptive refinement: (a) elemental mesh (b) streamlines
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Optimized Krylov-Ventcell method. Application to convection-diffusion problems

Caroline Japhet

1 Introduction

In this paper a domain decomposition method with non-overlapping subdomains is presented, applied to the convection-diffusion problem:

\[ \mathcal{L}(u) = cu + a(x,y) \frac{\partial u}{\partial x} + b(x,y) \frac{\partial u}{\partial y} - \nu \Delta u = f \text{ in } \Omega \]
\[ \mathcal{C}(u) = g, \text{ on } \partial \Omega \]

where \( \Omega \) is a bounded open set of \( \mathbb{R}^2 \), \( a = (a, b) \) is the velocity field, \( \nu \) is the viscosity, \( \mathcal{C} \) is a linear operator, \( c \) is a constant which could be \( c = \frac{1}{\Delta t} \) with \( \Delta t \) a time step of a backward-Euler scheme for solving the time dependent convection-diffusion problem. The strategy could be applied to other PDE's.

Substructuring formulation

Let \( \Omega = \bigcup_{i=1}^{N} \tilde{\Omega}_i \), \( \Omega_i \cap \Omega_j = \emptyset, i \neq j \). We denote by \( \Gamma_{i,j} \) the common interface to \( \Omega_i \) and \( \Omega_j, i \neq j \). The outward normal from \( \Omega_i \) to \( \Omega_j \) is \( n_{i,j} \) and \( \tau_{i,j} \) is a tangential unit vector.

The additive Schwarz algorithm [Lio89] is:

\[ \mathcal{L}(u_i^{n+1}) = f, \text{ in } \Omega_i \]
\[ B_{i,j}(u_i^{n+1}) = B_{i,j}(u_j^n), \text{ on } \Gamma_{i,j}, i \neq j \]
\[ \mathcal{C}(u_i^{n+1}) = g, \text{ on } \partial \Omega_i \cap \partial \Omega \]

Where \( B_{i,j} \) is an interface operator.

In [NRdS95], this algorithm is interpreted as a Jacobi algorithm applied to the interface problem

\[ (Id - T)(H) = G \]
where \( \mathcal{T} \) is an interface operator, \( G \) a second member only depending on \( f \) and \( g \). To accelerate convergence, the Jacobi algorithm is replaced by a BICGSTAB [Van92] or GMRES [SS86] algorithm.

In this paper, to accelerate convergence again, the interface conditions \( B_{i,j} \) between subdomains are chosen as partial differential operators of order 2 in the tangential direction to the interface, which minimize the rate of convergence of the Schwarz algorithm. We denote them by Optimized Order 2 conditions (OO2). To introduce them, other interface conditions are first recalled.

**Interface conditions**

General interface operators of order 2 in the tangential direction,

\[
B_{i,j} = \frac{\partial}{\partial n_{i,j}} + c_1 + c_2 \frac{\partial}{\partial \tau_{t_j,i}} + c_3 \frac{\partial^2}{\partial \tau_{t_j,i}^2}, \quad B_{j,i} = \frac{\partial}{\partial n_{j,i}} + c_4 + c_5 \frac{\partial}{\partial \tau_{t_j,i}} + c_6 \frac{\partial^2}{\partial \tau_{t_j,i}^2} \tag{1.3}
\]

where \( c_m \) are constants, \( 1 \leq m \leq 6 \).

In [Des90], [CQ95], the interface conditions are of order 0:

**Taylor order 0 interface conditions \((T0)\)**

\[
B_{i,j} = \frac{\partial}{\partial n_{i,j}} - \frac{a.n_{i,j} - \sqrt{(a.n_{i,j})^2 + 4cv}}{2\nu} \tag{1.4}
\]

and \( B_{j,i} \) is defined as in \( B_{i,j} \), replacing \( n_{i,j} \) by \( n_{j,i} \).

In [NRd96], [NR96], the interface conditions are of order 2:

**Taylor order 2 interface conditions \((T2)\)**

\[
B_{i,j} = \frac{\partial}{\partial n_{i,j}} - \frac{a.n_{i,j} - \sqrt{(a.n_{i,j})^2 + 4cv}}{2\nu} + \frac{a.\tau_{t_j,i}}{\sqrt{(a.n_{i,j})^2 + 4cv}} \frac{\partial}{\partial \tau_{t_j,i}} \tag{1.5}
\]

\[
- \frac{\nu}{\sqrt{(a.n_{i,j})^2 + 4cv}} \left( 1 + \frac{a.\tau_{t_j,i}^2}{(a.n_{i,j})^2 + 4cv} \right) \frac{\partial^2}{\partial \tau_{t_j,i}^2}
\]

and \( B_{j,i} \) is defined as in \( B_{i,j} \), replacing \( n_{i,j} \) by \( n_{j,i} \) and \( \tau_{i,j} \) by \( \tau_{j,i} \).

Conditions (1.4), (1.5) can be seen as Taylor approximations of order 0 and order 2, for low wave numbers, of the artificial boundary conditions \[EM77],[Ha86]:\]

If \( \Omega = \mathcal{R}^- \times \mathcal{R}, \Omega_i = \mathcal{R}^+ \times \mathcal{R}, \) and \( \Gamma_{i,j} \) is the axis \( x = 0 \), the artificial boundary conditions are \( \partial_x - \Lambda^-, \partial_x - \Lambda^+ \), with \( \Lambda^- \) the Dirichlet to Neumann operator of the right half plane defined as \( \Lambda^- : u_0 \rightarrow \frac{\partial w}{\partial x}(0,y) \) with \( w \) such as

\[ \mathcal{L}(w) = 0, \quad x > 0, \quad w(0,y) = u_0(y) \text{ at } x = 0, \text{ and } w \text{ bounded at infinity} \]

The Dirichlet to Neumann operator of the left half plane \( \Lambda^+ \) is defined in the same way. When the coefficients of \( \mathcal{L} \) are constant, if we denote by \( \Lambda_{op}^+ \) and \( \Lambda_{op}^- \) the Taylor approximations of order 0 or 2, for low wave numbers, of \( \Lambda^+ \) and \( \Lambda^- \), they satisfy:

\[
\Lambda_{op}^+ + \Lambda_{op}^- = \Lambda^+ + \Lambda^- = \frac{a}{\nu} \tag{1.6}
\]

Then, \( B_{i,j} = \partial_x - \Lambda_{op}^- \), \( B_{j,i} = \partial_x - \Lambda_{op}^+ \), and \( B_{j,i} \) can be obtained from \( B_{i,j} \), using (1.6). So in (1.3) the coefficients \( c_4, c_5, c_6 \) are obtained from \( c_1, c_2, c_3 \) (or reciprocally).
In [TB94], interface operators of order 1 are used: $c_3 = c_6 = 0$. The coefficients $c_1, c_2, c_4, c_5$ are chosen in order to minimize the convergence rate. As the minimization problem on the four parameters is very costly, an approximate minimization problem is solved, but it may lead to non convergence in some cases. The link between $B_{i,j}$ and $B_{j,i}$ as in (1.6) has not been done.

2 OO2 interface conditions

In this paper, the interface conditions are of order 2 as in (1.3) and are chosen as follows:

- First we link $B_{i,j}$ and $B_{j,i}$ as in (1.6). This means that $c_4, c_5, c_6$ are obtained from $c_1, c_2, c_3$:
  - $c_1 = c_1(a.n_{i,j} a.\tau_{i,j})$, $c_2 = c_2(a.n_{i,j} a.\tau_{i,j})$, $c_3 = c_3(a.n_{i,j} a.\tau_{i,j})$, and
  - $c_4 = c_1 + \frac{a.n_{i,j}}{2}$, $c_5 = c_2(a.n_{j,i} a.\tau_{j,i})$, $c_6 = c_3(a.n_{j,i} a.\tau_{j,i})$. So we only have to determine $c_1, c_2, c_3$.
- Then, we choose $c_1 = -\frac{a.n_{i,j} - \sqrt{(a.n_{i,j})^2 + 4\alpha}}{2\nu}$ so that the interface condition is exact for the lowest wave number.
- Finally, we compute $c_2$ and $c_3$ by minimizing the convergence rate of the Schwarz algorithm in the case of 2 subdomains and constant coefficients.

Advantages (N subdomains case): The minimization problem on $c_2$ and $c_3$ is on a set of conditions which verify (1.6), i.e. on a set of conditions which ensures (adding a condition on the sign of $c_2$) the convergence of the Schwarz algorithm (see [NN94]). So an approximate minimization problem on the same set of conditions will also ensure the convergence. In the case of 2 subdomains, the convergence is proved by computing explicitly the convergence rate. When the domain is decomposed in N subdomains (strips) the convergence rate is estimated in function of the convergence rate of the 2 subdomain case and the decomposition geometry. The convergence is proved by using techniques issued from formal language theory (see [NN94]).

The minimization problem on $c_2$ and $c_3$ is sought in term of wave numbers $k$: we minimize the maximum of the convergence rate function $k \to \rho(k, c_2, c_3)$ on the interval $|k| \leq k_{\text{max}}$ where $k_{\text{max}}$ is a given constant, $k_{\text{max}} > 0$ (in the discrete case, $k_{\text{max}} = \frac{\text{constant}}{h}$ where $h$ is the mesh size in y) (see [Jap96]).

The study of the function $\rho$ leads us to determine only one parameter, which is a low wave number $k_{\text{int}}$ (see Figure 1). This parameter is computed with a dichotomy algorithm, which is not costly. With $k_{\text{int}}$ we can compute $c_2 = c_2(k_{\text{int}})$ and $c_3 = c_3(k_{\text{int}})$.

**Theorem 2.1** Let $\Omega$ be decomposed in 2 subdomains, with $a \in R$, $a \neq 0$, $b = 0$ and $c \geq 0$ in (1.1). Let $k_{\text{max}} = \frac{2}{h}$ where $h$ is the mesh size, and let $\rho_{\text{max}}(k)_{|C}$ be the maximum of $\rho$ on $0 \leq k \leq k_{\text{max}}$ with the interface condition IC. Let $\alpha = 1 + \frac{|\nu|}{a^2}$.

Then, when $h \to 0$:

- $(\rho_{\text{max}}) T_0 \approx 1 - \frac{2}{\pi} \alpha \frac{|\nu| h}{\nu}, (\rho_{\text{max}}) T_2 \approx 1 - \frac{4}{\pi} \alpha \frac{|\nu| h}{\nu}, (\rho_{\text{max}}) OO2 \approx 1 - 8\alpha \frac{|\nu| h}{\nu}$.
So the condition number is asymptotically much better for OO2 than for Taylor T0 or T2 interface conditions.

3 Numerical results

Let the problem be: \( L(u) = f \), \( 0 \leq x \leq 1, 0 \leq y \leq 1 \)
with \( u(0,y) = \frac{\partial u}{\partial x}(1,y) = 0, 0 \leq y \leq 1, \frac{\partial u}{\partial y}(x,1) = 0, u(x,0) = 1, 0 \leq x \leq 1. \)

We consider a rectangular finite difference grid with a mesh size \( h \). The operator \( L \) and \( B_{ij} \) are discretized by a standard upwind difference scheme (see [Fle90]). The unit square is decomposed into \( N \) rectangles with one overlapping mesh cell.

Remark: another discretization could be used, with a non-overlapping decomposition.

Algorithm:
The interface problem (1.2) is solved by a BiCGstab algorithm. This involves solving \( N \) independent subproblems which can be done in parallel. Each subproblem is solved by a direct method;
- First we compute the \( LU \) factorization of the matrix corresponding to the discretization of the subproblems. This is a parallel task.
- Then at each iteration of BiCGstab, we solve in parallel the subproblems using this \( LU \) factorization.

Important point: Each iteration has the same cost for all the interface conditions OO2, (1.4), (1.5), and Dirichlet, because the use of order 2 conditions does not increase the bandwidth of the local matrix.

We are more interested in the stationary case, so we take \( c = 10^{-6} \) in the following results. The convergence is also significantly better when \( c >> 1. \)

The OO2 interface conditions give a significantly better convergence which is independent of the convection velocity angle to the interfaces (see Figure 2 and
Figure 2  Error versus the number of iterations. Normal velocity to the interfaces, $16 \times 1$ subdomains, $a = y$, $b = 0$, $\nu = 0.01$, $c = 10^{-6}$, $h = \frac{1}{240}$.

One of the advantages to have a convergence independent of the convection velocity angle to the interfaces is that for a given number of subdomains, the decomposition of the domain (in strips or in rectangles) doesn’t affect the convergence (see Figures 2 and 4).

Figure 5 shows that the convergence with OO2 interface conditions is significantly better for a more general convection velocity (a rotating velocity) with a decomposition in $8 \times 4$ rectangles. The OO2 interface conditions are easy to implement and not cost increasing at each iteration. We observed numerically that the convergence with the OO2 interface conditions is also practically independent of the viscosity $\nu$.

Moreover the OO2 interface conditions can be seen as a preconditioner for iterative methods, and the convergence for the studied numerical cases is independent of the mesh size (see Figures 6 and 7).
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Figure 3 Error versus the number of iterations. Tangential velocity to the interfaces, $16 \times 1$ subdomains, $a = y$, $b = 0$, $\nu = 0.01$, $c = 10^{-6}$, $h = \frac{1}{320}$.


**Figure 4** Error versus the number of iterations.

$4 \times 4$ subdomains, $a = y$, $b = 0$, $\nu = 0.01$, $c = 10^{-6}$, $h = \frac{1}{384}$, with conditions of order 0 at cross points.

**Figure 5** Error versus the number of iteration.

$8 \times 4$ subdomains, $\nu = 0.01$, $c = 0$, $h = \frac{1}{240}$, $a = -\sin \left( \pi (y - \frac{1}{4}) \right) \cos \left( \pi (x - \frac{1}{4}) \right)$, $b = \cos \left( \pi (y - \frac{1}{4}) \right) \sin \left( \pi (x - \frac{1}{4}) \right)$, with conditions of order 0 at cross points.
Figure 6 Number of iterations versus the mesh size. 16 × 1 subdomains, \( a = y, \ b = 0, \ \nu = 0.01, \ c = 10^{-6} \), max \( (Error) < 10^{-6} \)

Figure 7 Number of iterations versus the mesh size. 16 × 1 subdomains, \( \nu = 0.01, \ c = 10^{-6} \), max \( (Error) < 10^{-6} \)
\[ a = -\sin \left( \pi \left( y - \frac{1}{2} \right) \right) \cos \left( \pi \left( x - \frac{1}{2} \right) \right), \ b = \cos \left( \pi \left( y - \frac{1}{2} \right) \right) \sin \left( \pi \left( x - \frac{1}{2} \right) \right) \]
Preconditioning of Two-dimensional Singular Integral Equations

Ke Chen

1 Introduction

Numerical solution of integral equations produces dense linear systems that give rise to unsymmetric matrices, in general. In the two-dimensional case, such systems can become too large for direct solution. Here we consider the application of conjugate gradient methods. For singular integral equations, such iterative methods require preconditioning for any convergence.

Preconditioning techniques proposed in the literature, involving sparse matrices, are mostly designed for one-dimensional integral equations, and based on considerations of efficiency. In [Che94] and [Che96], for 1D singular integral equations, we have given a theoretical justification for a class of preconditioners. Here we consider a generalization of this work to the 2D case. Such a theory is based on a suitable splitting of the underlying singular operator. Essentially the domain is divided into many subdomains in order to isolate singularities. Some experiments on Cauchy type bi-singular integral equations are reported. We have applied both the conjugate gradient normal method (CGN) and the generalized minimal residual method (GMRES), in connection with our proposed sparse preconditioners.

Our preliminary results show that the CGN with the proposed sparse preconditioners converges much faster than the GMRES. This conclusion is in agreement with our earlier work [Che96] on the one-dimensional case. The present work appears to be new as no extensive studies have been found in the literature regarding preconditioning bi-singular integral equations.

Our ultimate aim is to design efficient preconditioners for solving 2D singular boundary integral equations arising from 3D Helmholtz equations. This work has pointed out a way to achieve the aim.

To introduce our new work, we shall briefly describe how we decompose an integral operator in 1D based on domain splitting and further design sparse preconditioners.
2 Decomposition of 1D Integral Operators

As in [Che96], denote an operator equation defined over interval \([a, b]\) by

\[ Au = f, \]

and the corresponding discretized matrix equation by

\[ Au = f. \]

The purpose of preconditioning is to choose a matrix \(M\) such that the linear system \(MAu = Mf\) is more amenable to the use of iterative methods. As \(M\) or its inverse \(M^{-1}\) must be sparse for efficiency, we choose \(M\) from part of matrix \(A\).

It turns out that, for singular integral equations, the following operator \(D_1\) contains all the singularity of dense operator \(A\),

\[
D_1 = \begin{pmatrix}
\times & \times & \times & \times \\
\times & \times & \times & \times \\
\times & \times & \times & \times \\
\times & \times & \times & \times \\
\times & \times & \times & \times \\
\times & \times & \times & \times \\
\times & \times & \times & \times \\
\end{pmatrix}.
\]

That is, we have the decomposition \(A = D_1 + C_1\). Correspondingly the matrix decomposition will be \(A = D_1 + C_1\). Then we take \(M = D_1^{-1}\) as a preconditioner, where \(D_1\) is of the same sparsity pattern as \(D_1\).

Depending on the type of numerical methods one intends to use, the following two preconditioners, derived from collocation methods collocating at nodes and at midpoints, respectively, have been found to be effective

\[
D_2 = \begin{pmatrix}
\times & \times & \times & \times \\
\times & \times & \times & \times \\
\times & \times & \times & \times \\
\times & \times & \times & \times \\
\times & \times & \times & \times \\
\times & \times & \times & \times \\
\times & \times & \times & \times \\
\end{pmatrix}, \quad D_3 = \begin{pmatrix}
\times & \times & \times & \times \\
\times & \times & \times & \times \\
\times & \times & \times & \times \\
\times & \times & \times & \times \\
\times & \times & \times & \times \\
\times & \times & \times & \times \\
\times & \times & \times & \times \\
\end{pmatrix}.
\]

The three types of preconditioners above will be considered in the following sections. The generalization of other preconditioners is currently under investigation; see [Che96], [Vav92] and [Yan94].

3 A 2D Model Equation

As a first step to developing preconditioners for solving 2D singular boundary integral equations arising from 3D Helmholtz equations, we consider the following model integral equation

\[
\int_a \int_c k(x; y; \xi; \eta)u(\xi; \eta)d\xi d\eta = f(x, y), \quad (3.1)
\]
with singular kernel \( k(x,y; \xi, \eta) \), i.e., \( Au = F \). Note that this model equation can represent the bi-singular integral equation arising from aerodynamics modelling ([Ell95]), when

\[
k(x,y; \xi, \eta) = \frac{d(x,y; \xi, \eta)}{\pi^2(\xi - x)(\eta - y)},
\]

where \( d \) denotes a smooth function.

4 Decomposition of 2D Singular Operators

Our main idea in designing sparse preconditioners is based on operator splittings. Bearing in mind that whenever \( (x,y) \) and \( (\xi, \eta) \) are distinct there is no singularity in the kernel, we shall consider a general case and two special cases of operator splittings. We assume that when \( (x,y) \) and \( (\xi, \eta) \) are on the opposite side of the boundary, there is no singularity. However, for boundary integral equations arising from 3D Helmholtz equations, boundary points coincide so the first part of our splittings should have a wrap-around structure as in the 1D case.

We now consider the decomposition of operator \( A \). To this end, partition the interval \([c,e]\) into \( n \) subintervals and \([a,b]\) into \( N \) subintervals. For simplicity, we shall take \( n = 3 \) and \( N = 4 \) in following discussions; see Fig. 1.

Then operator \( A \) can be written in a matrix form

\[
\begin{pmatrix}
A_{11} & A_{12} & A_{13} & A_{14} \\
A_{12} & A_{22} & A_{23} & A_{24} \\
A_{13} & A_{23} & A_{33} & A_{34} \\
A_{14} & A_{24} & A_{34} & A_{44}
\end{pmatrix}
\]

In the general case, we obtain the splitting \( A = D_1 + C_1 \), where all singularity of \( A \) is contained in a \( D_1 \) that has a block tridiagonal structure, i.e., represented from the
Figure 1  The domain splitting for a general operator \( \mathcal{A} \) \((n = 3 & N = 4)\)  

Domain splitting for operator \( K \)

\[ \begin{align*} 
& 1 & 2 & 3 & 4 \\
1 & x & x & x & x \\
2 & x & x & x & x \\
3 & x & x & x & x \\
\end{align*} \]

x (N= 4 and n= 3)

nonzero entries below (boxed and un-boxed)

\[ \begin{align*} 
& 1 & 2 & 3 & 4 \\
1 & x & x & x & x \\
2 & x & x & x & x \\
3 & x & x & x & x \\
\end{align*} \]

(4.2)
To simplify $\mathcal{D}_1$ further, we first consider only part of the underlying domain that surrounds all nodes; see Fig. 2. This corresponds to numerical methods collocating at nodes. We obtain the splitting $\mathcal{A} = \mathcal{D}_2 + \mathcal{C}_2$, where all singularities of $\mathcal{A}$ are contained in $\mathcal{D}_2$, which has a block bi-diagonal structure, e.g., represented by the boxed entries in (4.2).

We then consider the opposite part of the domain that excludes all nodes; see Fig. 3. This is associated with numerical methods collocating at interior points. Now the operator is split as $\mathcal{A} = \mathcal{D}_3 + \mathcal{C}_3$, where all singularities of $\mathcal{A}$ are contained in $\mathcal{D}_3$, which has a diagonal structure, e.g., the diagonal in (4.2).

In summary, all three operator splitting strategies discussed are such that the preconditioned equation has a compact operator and therefore ideal spectral properties. At the matrix level, we propose three sparse block preconditioners: tridiagonal ($M = M_1$), bi-diagonal ($M = M_2$), and diagonal ($M = M_3$) matrices.
Table 1  Convergence results of CGN

<table>
<thead>
<tr>
<th>n</th>
<th>Nodes n^2</th>
<th>Unpreconditioned</th>
<th>Tri-diagonal M₁</th>
<th>Bi-diagonal M₂</th>
<th>Diagonal M₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>16</td>
<td>12</td>
<td>13</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>64</td>
<td>88</td>
<td>33</td>
<td>51</td>
<td>23</td>
</tr>
<tr>
<td>16</td>
<td>256</td>
<td>*</td>
<td>88</td>
<td>215</td>
<td>41</td>
</tr>
<tr>
<td>32</td>
<td>1024</td>
<td>*</td>
<td>216</td>
<td>972</td>
<td>68</td>
</tr>
</tbody>
</table>

5 Numerical Results

We now present some numerical results of using the above described sparse preconditioners for solving

\[
\frac{1}{\pi} \int_{-1}^{1} \frac{1}{\pi} \int_{-1}^{1} \frac{d(x,y;\xi,\eta)}{(\xi-x)(\eta-y)} u(\xi,\eta) d\xi d\eta = f(x,y),
\]

with Kutta conditions

\[
\begin{align*}
    u(1, y) &= 0 & -1 < y < 1, \\
    u(x, 1) &= 0 & -1 < x < 1.
\end{align*}
\]

Write the index 0 solution as

\[
u(x, y) = \sqrt{\frac{1-x}{1+x}} \sqrt{\frac{1-y}{1+y}} \Psi(x, y)
\]

to give the equation

\[
\frac{1}{\pi} \int_{-1}^{1} \frac{1-\xi}{1+\xi} \frac{d\xi}{\xi-x} \left( \frac{1}{\pi} \int_{-1}^{1} \sqrt{\frac{1-\eta}{1+\eta}} \Psi(\xi, \eta) d\eta \right) = f(x, y).
\]

Taking \( N = n\), an appropriate discretization is given by

\[
\sum_{j=1}^{n} \sum_{k=1}^{n} \frac{d(\eta_{jn}, \eta_{kn}; \xi_{jn}, \xi_{kn})}{(\xi_{jn} - \eta_{jn})(\xi_{kn} - \eta_{kn})} \frac{(1-\xi_{jn})(1-\xi_{kn})}{(n+1/2)(n+1/2)} = f(\eta_{jn}, \eta_{kn})
\]

where

\[
\begin{align*}
    \xi_{jn} &= \cos \left( \frac{2j\pi}{2n+1} \right), & j = 1, \ldots, n \\
    \eta_{jn} &= \cos \left( \frac{(2j-1)\pi}{2n+1} \right), & j = 1, \ldots, n.
\end{align*}
\]

We consider \( \Psi(x, y) = 1, d(x,y;\xi,\eta) = 1, \) and \( f(x,y) = 1. \) In Tables 1 and 2, we show the number of steps required to reduce the residual error to below a tolerance of \( 10^{(-2 - \log(n)/\log(2))} \) for \( n = 2^k \), where \( * \) denotes no convergence or the iteration steps exceed \( 3n/2 \). CGN stands for the conjugate gradient normal method and GMRES(m) for the generalized minimal residual method; see [NRT92]. This particular
Table 2  Convergence results of re-started GMRES(3)

<table>
<thead>
<tr>
<th>n</th>
<th>Nodos</th>
<th>Unpreconditioned</th>
<th>Tri-diagonal $M_1$</th>
<th>Bi-diagonal $M_2$</th>
<th>Diagonal $M_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>2</td>
<td>6</td>
<td>12</td>
<td>*</td>
</tr>
<tr>
<td>8</td>
<td>64</td>
<td>2</td>
<td>22</td>
<td>25</td>
<td>*</td>
</tr>
<tr>
<td>16</td>
<td>256</td>
<td>2</td>
<td>*</td>
<td>53</td>
<td>*</td>
</tr>
<tr>
<td>32</td>
<td>1024</td>
<td>*</td>
<td>*</td>
<td>198</td>
<td>*</td>
</tr>
</tbody>
</table>

choice of tolerance ensures that the residual is of a comparable magnitude to the truncation error that would result with a direct solver.

We can observe that CGN produces results as predicted and $M_3$ is the best preconditioner because the numerical method collocates at interior points (see Fig. 3). However the performance of GMRES is somewhat erratic; we have experimented with an increased $m$ and observed similar results. Here each step of GMRES involves $m$ matrix-vector multiplications while CGN involves two matrix-vector multiplications. Therefore our preliminary results suggest that CGN is suitable for bi-singular integral equations with operator splitting based sparse preconditioners ($M_3$ and $M_1$). For integral equations, in general, CGN with suitable preconditioners may out perform other iterative solvers; see [Che97] for some discussion.
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Parallel Preconditioners for a Fourth-order Discretization of the Viscous Bürgers Equation

Samuel Kortas and Philippe Angot

1 Introduction

We present a parallel implementation of a new high precision conservative scheme "CFV4" that uses additive Schwarz domain decomposition methods to precondition three Krylov solvers. Parallel performance results are given for the Cray T3D. The additional use of a multigrid regular finite volume solver on each subdomain accelerates the observed elapsed times and appears optimal as soon as the number of unknowns in each subdomain is sufficient.

2 The Fourth-order Compact Conservative Scheme CFV4

We solve the 2D nonlinear unsteady viscous Bürgers equation in the bounded unit square domain \( \Omega_0 = [0, 1] \times [0, 1] \) in the time interval \([0, T]\):

\[
\frac{\partial u}{\partial t}(x, t) + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} - \nabla \cdot (\nu_x \nabla u)(x, t) = f_u(x, t) \quad \text{for } (x, t) \in \Omega_0 \times [0, T]
\]

\[
\frac{\partial v}{\partial t}(x, t) + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} - \nabla \cdot (\nu_y \nabla v)(x, t) = f_v(x, t)
\]

\[
\begin{align*}
&u|_{\partial \Omega_0}(x, t) = g_u(x, t) \quad u(x, 0) = u_0(x) \\
&v|_{\partial \Omega_0}(x, t) = g_v(x, t) \quad v(x, 0) = v_0(x)
\end{align*}
\]

where \(u_0, v_0, f_u, f_v, g_u, g_v\) are sufficiently regular functions and \(\nu_x\) and \(\nu_y\) are some given functions of space and time, possibly non-smooth. The 2D domain \(\Omega_0\) is meshed by uniform grid with \(\Delta x = \Delta y = h\) and \([0, T]\) is divided into time steps \(\Delta t\).

Because our final application is the unsteady incompressible Navier-Stokes system, we only consider divergence-free solutions satisfying (2.1). For these, the conservative
4th-order time discretized formulation of (2.1) is integrated on a control volume \( V \) and the advective terms are linearized in time as follows:

\[
\int_{V} \frac{\Phi(u_{n+1}^{+}, \ldots, u_{n-3}^{+})}{12 \Delta t} dv + \int_{\partial V} u^{m}(u^{*}, v^{*})^T \cdot n ds - \int_{\partial V} \nu_{x} \nabla u^{n+1} \cdot n ds = \int_{V} f_{u}^{n+1} dv (2.2)
\]

\[
\int_{V} \frac{\Phi(u_{n+1}^{+}, \ldots, u_{n-3}^{+})}{12 \Delta t} dv + \int_{\partial V} v^{m}(u^{*}, v^{*})^T \cdot n ds - \int_{\partial V} \nu_{y} \nabla v^{n+1} \cdot n ds = \int_{V} f_{v}^{n+1} dv (2.3)
\]

where \( \Phi(\psi^{n+1}, \ldots, \psi^{n-3}) = 25\psi^{n+1} - 48\psi^{n} + 36\psi^{n-1} - 16\psi^{n-2} + 3\psi^{n-3} \) is chosen in order to obtain a 4th-order discretization of \( \frac{\partial u}{\partial t} \) at \( (n+1)\Delta t \) and \( \psi^{*} = 4\psi^{n} - 6\psi^{n-1} + 4\psi^{n-2} - \psi^{n-3} \) is the consistent 4th-order Richardson extrapolation of \( \psi^{n+1} \). We obtain two 4th-order accurate time discretizations, whether the advective terms are treated implicitly \((m = n + 1)\) or explicitly \((m = *)\).

**Figure 1** Block structure of \( A_u \)

\[
A_u = \begin{pmatrix}
DDDPPPPP \\
DDDDPPPP \\
DDDDPPPP \\
PDPPPDDD \\
PPDDDDPP \\
PPDDDDPP \\
PPPPDPPP \\
PPPPDPPP
\end{pmatrix}
\]

with 
\[
\begin{cases}
D: \text{Dense Matrix} \\
P: \text{Pentadiagonal Matrix}
\end{cases}
\]

**Figure 2** Ghost-cells and the local domain

In this conservative formulation, we need to evaluate the fluxes of the advective and diffusive terms at the surface \( \partial V \) of \( V \) with a 4th-order spatial consistency. To do so, we derive linear “compact-like” relations [Lei92] linking discrete values of \((u, v)\) defined at the center of each control volume on one line or column of the mesh, with their first derivatives taken at the center of the horizontal and vertical interfaces of these control volumes \( V \).

We obtain a matricial expression \( A_v. \ u^{n+1} \), where \( u^{n+1} \) gathers all the \( u \)-unknowns at \((n + 1)\Delta t \) stored in lexicographical order. Because the nonsymmetric and rather dense-profile matrix \( A_u \) (Figure 1) is expensive to build explicitly, we prefer to evaluate \( A_u. \ u \) by calculating the solution of tridiagonal systems: 2 along each row and 2 along each column. For each point, we also need to perform four 5-point-stencil discrete 1D integration and one 5 x 5 point-stencil discrete 2D integration. Similar relations hold for \( v \). Full details on the calculation of \( A. \ U = (A_u. \ u, A_v. \ v)^T \) are given in [KA96a] and the efficient parallel resolution of tridiagonal systems distributed over a row or column of processors is discussed in [KA96b].
3 Parallel Schwarz-Krylov Solvers

Parallel Partitioned Solvers

Because $A$ is nonsymmetric, we implement some Krylov-type solvers to solve $A, U = f$ at each time step: the straightforward implementation of BiCGSTAB and BiCGSTAB(2) solvers [Van95] on a MIMD machine, and the partitioned BiCGSTAB and GMRESR(k) methods [VV91] preconditioned by an additive Schwarz method.

Thanks to the use of "stencils of communication" and global reduction operations, these algorithms are implemented in a pleasant and easy-to-read form particularly well-suited to overlapping or nonoverlapping domain decomposition methods. As shown on Figure 2, each local subdomain $\Omega$ is extended with a ghost-cell boundary that contains either duplicate values of grid points known by the immediate neighbor processors or values set by the discretization of the boundary conditions on $\partial \Omega_0$.

A call to $\text{REFRESH\_NEWS}(u, S_{\text{Default}})$ duplicates the neighbor values of $u$ contained in adjacent processors in the four cardinal directions (N,E,W,S). All operations preceded by $\text{GLOBAL\_}$ are performed on each node before calling a global native reduction routine that sends back the global result to all nodes. A complete description of the implementation and performance of this model of programming on IBM SP2, Cray T3D, and IPSC/1860 can be found in [KA96b] or [AKF96].

**Figure 3** Parallel BiCGSTAB

```plaintext
SET $x_0 = u^* \cap u_{\text{adj}}^\ast, \epsilon = 10^{-8}, \epsilon_{\text{stop}}$

$\text{REFRESH\_NEWS}(x_0, S_{\text{Default}})$

$r_0 = b - A x_0, \tilde{r}_0 = r_0, \psi = p = 0$

$\rho_0 = \alpha = \omega = 1$

WHILE $\text{GLOBAL\_}\|r_0\|^2 > \epsilon$

AND $\text{GLOBAL\_}\|r_0\|^2 > \epsilon_{\text{stop}}$

DO

$\rho = \text{GLOBAL\_}(r_0^T r)$

$\beta = \rho_0 \psi / \omega, \rho_0 = \rho$

$p = r + \beta (p - \omega \psi)$

$\text{SOLVE} M \tilde{p} = p$

$\text{REFRESH\_NEWS}(\tilde{p}, S_{\text{Default}})$

$\nu = A \tilde{p}$

$\alpha = \rho_1 / \text{GLOBAL\_}(r_0^T \nu)$

$s = r - \alpha \nu$

$\text{SOLVE} M \tilde{s} = s$

$\text{REFRESH\_NEWS}(\tilde{s}, S_{\text{Default}})$

$t = A \tilde{s}$

$\omega = \text{GLOBAL\_}(t^T s)$

$\nu = \text{GLOBAL\_}(t^T t)$

$x = x + \alpha \tilde{p} + \omega \tilde{s}$

$r = s - \omega t$

ENDWHILE
```

**Figure 4** Parallel GMRESR(k)

```plaintext
SET $x_0 = u^* \cap u_{\text{adj}}^\ast, \epsilon = 10^{-8}, \epsilon_{\text{stop}}$

$\text{REFRESH\_NEWS}(x_0, S_{\text{Default}})$

$r_0 = b - A x_0$

$k = 0$

WHILE $\text{GLOBAL\_}\|r_k\|^2 > \epsilon$

AND $\text{GLOBAL\_}\|r_k\|^2 > \epsilon_{\text{stop}}$

DO

$k = k + 1$

$\text{SOLVE} M_k \nu_k^{(1)} = r_{k-1}$

$\text{REFRESH\_NEWS}(\nu_k^{(1)}, S_{\text{Default}})$

$c_k^{(1)} = A \nu_k^{(1)}$

FOR $i = 1, \ldots, k - 1$

$\alpha_i = \text{GLOBAL\_}(c_k^{(i)} c_k^{(i)})$

$c_k^{(i+1)} = c_k^{(i)} - \alpha_i c_i$

$v_k^{(i+1)} = v_k^{(i)} - \alpha_i v_i$

$c_k = c_k^{(i)} / \text{GLOBAL\_}\|c_k^{(i)}\|^2$

$\nu_k = c_k^{(i)} / \text{GLOBAL\_}\|c_k^{(i)}\|^2$

$x_k = x_k - c_k \text{GLOBAL\_}(c_k^T r_{k-1})$

$r_k = r_{k-1} - c_k \text{GLOBAL\_}(c_k^T r_{k-1})$

ENDFOR

ENDWHILE
```
Parallel Preconditioners

Figure 3 shows the parallel version of a preconditioned BiCGSTAB algorithm. If $M = I$, we obtain a "natural" parallel partitioned implementation of this solver: Part_BiCGSTAB. Similarly, we implement Part_BiCGSTAB(2).

Following [Men91], [Le 94] or [Ang94], we precondition these solvers by an additive Schwarz domain decomposition method to solve at each iteration $M^T \tilde{p} = p$ or $M z = s$. In this preconditioning step, we first extend the local contribution of $s$ or $p$ to the extended overlapping local subdomain with calls to communication stencil routines. On each subdomain handled by a different node, we solve “exactly” a local problem, similar to (2.2–2.3) taken this time with homogeneous Dirichlet boundary condition. A BiCGSTAB(2) solver is used to reduce the local residual by eight orders of magnitude. During this step, no communication occurs. No coarse grid solver is implemented. The global solution vector $\tilde{p}$ or $z$ is finally rebuilt from the projections of the solution of each local problem.

By keeping the same $4^\text{th}$-order accurate spatial discretization for the local problems than for the initial one, we obtain a "classical" Krylov-Schwarz additive solver: $\text{DDM4}(l) \text{BiCGSTAB}$ where $\delta = l h$ is half of the overlap within subdomains. As shown on Figure 4, we also implement a GMRESR solver preconditioned as above: $\text{DDM4}(l) \text{GMRESR}(k)$.

We can also discretize and solve the local problems thanks to classical second-order finite volumes. These algorithms – $\text{DDM2}(l) \text{BiCGSTAB}$ and $\text{DDM2}(l) \text{GMRESR}(k)$ – are eventually accelerated by using a multigrid solver instead of BiCGSTAB(2). In parallel on each subdomain, and totally independently, V-Cycles are carried out on a hierarchy of grids. We perform 3 pre- and 2 post-smoothing Gauss-Seidel iterations per level, and we solve the $8 \times 8$ coarsest problem by BiCGSTAB to obtain the solvers: $\text{DDM2MG}(l) \text{BiCGSTAB}$ and $\text{DDM2MG}(l) \text{GMRESR}(k)$ (for the test problem studied here, $k = 15$ avoids restarting the GMRES algorithm).

We also test the efficiency of a conjugation technique combined with the GMRESR-type solvers. Inspired by [Rou95], we store the "best" descent directions $(c_k \omega_{e,c}, v_k \omega_{e,c}) = (c_k, v_k)$ satisfying a bound on $\text{GLOBAL}_{\omega_{e,c}}(v_k, r_{k-1})$. In the following time steps, these directions are reused to start the iteration process from a better initial guess $x_0 = u^*_{\omega_{e,c}} + v_k \omega_{e,c} \text{GLOBAL}_{\omega_{e,c}}(v_k, b - A^* u^*)$.

4 Convergence Results

As detailed in [KA96a], fourth-order accuracy in time and space is reached with such a discretization. In the following, we only present results on a test solution for a dipole diagonally crossing $\Omega_0$ for $t \in [0, T = 1]$: $(u(x, y, t) = 10 (t - y) e^{-u(x^2 - (t - y)^2)}; v(x, y, t) = 10 (x - t) e^{-u(x^2 - (t - y)^2)}$. All the tests are run with diffusive and advective terms both treated implicitly (i.e., $m = n + 1$ in 2.2–2.3). Results when the advective terms are treated explicitly are collected in [Kor97].

Table 1 displays the convergence rate $p_{10} = \frac{1}{\text{DL}} \left( \frac{\|p_{10}\|}{\|p_0\|} \right)^{1/10}$ observed after ten time steps for the test solution solved on a $256 \times 256$ mesh with $\Delta t = 1.25 \times 10^{-2}$,
\begin{table}
\centering
\caption{Convergence Rate for 256 x 256 Dipole Problem with no Richardson Extrapolation ($\epsilon = 10^{-8}$, $\epsilon_{stop} = 10^{-4}$)}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
Algorithm & 2 dom. & 4 dom. & 8 dom. & 16 dom. & 32 dom. & 64 dom. \\
\hline
Part_BICGSTAB & 5.70e-1 & 5.70e-1 & 5.80e-1 & 5.80e-1 & 5.80e-1 & 5.80e-1 \\
Part_BICGSTAB(2) & 2.20e-1 & 2.20e-1 & 2.10e-1 & 2.10e-1 & 2.00e-1 & 2.00e-1 \\
DDM(2)_BICGSTAB & - & - & 1.60e-2 & 2.00e-2 & 1.90e-2 & 1.90e-2 \\
DDM(4)_BICGSTAB & - & - & 7.80e-4 & 8.30e-4 & 1.40e-3 & 1.70e-3 \\
DDM(8)_BICGSTAB & - & 1.30e-5 & 6.60e-5 & 2.30e-5 & 2.50e-5 & 3.60e-5 \\
DDM(2)_GMRES & na & 3.60e-2 & 3.70e-2 & 3.60e-2 & 4.50e-2 & 4.90e-2 \\
DDM(4)_GMRES & 6.70e-3 & 9.80e-3 & 9.80e-3 & 1.00e-2 & 1.20e-2 & 1.20e-2 \\
DDM(8)_GMRES & 6.70e-3 & 7.40e-3 & 6.40e-3 & 6.60e-3 & 8.00e-3 & 9.00e-3 \\
DDM(2)_GMRES & 5.90e-3 & 7.60e-3 & 1.30e-2 & 1.40e-2 & 1.40e-2 & 1.80e-2 \\
DDM(4)_GMRES & - & - & 9.20e-2 & 9.40e-2 & 1.10e-1 & 1.20e-1 \\
DDM(8)_GMRES & - & - & 2.60e-2 & 2.70e-2 & 2.90e-2 & 3.30e-2 \\
DDM(2)_GMRES & - & - & 2.40e-3 & 2.70e-3 & 3.20e-3 & 4.30e-3 \\
DDM(4)_GMRES & 1.30e-1 & 1.70e-1 & 1.70e-1 & 1.70e-1 & 1.90e-1 & 2.00e-1 \\
DDM(8)_GMRES & 7.10e-2 & 8.40e-2 & 8.50e-2 & 8.70e-2 & 9.40e-2 & 1.00e-1 \\
DDM(2)_GMRES & 5.10e-2 & 5.40e-2 & 5.60e-2 & 5.70e-2 & 6.30e-2 & 6.80e-2 \\
DDM(4)_GMRES & na & 7.20e-2 & 1.00e-1 & 1.00e-1 & 1.00e-1 & 9.50e-2 \\
\hline
\end{tabular}
\end{table}

$\nu = 10^{-2}$, $\epsilon = 10^{-8}$, $\epsilon_{stop} = 10^{-4}$, and $N$ the number of iterations needed to meet this convergence criteria ($N > 10$). No Richardson extrapolation is used and no reconfiguration technique is activated to ameliorate the initial guess (i.e., $x_0 = u^0$).

As awaited for a DDM-based method, the convergence rate appears better when the overlap $\delta$ increases, and worse when the number of involved subdomains increases. The better rate observed in the case of DDM$_4$BICGSTAB solvers comes from the preconditioning step called twice for this algorithm instead of just once for the DDM$_4$GMRES solvers.

Table 2 illustrates a classical result: if the overlap $\delta$ is kept proportional to the size of the local subdomains $H$, the number of iterations needed for a domain decomposition preconditioned solver is asymptotically bounded independently of $h$. With no preconditioner, one asymptotically needs $O(1/h)$ iterations as shown for Part_BICGSTAB. Other calculations not presented here also show independence in $H/h$.

So far, we have not investigated the need for a coarse grid solver but a forthcoming article will further examine the “scaling” behavior of the convergence rates.

\section{Parallel Performance Results}

Even if the convergence rate is better, the elapsed times of an algorithm on up-to-date parallel computers can vary widely, being highly sensitive to the workload compared to the amount of communication needed to run an algorithm on several processors. Domain decomposition techniques are therefore particularly well-adapted to distributed computing because of the high data locality of the preconditioning step. We present here timing results measured on the Cray T3D.

In Table 3, we first observe a certain hierarchy among the solvers tested in Parallel.
Table 2  Behavior of the different algorithms when the relative overlap $\delta$ is kept constant. Test made on 64 Cray T3D nodes, to calculate one time step ($\epsilon = 10^{-16}$, $\epsilon_{stop} = 10^{-20}$)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>global mesh</th>
<th>local mesh</th>
<th>$I$</th>
<th># iterations</th>
<th>time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pan_BiCGSTAB</td>
<td>128 x 128</td>
<td>16 x 16</td>
<td>-</td>
<td>34</td>
<td>1</td>
</tr>
<tr>
<td>Pan_BiCGSTAB</td>
<td>256 x 256</td>
<td>32 x 32</td>
<td>-</td>
<td>75</td>
<td>8</td>
</tr>
<tr>
<td>Pan_BiCGSTAB</td>
<td>384 x 384</td>
<td>48 x 48</td>
<td>-</td>
<td>107</td>
<td>23</td>
</tr>
<tr>
<td>Pan_BiCGSTAB</td>
<td>512 x 512</td>
<td>64 x 64</td>
<td>-</td>
<td>147</td>
<td>55</td>
</tr>
<tr>
<td>Pan_BiCGSTAB</td>
<td>640 x 640</td>
<td>80 x 80</td>
<td>-</td>
<td>204</td>
<td>117</td>
</tr>
<tr>
<td>Pan_BiCGSTAB</td>
<td>768 x 768</td>
<td>96 x 96</td>
<td>-</td>
<td>223</td>
<td>181</td>
</tr>
<tr>
<td>DDM4(1)_BiCGSTAB</td>
<td>128 x 128</td>
<td>16 x 16</td>
<td>1</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>DDM4(1)_BiCGSTAB</td>
<td>256 x 256</td>
<td>32 x 32</td>
<td>2</td>
<td>10</td>
<td>73</td>
</tr>
<tr>
<td>DDM4(1)_BiCGSTAB</td>
<td>384 x 384</td>
<td>48 x 48</td>
<td>3</td>
<td>12</td>
<td>323</td>
</tr>
<tr>
<td>DDM4(1)_BiCGSTAB</td>
<td>512 x 512</td>
<td>64 x 64</td>
<td>4</td>
<td>9</td>
<td>537</td>
</tr>
<tr>
<td>DDM4(1)_BiCGSTAB</td>
<td>640 x 640</td>
<td>80 x 80</td>
<td>5</td>
<td>10</td>
<td>1233</td>
</tr>
<tr>
<td>DDM4(1)_BiCGSTAB</td>
<td>768 x 768</td>
<td>96 x 96</td>
<td>6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DDM2(1)_BiCGSTAB</td>
<td>128 x 128</td>
<td>16 x 16</td>
<td>1</td>
<td>10</td>
<td>3</td>
</tr>
<tr>
<td>DDM2(1)_BiCGSTAB</td>
<td>256 x 256</td>
<td>32 x 32</td>
<td>2</td>
<td>13</td>
<td>20</td>
</tr>
<tr>
<td>DDM2(1)_BiCGSTAB</td>
<td>384 x 384</td>
<td>48 x 48</td>
<td>3</td>
<td>12</td>
<td>60</td>
</tr>
<tr>
<td>DDM2(1)_BiCGSTAB</td>
<td>512 x 512</td>
<td>64 x 64</td>
<td>4</td>
<td>11</td>
<td>129</td>
</tr>
<tr>
<td>DDM2(1)_BiCGSTAB</td>
<td>640 x 640</td>
<td>80 x 80</td>
<td>5</td>
<td>11</td>
<td>249</td>
</tr>
<tr>
<td>DDM2(1)_BiCGSTAB</td>
<td>768 x 768</td>
<td>96 x 96</td>
<td>6</td>
<td>11</td>
<td>418</td>
</tr>
</tbody>
</table>

**Remark:** In tabulated results, a dash "-" means that the calculation was not pursued because of a predicted high elapsed time of computation. An "na" means that the result is not available.
Table 3  Elapsed time (s) to perform 10 time steps for a 256 × 256 Problem on
Cray T3D with no Richardson Extrapolation (ε = 10−8, εtop = 10−4)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>2 dom.</th>
<th>4 dom.</th>
<th>8 dom.</th>
<th>16 dom.</th>
<th>32 dom.</th>
<th>64 dom.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Part_BiCGSTAB</td>
<td>629</td>
<td>307</td>
<td>153</td>
<td>78</td>
<td>46</td>
<td>25</td>
</tr>
<tr>
<td>Part_BiCGSTAB(2)</td>
<td>582</td>
<td>293</td>
<td>153</td>
<td>78</td>
<td>44</td>
<td>25</td>
</tr>
<tr>
<td>DDM4(2)_BiCGSTAB</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1432</td>
<td>778</td>
<td>396</td>
</tr>
<tr>
<td>DDM4(4)_BiCGSTAB</td>
<td>-</td>
<td>-</td>
<td>1745</td>
<td>900</td>
<td>519</td>
<td>255</td>
</tr>
<tr>
<td>DDM4(8)_BiCGSTAB</td>
<td>-</td>
<td>2155</td>
<td>1239</td>
<td>711</td>
<td>435</td>
<td>245</td>
</tr>
<tr>
<td>DDM2(2)_BiCGSTAB</td>
<td>-</td>
<td>775</td>
<td>400</td>
<td>208</td>
<td>106</td>
<td>56</td>
</tr>
<tr>
<td>DDM2(4)_BiCGSTAB</td>
<td>833</td>
<td>655</td>
<td>392</td>
<td>190</td>
<td>105</td>
<td>57</td>
</tr>
<tr>
<td>DDM2(8)_BiCGSTAB</td>
<td>873</td>
<td>666</td>
<td>399</td>
<td>218</td>
<td>125</td>
<td>80</td>
</tr>
<tr>
<td>DDM2MG(8)_BiCGSTAB</td>
<td>628</td>
<td>327</td>
<td>177</td>
<td>86</td>
<td>49</td>
<td>29</td>
</tr>
</tbody>
</table>

For all purely partitioned solvers, Part_BiCGSTAB(2) and Part_BiCGSTAB show the same efficiency and score surprisingly well. In comparison, the "classical" domain decomposition preconditioning technique performs poorly in all configurations of overlap and amount of nodes, Part_BiCGSTAB and Part_BiCGSTAB(2) greatly exceed DDM4(l)_BiCGSTAB and DDM4(l)_GMRESR in term of elapsed time. With a 4th-order discretization, the better rate of convergence obtained thanks to DDM preconditioning doesn't counterbalance the overload of computation demanded to solve each local problem quasi-exactly.

One can significantly improve this disappointing result with a conventional second-order finite volume solver combined with a multigrid acceleration technique. As shown on Tables 4 and 3, the resolution of the local problems discretized at the order 2 scores better than classical DDM4-preconditioned solver. Only a multigrid acceleration of this DDM2-solver equals or performs better than Part_BiCGSTAB or Part_BiCGSTAB(2). Table 2 clearly tilts in favor of a multigrid second order preconditioner as soon as the amount of local points is sufficiently important to achieve a decent acceleration (194s vs 400s for the 960 × 960 mesh).

The influence of the size of the overlapping δ exhibits different optimal values for each algorithm. However, for the Krylov additive Schwarz solvers taken with an optimal overlapping, the GMRESR-based solver always appears slightly faster than BiCGSTAB-global solvers. It may come from the different number of synchronization points present in both algorithms: they are more numerous in GMRESR but localized in the orthogonalization loop whereas they are spread out all over the algorithm for BiCGSTAB. The collected global reduction operations are not indeed as penalizing as the alternation of stencil calls.

Finally, if compared with Table 3, Table 4 underlines the important influence of the Richardson extrapolation taken as initial guess: for the same stopping criteria εtop,
Table 4  Elapsed time observed (s) to perform 10 time steps for a 256 × 256 Dipole Problem on Cray T3D with Richardson Extrapolation (ε = 10\(^{-8}\) and ε\(_{\text{top}}\) = 10\(^{-4}\))

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>2 dom.</th>
<th>4 dom.</th>
<th>8 dom.</th>
<th>16 dom.</th>
<th>32 dom.</th>
<th>64 dom.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Part_BiCGSTAB</td>
<td>455</td>
<td>236</td>
<td>119</td>
<td>59</td>
<td>33</td>
<td>19</td>
</tr>
<tr>
<td>Part_BiCGSTAB(2)</td>
<td>467</td>
<td>236</td>
<td>123</td>
<td>60</td>
<td>35</td>
<td>19</td>
</tr>
<tr>
<td>DDM4(8),BiCGSTAB</td>
<td>-</td>
<td>2183</td>
<td>1200</td>
<td>719</td>
<td>447</td>
<td>246</td>
</tr>
<tr>
<td>DDM2(8),BiCGSTAB</td>
<td>683</td>
<td>432</td>
<td>240</td>
<td>144</td>
<td>84</td>
<td>48</td>
</tr>
<tr>
<td>DDM2MG(8),BiCGSTAB</td>
<td>411</td>
<td>238</td>
<td>146</td>
<td>74</td>
<td>40</td>
<td>22</td>
</tr>
<tr>
<td>DDM2MG(8),GMRESR</td>
<td>553</td>
<td>370</td>
<td>212</td>
<td>123</td>
<td>78</td>
<td>50</td>
</tr>
<tr>
<td>DDM4(8),GMRESR/Recon</td>
<td>na</td>
<td>205</td>
<td>128</td>
<td>53</td>
<td>30</td>
<td>16</td>
</tr>
<tr>
<td>DDM2(8),GMRESR/Recon</td>
<td>568</td>
<td>360</td>
<td>207</td>
<td>119</td>
<td>72</td>
<td>43</td>
</tr>
<tr>
<td>DDM2MG(8),GMRESR/Recon</td>
<td>na</td>
<td>190</td>
<td>117</td>
<td>55</td>
<td>30</td>
<td>17</td>
</tr>
</tbody>
</table>

then observed elapsed time highly decreases for all tested algorithms, One can also note the insignificant impact of the reconjugation technique.
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Iterative Substructuring Preconditioners for the Mortar Finite Element Method

Catherine Lacour

1 The Mortar Element Method

The mortar element method, first introduced by C.Bernardi, Y.Maday and A.T.Patera in [BMP90], has the advantage of allowing non-matching nonoverlapping grids at the interfaces between subdomains. Therefore, the method permits implementation of different approximations on each subdomain, which means that grids can be built completely independently. It is designed to provide an efficient parallelizable evaluation and solution framework. In our case, we use the finite element method for each subdomain. In [RLJK96], we describe more fully the space of Lagrange multipliers chosen.

Let us consider the model elliptic problem in $\Omega$: Find $u$ in $H^1_0(\Omega)$ such that

$$\forall v \in H^1_0(\Omega), \quad \int_{\Omega} \nabla u \cdot \nabla v \, dx + c \int_{\Omega} uv \, dx = \int_{\Omega} f v \, dx$$

(1.1)

This formulation is very handy for introducing nonoverlapping domain decompositions. Indeed, assume that $\Omega$ is partitioned into nonoverlapping (Lipschitz) subdomains $\Omega = \bigcup_{k=1}^{K} \Omega^k$, $\Omega^k \cap \Omega^\ell = \emptyset$ if $k \neq \ell$.

Problem (1.1) can be rewritten as follows: Find $u \in H^1_0(\Omega)$ such that

$$\forall v \in H^1_0(\Omega), \quad \sum_{k=1}^{K} \int_{\Omega^k} \nabla(u|_{\Omega^k}) \cdot \nabla(v|_{\Omega^k}) \, dx + c \sum_{k=1}^{K} \int_{\Omega^k} u|_{\Omega^k} v|_{\Omega^k} \, dx = \sum_{k=1}^{K} \int_{\Omega^k} f|_{\Omega^k} v|_{\Omega^k} \, dx$$

Instead of searching an element $u$ defined globally over $\Omega$, it is more convenient, especially when local discretizations are to be used, to search for a $K$-uple $u^* = (u_1, \ldots, u_K)$. The space $V$ spanned by these restrictions

$$V = \{ v^* = (v_1, \ldots, v_K), \quad \exists v \in H^1_0(\Omega), \forall k, 1 \leq k \leq K, \quad v_k = v|_{\Omega^k} \}$$
can be conveniently rewritten as an aggregate of the local spaces

\[ X_k = \{ v_k \in H^1(\Omega^k), \quad v_k = 0 \text{ over } \partial \Omega^k \cap \partial \Omega \} \]

as follows

\[ V^* = \{ u^* = (v_1, \ldots, v_K) \in \prod_{k=1}^K X_k, \quad \forall k, \ell, \quad 1 \leq k, \ell \leq K, \quad v_k = v_\ell \text{ over } \partial \Omega^k \cap \partial \Omega^\ell \}. \]

This leads naturally to introduce the notation \( \Gamma_{k,\ell} = \partial \Omega^k \cap \partial \Omega^\ell \). The constraint across the interface \( \Gamma_{k,\ell} \) can be relaxed by inducing the definition of a Lagrange multiplier in the Euler equation. The Lagrange multiplier belongs to a closed subspace \( M = \Pi_{1 \leq k < \ell \leq K} H^{-1/2}(\Gamma_{k,\ell}) \). The problem (1.1) is equivalent to the following one: Find \( u^* \in V^* \) such that

\[ \forall u^* \in V^*, \quad \sum_{k=1}^K \int_{\Omega^k} \nabla u_k \nabla v_k dx + c \sum_{k=1}^K \int_{\Omega^k} u_k v_k dx = \sum_{k=1}^K \int_{\Omega^k} f_k v_k dx \]

(1.2)

Discretization

We discretize the problem by the Galerkin method. Let us consider a parameter \( h \) for a discretization parameter. For any value of \( h \), for any \( k, 1 \leq k \leq K \), we introduce a finite dimensional subspace \( X^h_k \) of \( X_k \cap C^0(\overline{\Omega^k}) \). For any \( k, 1 \leq k \leq K \), \( \Gamma^{k,j}, 1 \leq j \leq j(k) \) stand for the (eventually curved) segments which coincide with the edges of \( \Omega^k \), \( j(k) \) being the number of edges of \( \Omega^k \). We then define the skeleton \( S \) as the union of all edges of all subdomains: \( S = \bigcup_{k=1}^K \bigcup_{j=1}^{j(k)} \Gamma^{k,j} \). Finally, we choose a finite set \( \mathcal{M} \) of pairs \( m = (k, j) \) such that the \( \Gamma^{k,j} \) are disjoint from each other. We denote by \( \gamma^m \), and we call mortars, these \( \Gamma^{k,j} \). To describe the discrete space, we begin by defining trace spaces.

- First, for any \( k, 1 \leq k \leq K \) and for any \( j, 1 \leq j \leq j(k) \), we set \( W^{k,j}_h \)

\[ W^{k,j}_h = \{ v|_{\Gamma^{k,j}} : v \in X^h_k \} \]

- Next, for any \( m^* = (k, j) \) not in \( \mathcal{M} \), we choose a space \( \tilde{W}^m_h \) of discrete functions on the non-mortar sides. The product of all these spaces provides a global discretization \( \tilde{W}_h \) of the functions on the skeleton \( S \) by \( \tilde{W}_h = \bigoplus_{m \notin \mathcal{M}} \tilde{W}^m_h \).

For any \( m \in \mathcal{M} \), we denote by \( W^m_h \) the space \( W^{k(m),j(m)}_h \). The mortar space is defined by \( \tilde{W}_h = \{ w \gamma^m \in W^m_h : m \in \mathcal{M} \} \). The discrete space \( X_h \) is the space of functions \( v_h \) on \( \Omega \) such that:

- For any \( k, 1 \leq k \leq K \), \( v_{h,k} = v_{h|\Omega^k} \in X^h_k \).
- there exists a function \( \gamma \in \tilde{W}_h \) such that:
  - If \( \Gamma^{k,j} \) is a mortar, \( v_{h,k|\Gamma^{k,j}} = \gamma \)
  - If \( \Gamma^{k,j} \) is not a mortar

\[ \forall \psi \in \tilde{W}^{k,j}_h, \int_{\Gamma^{k,j}} (v_{h,k|\Gamma^{k,j}} - \gamma) \psi d\tau = 0 \]
The discretized variational formulation is: Find $u_h \in X_h$ such that

$$\forall v_h \in X_h, \quad \sum_{k=1}^{K} \int_{\Omega^h} \nabla u_{h,k} \cdot \nabla v_{h,k} \, dx + c \sum_{k=1}^{K} \int_{\Omega^h} u_{h,k} v_{h,k} \, dx = \int_{\Omega^h} f v_{h,k} \, dx .$$

The problem can be reformulated into a saddle point problem. Let $a_h$ be the symmetric bilinear form on $X_h \times X_h$:

$$a_h(u_h, v_h) = \sum_{k=1}^{K} \int_{\Omega^h} \nabla u_{h,k} \cdot \nabla v_{h,k} \, dx + c \sum_{k=1}^{K} \int_{\Omega^h} u_{h,k} v_{h,k} \, dx ,$$

and $b_h$ the bilinear form on $X_h \times \bar{W}_h$:

$$b_h(v_h, \mu_h) = \sum_{1 \leq k < \ell \leq K} \int_{\Gamma_{k,\ell}} (v_{h,k} - v_{h,\ell}) \mu_h .$$

We can associate to $a_h$ the linear operator $A_h$ and to $b_h$ the linear operator $B_h$ such that $a_h(u_h, v_h) = (A_h u_h, v_h)$ and $b_h(v_h, \mu_h) = (B_h v_h, \mu_h)$. Therefore, the problem (1.3) admits a following saddle-point formulation: Find the pair $(u_h, \lambda_h)$ in $X_h \times \bar{W}_h$ such that

$$A_h u_h + B_h^t \lambda_h = f_h$$
$$B_h u_h = 0 .$$

## 2 Extension of the Dual Schur Method Preconditioner

**Conforming Case**

Let us consider a subdomain $\Omega_i$. We number its degrees of freedom beginning by those lying inside $\Omega_i$ and finishing by those lying on the interfaces between $\Omega_i$ and the others subdomains. With this numbering, the stiffness matrix of $\Omega_i$ has the following block representation:

$$A_i = \begin{pmatrix} A_{ii} & A_{if} \\ A_{fi} & A_{ff} \end{pmatrix}$$

(2.5)

The restriction of the matrix $B$ on interface is the matrix which makes the correspondence between the degrees of freedom on interface and the degrees of freedom of the Lagrange multipliers.

The dual operator on each subdomain is given by $D^{(i)} = B_i A_i^{-1} B_i^t$

The interpretation of the preconditioner is to find a matrix $M$ which is a good approximation of $D^{-1}$ so as to apply the conjugate gradient method on a well conditioned problem. The preconditioner choosen in [Rou89] is $\tilde{M} = \sum_i B_i A_i B_i^t$.

**Nonconforming Case**

The interface matrix is given by the bilinear form associated to the trace operator seen in (1.4).
The interface matrix is written as $B_i = P_i R_i$ where $P_i$ is a projection matrix and $R_i$ is the restriction matrix on the interface.

Therefore, the dual operator matrix $D$ is given by

$$D = \sum_i B_i A_i^+ B_i^+ = \sum_i P_i R_i A_i^+ R_i^+ P_i^+.$$ 

The preconditioner chosen for the nonconforming case is

$$M2 = \sum_i (P_i P_i^t)^{-1} (P_i R_i A_i R_i^t P_i^t) (P_i P_i^t)^{-1}$$

where $(P_i P_i^t)^{-1}$ are matrix terms.

### 3 Hierarchical Basis of the Lagrange Multipliers Space

Our motivation comes from the work of H. Yserentant, [Yse86]. In his paper, the condition number of the stiffness matrices arising in the discretization of selfadjoint and positive definite elliptic problems by finite element methods when using hierarchical basis of the finite element spaces instead of the usual nodal bases is analysed. It is showed in [BDY88] that the condition number of such a stiffness matrix behaves like $O((\log K)^2)$ where $K$ is the condition number of the stiffness matrix with respect to a nodal basis. In case of a triangulation with uniform mesh size $h$ this means that the stiffness matrix with respect to a hierarchical basis has a condition number behaving like $O((\log h)^2)$ instead of $O((\frac{1}{h})^2)$ for a nodal basis.

Therefore, in the same idea, we consider the dual operator matrix with respect to a hierarchical basis not of the finite element space but of the Lagrange multipliers space.

We begin in this section by stating the basic methodology for the building of a hierarchical basis. We start with a coarse initial mesh $\mathcal{T}_1$. Beginning with this mesh, we construct a nested family $\{\mathcal{T}_\alpha\}$ of meshes. In this section, $\mathcal{T}_{\alpha+1}$ is obtained from $\mathcal{T}_\alpha$ by subdividing any elements of the mesh $\mathcal{T}_\alpha$.

The space $V(\Omega)$ is approached by the succession of the finite element spaces corresponding $\{V_\alpha(\Omega)\}$. $V_{\alpha+1}$ is obtained from $V_\alpha$ by adding the basis functions $\Phi^{\alpha+1}_A$ on the nodes introduced at this level of refinement and by not changing all the old basis functions. Obviously we have $V_1(\Omega) \subset V_2(\Omega) \subset \ldots \subset V_\alpha(\Omega) \subset V_{\alpha+1}(\Omega) \subset \ldots \subset V(\Omega)$.

We have the relation $V_{\alpha+1} = V_\alpha \oplus \nu_{\alpha+1}$ where $\nu_{\alpha+1}$ is the subspace of $V_{\alpha+1}$ consisting of all finite element functions vanishing in the nodes of $\mathcal{T}_\alpha$, of level $l$ with $1 \leq l \leq k$. Therefore, that means the hierarchical basis of $V_{\alpha+1}$ is the direct sum of the hierarchical basis of $V_\alpha$ and the nodal basis of $\nu_{\alpha+1}$.

The next figure shows how we choose the Lagrange multipliers space.

### 4 A Block Diagonal Preconditioner

We remind that finally we arrive to an algebraic saddle point problem:

$$\begin{pmatrix} A & B^t \\ B & 0 \end{pmatrix} \begin{pmatrix} U \\ \lambda \end{pmatrix} = \begin{pmatrix} F \\ 0 \end{pmatrix}$$

(4.6)
where $A$ is a block diagonal matrix and $B$ is the interface matrix, the jump operator. The system is equivalent to

$$A \begin{pmatrix} u \\ \lambda \end{pmatrix} = \begin{pmatrix} f \\ 0 \end{pmatrix}$$  \hspace{1cm} (4.7)

Let $B$ be a symmetric and positive definite matrix of the same size as $A$.

Suppose that eigenvalues of the spectral problem $Ax = \nu Bx$ belong to the union of the segments $[d_1; d_2] \cup [d_3; d_4]$ where $d_1 \leq d_2 < 0 < d_3 \leq d_4$. Then it is possible to implement the generalized Lanczos method of minimal iterations to solve the saddle point problem $Ax = y$.

In [Kuz95], to give the motivation of their choice for the preconditioner $B$, the eigenvalue problem is considered:

$$\begin{pmatrix} A & B^t \\ B & 0 \end{pmatrix} \begin{pmatrix} u \\ \lambda \end{pmatrix} = \nu \begin{pmatrix} A & 0 \\ 0 & BA^{-1}B^t \end{pmatrix} \begin{pmatrix} u \\ \lambda \end{pmatrix}$$  \hspace{1cm} (4.8)

Obviously this problem can have only three nontrivial solutions $\{0, 1, 1+\sqrt{5}\}$.

A preconditioner $B$ is taken with $R_u \sim A$ and $R_\lambda \sim BA^{-1}B^t$:

$$B = \begin{pmatrix} R_u \\ 0 \\ R_\lambda \end{pmatrix}$$  \hspace{1cm} (4.9)

Our idea is to test

$$R_u = A \quad \text{and} \quad R_\lambda^{-1} = M = \sum_{i=1}^{K}(P_iP_i^t)^{-1}(P_iR_iA_iR_iP_i^t)(P_iP_i^t)^{-1}$$

5 **Numerical Results**

The Schur dual interface matrix $D = \sum_{i=1}^{K} B_iA_i^tB_i^t$ corresponds to the discretization of a compact operator. Because of this compactness, the eigenvalues of $D$ accumulate
towards 0 when $h$ goes to 0, and the high end of the spectrum is less populated than the lower end. The spectral distribution of the interface problem has important consequences on the convergence rate of the conjugate gradient algorithm. During the first iterations, the conjugate gradient captures the eigenvalues corresponding to the low modes of the structure. Since $D$ has only a few relatively high eigenvalues that correspond to the low physical modes of the structure, the CG algorithm applied to the solution of the dual problem gives quickly a good approximation of the displacement.

**Figure 2** Spectral density with and without preconditioner, $2 \times 2$, $c = 1$,

\[ h_1^{-1} = h_2^{-1} = 24, h_3^{-1} = h_4^{-1} = 32 \]

Figure 2 shows that the first preconditioner reduces the condition number of the cluster of small eigenvalues of the dual interface problem, and therefore, favors a superconvergence behavior of the CG algorithm. Figure 3 highlights the superconvergence effect.

**Figure 3** Residual with hierarchical/nodal mortar space, $2 \times 2$,

\[ c = 1, h_1^{-1} = h_2^{-1} = h_3^{-1} = h_4^{-1} = 33 \]

Figure 3 shows a comparison between the residual for the CG with and without preconditioner for the dual matrix written in its nodal and hierarchical basis. We have a very good convergence for the hierarchical matrix with the hierarchical preconditioner.

Figure 4 shows that the convergence is better with the preconditioner $R^{-1} = M2 = \sum(P_iP_i^t)^{-1}(P_iR_iA_iR_i^tP_i^t)(P_iP_i^t)^{-1}$
\textbf{Figure 4} Residual with $R_{A} = M_1 = BA^{-1}B^t$ and $R_{A}^{-1} = M_2 = \sum (P_i P_i^t)^{-1} (P_i R_i A_i R_i^t P_i^t) (P_i P_i^t)^{-1}$, $2 \times 2$, $c = 1$, $h_1^{-1} = h_2^{-1} = 16, h_3^{-1} = h_4^{-1} = 24$

\begin{center}
\includegraphics[width=0.5\textwidth]{figure4.png}
\end{center}
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Generalized Neumann-Neumann Preconditioners for Iterative Substructuring

Patrick Le Tallec and Marina Vidrascu

1 Introduction

In iterative substructuring, the parallel solution of a complex structural problem is achieved by splitting the original domain of computation in smaller nonoverlapping simpler subdomains, and by reducing the initial problem to an interface system with matrix

\[ S = \sum_i R_i \| S_i R_i, \quad S_i = \tilde{K}_i - B_i ( \tilde{K}_i )^{-1} B_i \]

to be solved by a parallel preconditioned conjugate gradient method. Many variants of this approach have been proposed and investigated in the recent literature, all associated to different choices of preconditioners. It turns out, in fact, that the interface problem requires specific preconditioners which take advantage of its particular structure. Such preconditioners must have nice parallel properties, must be able to handle arbitrary elliptic operators and discretization grids, and their performance must be insensitive to the discretization step \( h \) and to the number of subdomains. Many such preconditioners have appeared in the literature, following the early work of Bramble, Pasciak and Schatz [BPS86] ([CM94], [CMW93], [DW92], [Man90], [Wid88]). For three dimensional elasticity, efficient results have been obtained using either wire-basket algorithms such as proposed in Smith [Smi92] or Neumann-Neumann preconditioners ([DLV91], [LeT94]).

This last choice uses as preconditioner the following weighted sum of inverses [MB93]:

\[ M^{-1} = P + ( I - P ) \left( \sum_i D_i S_i^{-1} D_i^T \right) ( I - P ), \]

with \( P \) a coarse projection operator, and \( D_i \) a local partition of unity to be adapted to coefficients heterogeneities. This preconditioner is very general and can be applied to linear or nonlinear three dimensional elasticity problems using either matching or
non matching grids [LSV94], to nonlinear plates or shells problems [LMV93], or to incompressible flow problems [LP96].

It turns out that all these situations can be described and analyzed by a unique abstract framework. Indeed, the Neumann-Neumann algorithm is a standard additive Schwarz algorithm based on an interface space decomposition of the type

\[ \mathbf{V} = \mathbf{V}_0 + \sum_i (\mathbf{I} - \mathbf{P}) \mathbf{D}_i \mathbf{V}_i. \]

The purpose of this paper is to explain how to efficiently relate the Neumann-Neumann algorithm to the more classical additive Schwarz framework. The previously known convergence results of J. Mandel or of the authors are then easily recovered. More important, this framework leads to several extensions of the algorithm for situations involving inexact domain solvers or nonconforming 3D mesh refinements. The efficiency of these different extensions will be illustrated by the results of several real life numerical experiments.

2 Model Problem and Basic Algorithm

Let us consider a second order elliptic problem with vector unknown \( \mathbf{u}(x) \in \mathbb{R}^3 \) set on a given domain \( \Omega \) of \( \mathbb{R}^3 \) with variational formulation

\[ \int_{\Omega} \left( \mathbf{a}(x) \cdot \nabla \mathbf{u}(x) \right) \cdot \nabla \mathbf{v}(x) dx = \int_{\Omega} \mathbf{f} \cdot \mathbf{v} dx + \int_{\partial \Omega_N} \mathbf{f}^\Gamma \cdot \mathbf{v} da, \quad \forall \mathbf{v} \in H(\Omega). \tag{2.1} \]

Here, \( H(\Omega) \) denotes the space of admissible (finite element) solutions, \( \partial \Omega_N \) the part of the boundary where Neumann boundary conditions are imposed and \( \partial \Omega_D \) the part where Dirichlet boundary conditions are imposed.

Iterative substructuring techniques use non overlapping domain partitions which split the original domain into small disjoint subdomains and reduce the original problem to an interface problem solved by an iterative conjugate gradient method.

The first step is thus to split the domain into small local non overlapping subdomains

\[ \bar{\Omega} = \bigcup_{i=1}^{N} \bar{\Omega}_i, \]

with interfaces

\[ \Gamma_i = \partial \Omega_i \setminus \partial \Omega, \quad \Gamma = \bigcup_i \Gamma_i. \tag{2.2} \]

\[ \Gamma = \bigcup_i \Gamma_i. \tag{2.3} \]

The second step is to construct the interface problem. Let \( \mathbf{K}_i \) denote the stiffness matrix of the subdomain \( \Omega_i \)

\[ (\mathbf{K}_i)_{m} = \int_{\Omega_i} \left( \mathbf{a}(x) \cdot \nabla \phi_i(x) \right) \cdot \nabla \phi_m(x) dx \]
and
\[
(F_i)_i = \int_{\Omega_i} f^\Omega(x) \cdot \phi_i(x) \, dx + \int_{\Omega_i \cap \Omega_j} f^\Gamma(x) \cdot \phi_i(x) \, da
\]
the corresponding right hand side. These matrices and right hand sides can obviously be computed independently on each subdomain. For each subdomain, the degrees of freedom are then decomposed into internal degrees of freedom \( \hat{X}_i \) associated to nodes which are strictly inside the subdomain \( \Omega_i \), or on the external boundary and interface degrees of freedom \( \tilde{X}_i \) associated to nodes lying on the interface between two or more neighboring subdomains. With this partition, the subdomain stiffness matrix and right hand side take the form
\[
K_i = \begin{bmatrix} \tilde{K}_i & B_i \\ B_i^T & \hat{K}_i \end{bmatrix}, \quad F_i = \begin{bmatrix} \tilde{F}_i \\ F_i \end{bmatrix}.
\] (2.4)

Let us finally denote by \( \hat{X} = \bigcup_j \hat{X}_j \) the entire set of interface degrees of freedom, and by \( \tilde{X} = R_i \hat{X} \) the restriction of \( \hat{X} \) on the boundary of \( \Omega_i \). Under this notation, after addition of the local contributions of all subdomains to the global stiffness matrix and right hand side, the linear system describing the global equilibrium of the domain \( \Omega \) takes the block structured form
\[
\begin{bmatrix}
\tilde{K}_1 & 0 & \ldots & 0 & B_1 R_1 \\
0 & \tilde{K}_2 & \ldots & 0 & B_2 R_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & \tilde{K}_N & B_N R_N \\
R_1^T B_1 & R_2^T B_2 & \ldots & R_N^T B_N & \sum_i R_i^T \hat{K}_i R_i
\end{bmatrix}
\begin{bmatrix}
\tilde{X}_1 \\
\vdots \\
\tilde{X}_N \\
\tilde{X}
\end{bmatrix}
= \begin{bmatrix}
\tilde{F}_1 \\
\vdots \\
\tilde{F}_N \\
F_i
\end{bmatrix}.
\]

This system is ideally solved by block Gaussian elimination of the internal degrees of freedom \( \tilde{X}_i \), yielding
\[
\tilde{X}_i = (\tilde{K}_i)^{-1}(\tilde{F}_i - B_i \tilde{X}_i).
\] (2.5)

In mathematical terms, this elimination amounts to the parallel solution of local equilibrium problems set on subdomains \( \Omega_i \) with fixed Dirichlet boundary conditions.

After elimination we obtain the reduced interface system
\[
\sum_i R_i^T \left( \tilde{K}_i R_i \hat{X} + B_i^T (\tilde{K}_i)^{-1} \tilde{F}_i \right) = \sum_i R_i^T \hat{F}_i.
\]

Introducing the so-called local Schur complement matrix
\[
S_i := \tilde{K}_i - B_i^T (\tilde{K}_i)^{-1} B_i,
\] (2.6)
this interface system takes the final form:
\[
(\sum_i R_i^T S_i R_i) \tilde{X} = \sum_i R_i^T (\tilde{F}_i - B_i^T (\tilde{K}_i)^{-1} \tilde{F}_i).
\] (2.7)
Problem (2.7) is equivalent to our original equilibrium problem, but is only written in terms of the interface unknowns $\bar{X}$.

The main idea of modern domain decomposition methods is to solve problem (2.7) by an iterative preconditioned conjugate gradient algorithm. These iterative techniques never require the explicit calculation of matrix $S$ since they form the matrix vector product $S\bar{X}$ by solving auxiliary Dirichlet problems (2.5) on the local subdomains [LV96]. The main issue conditioning the success and parallel efficiency of such techniques is then the choice of the preconditioner $M$. This preconditioner must be easy to implement in a parallel environment and must lead to a scalable algorithm when the number of processors increases. Additive Schwarz methods give a very general and efficient way of constructing such preconditioners.

3 Abstract Additive Schwarz Method

Let us consider the solution of the abstract variational problem

$$a(u, v) = \langle f, v \rangle, \forall v \in V, u \in V,$$

where $V$ is a given Hilbert space with duality product $\langle \cdot, \cdot \rangle$, and $a$ an elliptic continuous symmetric bilinear form defined on $V$.

We suppose that the space $V$ can be decomposed into the sum

$$V = I_0 V_0 + I_1 V_1 + I_2 V_2 + \ldots + I_N V_N,$$

where $I_i$ is a given continuous linear extension map from the local space $V_i$ to the global space $V$. On each subspace $V_i$, we introduce a symmetric elliptic bilinear form $b_i(\cdot, \cdot)$. We denote by $A : V \to V'$ the linear operator associated to the form $a$

$$\langle Au, v \rangle = a(u, v), \forall u, v \in V,$$

and by $B_i : V_i \to V'_i$ the linear operator associated to the form $b_i$.

With this notation, the additive Schwarz method for solving our original problem (3.8) is defined as the conjugate gradient method preconditioned by the following sum of local operators

$$M^{-1} = I_0 B_0^{-1} I_0^T + \ldots + I_N B_N^{-1} I_N^T.$$

This preconditioner is quite easy to compute since its action on a given element $L \in V'$ is simply equal to the sum

$$M^{-1} L = \sum_{i=0}^N I_i u_i,$$

where $u_i \in V_i$ is the solution of the local variational problem

$$b_i(u_i, v_i) = \langle L, I_i v_i \rangle, \forall v_i \in V_i.$$

As usual, the efficiency of the above preconditioned conjugate gradient method is inversely proportional to the condition number of the operator $M^{-1} A$ which we control by carefully choosing the subspaces $I_i V_i$ [CM94].

4 Generalized Neumann-Neumann Preconditioner

We have seen earlier that the interface problem (2.7) takes the abstract form

\[
(\sum_i R_i^t S_i R_i) \bar{X} = \bar{F} \in V',
\]  

(4.11)

with \( R_i \) the restriction from the space \( V \) of global interface values \( \bar{X} \) to the space \( V_i \) of local interface values \( \bar{X}_i \). Such an abstract problem can be solved in all generality by a Neumann-Neumann algorithm which preconditions the sum \( S = \sum R_i^t S_i R_i \) by a two level weighted sum of the inverses \( M^{-1} = \sum D_i (S_i)^{-1} D_i^t \). From a theoretical point of view, this algorithm turns out to be a particular case of the above additive Schwarz method.

For constructing such an abstract Neumann-Neumann preconditioner, we first need to choose

1. a partition of unity \( D_i : V_i \rightarrow V \) satisfying

\[
\sum_{i=1}^N D_i R_i = \text{Id}|_V.
\]

For implementation reasons (flexibility and parallelism), the map \( D_i \) must be as local as possible. The generic choice consists in defining \( D_i \) on each interface degree of freedom \( v(P_i) \) by: \( D_i v(P_i) = \frac{\rho}{\rho} v(P_i) \) if the \( l \) degree of freedom of \( V \) corresponds to the \( k \) degree of freedom of \( V_i \), and by \( D_i v(P_i) = 0 \), if not. Here \( \rho_i \) is a local measure of the stiffness of subdomain \( \Omega_i \) (for example an average Young modulus on \( \Omega_i \)) and \( \rho = \sum_{P_i \in \Omega_j} \rho_j \) is the sum of \( \rho_j \) on all subdomains \( \Omega_j \) containing \( P_i \).

2. an approximate local operator \( \tilde{S}_i \) such that

\[
\tilde{S} = \sum R_i^t \tilde{S}_i R_i
\]

is spectrally equivalent to \( S : \omega_-(Sv, v) \leq \langle \tilde{S}v, v \rangle \leq \omega_+(Sv, v), \ \forall v \in V. \)

Up to now, Neumann-Neumann methods used the original Schur complement \( S_i \) as a local operator, but our most recent tests and analysis show that one can choose different local operators \( \tilde{S}_i \). In practice, one uses the local Schur complement of a simplified (unrefined, undeformed, homogenized..) problem. The calculation of its local inverse will then reduce to the solution of an approximate Neumann problem.

3. a \( \tilde{S}_i \) orthogonal decomposition of each local space \( V_i, i = 1, 2, \ldots, N \), into

\[
V_i = V_i^0 \oplus Z_i.
\]

Above, the local coarse space \( Z_i \) contains all potential local singularities, that is functions \( v_i \) whose extensions \( D_i v_i \) are of very large (usually \( H \) dependent) energy. In particular, the space \( Z_i \) must be such that

\[
\text{Ker} \tilde{S}_i \subset Z_i \subset V_i.
\]
For elasticity problems, $Z_i$ is usually taken as the space of local rigid body motions. For plate and shell problems, a better choice is to choose $[LMVed]$ $Z_i$ as the orthogonal to the space

$$V_i^0 = \{ v \in V_i, v = 0 \text{ at cross points} \}.$$

We then define the generalized Neumann-Neumann domain decomposition technique as the additive Schwarz algorithm solving $S$ on the space $V$ of interface restrictions of elements of $H(\Omega)$, with

1. coarse space $V_0 = \sum_{i=1}^N D_i Z_i \subset V$, endowed with the scalar product $\bar{S}$,
2. local spaces $V_i^0, i = 1, 2, \ldots, N$ endowed with the scalar product $B_i = \bar{S}_i$,
3. extensions $I_i = (I - P)D_i$, with $P$ the $S$ orthogonal projection of $V$ onto $V_0$.

The above choice of extension map is in fact the key point of the Neumann-Neumann algorithm.

By construction, this Neumann-Neumann algorithm corresponds to the preconditioning operator

$$M^{-1} = \bar{S}_0^{-1} + \sum_i (I - P)D_i \bar{S}_i^{-1} D_i^t (I - P)^t,$$

in which we recognize a direct generalization of the expression initially proposed in [MB93].

To see how this abstract algorithm can be numerically implemented, we detail below the application of the operator $M^{-1}$ to a given element $r$ of $V'$. From the above construction, we first need to project the residual onto the coarse space by solving the coarse problem

$$\langle \bar{S}u_0, v_0 \rangle = \langle r, v_0 \rangle, \forall v_0 \in V_0,$$

to compute the local contributions $u_i$ by solving in parallel the local "Neumann" problems

$$u_i \in V_i^0 : \quad \langle \bar{S}_i u_i, v_i \rangle = \langle r, (I - P)D_i v_i \rangle,$$

$$= \langle r - \bar{S}u_0, D_i v_i \rangle \quad \forall v_i \in V_i^0,$$

to project these local contributions onto the coarse space

$$\langle \bar{S}(\sum_i D_i z_i), v_0 \rangle = \langle \sum_i D_i u_i, S v_0 \rangle, \quad \forall v_0 \in V_0, z_i \in Z_i,$$

and to set

$$M^{-1} r = u_0 + \sum_{i=1}^N D_i (u_i - z_i).$$

Using the general theory, we then have

**Theorem 1** The above abstract Neumann-Neumann preconditioner satisfies

$$\text{Cond}(M^{-1}S) = \frac{\lambda_{\text{max}}(M^{-1}S)}{\lambda_{\text{min}}(M^{-1}S)} \leq \frac{(Ne + 1)\omega_+}{\omega_-} \max_i \sup_{v_i \in V_i^0} \frac{\|D_i v_i\|_S^2}{\|v_i\|_{S_i}^2},$$

with $Ne$ the maximum number of neighbors of a given subdomain.
Proof. The minimal eigenvalue $\lambda_{min}(M^{-1}S)$ can be bounded from below by the well-known partition lemma classically used in the analysis of additive Schwarz methods. For this purpose, we split any $v \in V$ into

$$v = Pv + (I - P)v = I_0v_0 + v_\perp.$$ 

From the local decomposition of each local space $V_i$, each local component $R_i v_\perp$ can be decomposed into $R_i v_\perp = v_i + z_i, v_i \in V_i^0, z_i \in Z_i$. By introducing our partition of unity $D_i$, we then have

$$v_\perp = \left((I - P) \sum_i D_i R_i v_\perp \right) = \sum_i (I - P) D_i (v_i + z_i) = \sum_i (I - P) D_i v_i = \sum_i I_0 v_i.$$ 

By orthogonality of the local decomposition, we then verify

$$\sum_i b_i(v_i, v_i) = \sum_i \langle \tilde{S}_i v_i, v_i \rangle \leq \sum_i \langle \tilde{S}_i (v_i + z_i), v_i + z_i \rangle = \sum_i \langle \tilde{S}_i R_i v_\perp, R_i v_\perp \rangle = \langle \tilde{S} v_\perp, v_\perp \rangle.$$ 

By orthogonality again, we have

$$b_0(v_0, v_0) + \sum_i b_i(v_i, v_i) \leq \langle \tilde{S} v_0, v_0 \rangle + \langle \tilde{S} v_\perp, v_\perp \rangle = \langle \tilde{S} v, v \rangle \leq \omega \langle S v, v \rangle.$$ 

Thus, the partition lemma holds with $C_0 = \omega$, which implies that $\lambda_{min}$ is bounded from below by $\frac{1}{\omega}$. 

On the other hand, the derivation of an optimal upper bound for $\lambda_{max}(M^{-1}S)$ requires specific orthogonality arguments which do not easily fit into the classical theory of additive Schwarz methods. Indeed, using orthogonality and the contraction properties of the projection $(I - P)$, we have

$$\langle SM^{-1} \tilde{S} \tilde{X}, M^{-1} \tilde{S} \tilde{X} \rangle = \langle \tilde{S}(u_0 + \sum_i (I - P) D_i u_i), u_0 + \sum_i (I - P) D_i u_i \rangle = \langle \tilde{S} u_0, u_0 \rangle + \langle \tilde{S} \sum_i (I - P) D_i u_i, \sum_i (I - P) D_i u_i \rangle \leq \langle \tilde{S} u_0, u_0 \rangle + \langle \tilde{S} \sum_i D_i u_i, \sum_i D_i u_i \rangle.$$ 

By introducing the number of neighbors $N_i$ of a given subdomain $\Omega_i$
\[ N_i = \text{Number of } j \neq i, \exists u_i \in \mathbf{V}_i, \exists u_j \in \mathbf{V}_j, \langle \tilde{S}D_i u_i, D_i u_j \rangle \neq 0, \]

the continuity constant of \( D_i \)

\[ c_i = \sup_{v_i \in \mathbf{V}_i^g} \frac{\langle \tilde{S}D_i v_i, D_i v_i \rangle}{\langle S_i v_i, v_i \rangle} \]

and using Cauchy Schwarz, we then deduce

\[
\langle \tilde{S}M^{-1} \tilde{S}X, M^{-1} \tilde{S}X \rangle \leq \langle \tilde{S}u_0, u_0 \rangle + \max_i (N_i + 1) \sum_i \langle \tilde{S}D_i u_i, D_i u_i \rangle \\
\leq \langle \tilde{S}u_0, u_0 \rangle + \max_i (N_i + 1) \sum_i c_i \langle \tilde{S}u_i, u_i \rangle \\
\leq \langle \tilde{S}X, Pu_0 \rangle + \max_i (N_i + 1) c_i \sum_i \langle \tilde{S}X, I_i u_i \rangle \\
\leq \max_i (N_i + 1) c_i \langle \tilde{S}X, M^{-1} \tilde{S}X \rangle \\
\leq \max_i (N_i + 1) c_i \langle \tilde{S}X, \tilde{X} \rangle \langle \tilde{S}M^{-1} \tilde{S}X, M^{-1} \tilde{S}X \rangle. 
\]

The final result follows then by standard estimates

\[
\lambda_{\max}(M^{-1}S) = \max_X \frac{\langle S\tilde{X}, \tilde{X} \rangle}{\langle MX, X \rangle} = \max_X \frac{\langle S\tilde{X}, \tilde{X} \rangle}{\langle M\tilde{X}, \tilde{X} \rangle} \\
\leq \frac{1}{\omega} \max_X \frac{\langle S\tilde{M}^{-1}\tilde{S}X, M^{-1} \tilde{S}X \rangle}{\langle S\tilde{X}, \tilde{X} \rangle} \leq \frac{1}{\omega} \max_i (N_i + 1) c_i.
\]

If we particularize this abstract convergence result to specific elasticity problems with specific choices of local spaces and coarse grid operators, we recover the following quite general convergence theorem [LeT94], [LMVed]:

**Theorem 2** Using the above Neumann-Neumann preconditioner in the framework of three-dimensional linear elasticity problems or of plate problems, the condition number of the operator \( M^{-1}S \) is bounded by

\[
\text{Cond}(M^{-1}S) \leq C \alpha_i^2 \left[ 1 + \ln \max_i \frac{H_i}{h_i} \right]^2, \tag{4.12}
\]

the constant \( C \) being independent of the subdomains diameters \( H_i \), discretization steps \( h_i \), aspect ratios \( \alpha_i \) and averaged coefficients \( p_i \).

The above result guarantees the scalability of the proposed algorithm with respect to the number of subdomains (\( H_i \) independence), and its robustness with respect to strongly heterogeneous elasticity coefficients (\( p_i \) independence). This independence with respect to coefficient jumps is due to our specific choice of weighting factors.
\[ D_t \psi (P_t) = \frac{\rho_t}{\rho} \psi (P_k). \]

But the abstract convergence result is more general because it handles situations using inexact subdomain solvers $ \Sigma^{-1} $ in the preconditioning step. The next paragraph illustrates this possibility.

5 Application to a Large-scale Problem with Local Refinement

Many large scale engineering problems require additional care and precision next to junctions of complex geometries. A simple way for achieving this in an industrial framework consists in first defining a global conforming finite element mesh of the whole domain $ \Omega $, to be partitioned as usual into conforming non overlapping subdomains $ \Omega_i $. In order to improve the local accuracy of the finite element solution, we then refine the finite element mesh of several subdomains (but not of all subdomains) by subdividing each original element of these subdomains into 2, 4, 8, 16, ... sub elements of same nature. After such local refinements the global mesh is no longer conforming : on the interface between a refined domain $ \Omega_i $ and an unrefined domain $ \Omega_j $, several nodes of $ \Omega_i $ will have no equivalent on $ \Omega_j $ (Figure 1).

**Figure 1** Nonconforming mesh refinement : refined nodes on the right domain have no counterpart on the left domain.

This lack of conformity can be handled by the so called slave node approach used in Bramble, Ewing, Parashkevov and Pasciak [BEPP92]. In this approach, all finite element displacement fields are imposed to be pointwise continuous at all subdomain
interfaces. In other words, the finite element space definition is kept as

\[
H(\Omega) = \left\{ u_h : \bar{\Omega} \to \mathbb{R}^3, u_h \text{ continuous}, \ u_h = 0 \text{ on } \partial\Omega_D, \right. \\
\left. v_{h|\Omega_i} = v_i \circ i^{-1}, v_i \in [Q^2_i(\bar{\Omega})]^3, \text{ for all elements } T_i \text{ of all subdomains } \Omega_i \right\}.
\]

With this choice, on any nonconforming interface, the values of the displacement field at any interface node \( P^i_i \) of the refined subdomain \( \Omega_i \) which is not shared by the neighboring subdomain \( \Omega_j \) are constrained to be equal to the value at this point of the \( \Omega_j \) finite element interpolation of this field

\[
u(P^i_i) = \sum_{k \in T \cap \partial \Omega_j} u(P^k_k) \phi^T_k(P^i_i).
\]

Here \( T \) is the finite element of subdomain \( \Omega_j \) which contains \( P^i_i \). \( \phi^T_k(x) \) is the nodal element shape function associated to the node \( P^k_k \). By construction, the interface nodes \( P^k_k \) of \( \Omega_j \) are shared by \( \Omega_i \), and by the imposed continuity of the displacement field at the interface, the above continuity constraints can be rewritten as

\[
u(P^i_i) = \sum_{k \in T \cap \partial \Omega_i} u(P^i_i) \phi^T_k(P^i_i).
\]

(5.13)

Therefore, the additional degrees of freedom introduced by refinement on the interface \( \partial \Omega_i \) are not directly related to any degree of freedom of \( \Omega_j \), but only to degrees of freedom of \( \Omega_i \). They must then be considered as internal degrees of freedom of \( \Omega_i \) that is as elements of the set \( \hat{X_i} \), and do not participate to the interface problem. In other words, the mesh refinement of the subdomain \( \Omega_i \) will modify the local stiffness matrix \( K_i \) (new finite elements are added and the internal kinematic constraint (5.13) must be taken into account), will add elements to the set \( \hat{X_i} \) of internal unknowns, but will not modify the list and definition of the interface degrees of freedom \( \hat{X_i} \). In particular, the interface problem keeps the same structure and dimension as in the unrefined case. Such situations can therefore be easily solved by our generalized Neumann-Neumann algorithm, using as interface preconditioner \( \hat{S} \) the (much cheaper) interface preconditioner of the unrefined case.

We have applied this strategy to the calculation of part of a protection wall in a 3D offshore platform subjected to an external pressure. This problem can be written in the following form:

Find the displacement field \( u(x) \), of a three-dimensional structure \( \Omega \), subjected to a given external loading. The external forces acting onto the body can be reduced to surface tractions \( f^T \) acting on the part \( \partial \Omega_N \) of the boundary \( \partial \Omega \). These tractions represent the external pressure or the action of icebergs on the structure. The displacement \( u_i(x) \) is imposed on the remaining part \( \partial \Omega_D = \partial \Omega - \partial \Omega_N \) of the boundary.

The governing equilibrium equations reduced then to the strong form:
\[-\text{div}(E(x) \varepsilon(u)) = 0 \text{ in } \Omega,\]
\[E(x) \varepsilon(u)n = f^T \text{ on } \partial \Omega_N,\]
\[u(x) = 0 \text{ on } \partial \Omega_D,\]

with \(E(x)\) the local elasticity tensor, and \(\varepsilon(u)\) the linearized strain tensor
\[\varepsilon(u) = \frac{1}{2} (\nabla u + (\nabla u)^t).\]

For isotropic materials, we have simply
\[E(x) \varepsilon(u) = \frac{E \nu}{(1 + \nu)(1 - 2\nu)} \text{div}(u)Id + \frac{E}{(1 + \nu)} \varepsilon(u).\]

The platform is supposed to be made of an isotropic elastic material \((E = 0.3710^4\) and \(\nu = 0.2\) ) and is discretized using second order hexahedral finite elements. The domain is cut into 5 subdomains. Three calculations were performed. The first one uses 5 coarse compatible subdomains. The total mesh is rather coarse, with element aspect ratios of 5. Four subdomains are of equal size and contain each 209 elements, 1616 nodes and 4848 degrees of freedom. The fifth subdomain has 88 elements, 714 nodes (2142 d.o.f). Then this fifth subdomain is refined (Figure 2) and thus the resulting decomposition uses non matching grids. The refined domain contains 748 elements, 4181 nodes (12543 d.o.f). Finally all the subdomains were refined. In order to fit in the computer memory a decomposition in 18 subdomains was needed for the fully refined case. The number of subdomain iterations, for a precision of \(10^{-6}\) in the conjugate gradient algorithm, is 53 for the coarse decomposition, 57 for the incompatible one and 65 for the fine one. For the coarse decomposition the calculated condition number is 408.24, compared to 457.75 for the incompatible one. In both cases, the dimension of the interface problem is 2436. As far as accuracy is concerned, the non matching grid gives results comparable to those of the totally refined case. In summary, partial refinement is as accurate as full refinement but is associated to an interface problem whose complexity and cost is as cheap as the unrefined case when solved by our generalized Neumann - Neumann technique.

Similar costs are also observed when solving nonlinear elasticity problems with frozen interface preconditioner [LV96], which validates the generalized Neumann Neumann algorithm in real life numerical examples.

REFERENCES


Figure 2  Non matching grid decomposition of the offshore problem.
Some Recent Results on Domain Decomposition Methods for Eigenvalue Problems

S. H. Lui

1 Introduction

Domain decomposition methods for partial differential equations have traditionally been classified into two types: the Schwarz type where subdomains overlap and the Schur complement type where subdomains do not overlap. In this paper, we focus mainly on Schwarz algorithms for the eigenvalue problem for self-adjoint operators. Specifically, we study the model problem

$$-\triangle u = \lambda u \text{ on } \Omega$$

with homogeneous Dirichlet boundary conditions. Here, $\Omega$ is a bounded open domain with a smooth boundary. We shall discuss two different Schwarz algorithms with a brief mention of Schur algorithms. Some open problems will also be raised.

An incomplete list of papers on domain decomposition methods for the eigenvalue problems is [AGG88], [AG88], [Ben87], [Bou90], [Bou92], [Bd92], [Dri95] [DK92], [D'y96], [FG94], [HMY95], [Kny87], [KS89], [KS94], [Kro63], [Kuz86a], [Kuz86b], [LHL94], [Luc92], [Mal92], [Sch89], [Sim74] and [Sko91]. See also the references in these papers.

2 Schwarz Algorithms

Suppose the domain $\Omega$ is a union of $m > 1$ overlapping subdomains $\Omega_1 \cup \cdots \cup \Omega_m$. We discuss two Schwarz alternating methods.

Mal'tsev's Algorithm

This algorithm works with the variational formulation of the eigenvalue problem. Let $(u,v)$ denote the usual $L^2(\Omega)$ inner product and $\|u\|^2 = (u,u)$. Denote the
energy inner product in the Sobolev space $H_0^1(\Omega)$ by $[u,v] = \int_\Omega \nabla u \cdot \nabla v$ and let $\|u\|_2 = \left(\int_\Omega (\Delta u)^2\right)^{1/2}$ for $u \in H^2(\Omega) \cap H_0^1(\Omega)$. Let the eigenvalues of $-\Delta$ be $\lambda_1 < \lambda_2 \leq \cdots$ and let $\phi_i$ be some eigenfunction corresponding to $\lambda_i$. For any $u \in H_0^1(\Omega) \setminus 0$, define the Rayleigh Quotient

$$R(u) = \frac{[u,u]}{(u,u)}.$$ 

Maliassov [Ma92] recently gave the following Schwarz Alternating Method to find the smallest eigenvalue and its associated eigenfunction and ‘proved’ its convergence.

Let $u^{(0)} \in H_0^1(\Omega) \setminus 0$ with $\lambda_1 \leq R(u^{(0)}) < \lambda_2$. For $n \geq 0$ and $1 \leq i \leq m$, define the sequence

$$\lambda^{(n+i/\ell)} = \inf \{ R(u^{(n+i/\ell)} + v_i); v_i \in H_0^1(\Omega) \setminus 0 \text{ with } v_i = 0 \text{ on } \Omega \setminus \Omega_i \}$$

$$= R(u^{(n+i/\ell)}).$$

(We identify the index $n + \frac{i}{\ell}$ with $n$ and $n + \frac{m}{\ell}$ with $n + 1$.) Then $\lim_{\ell \to \infty} \lambda^{(n)} = \lambda_1$ and a subsequence of $u^{(n)}$ converges to $\phi_1$.

However, there is a small flaw in the algorithm. The fault lies in his definition of $u^{(n+i/\ell)}$ which may not exist as the following example shows. Consider

$$-u'' = \lambda u \text{ on } (0, \frac{3\pi}{4})$$

with homogeneous Dirichlet boundary conditions. The smallest eigenvalue is $\frac{4}{\pi}$ with $\sin \frac{2\pi}{3}$ as a corresponding eigenfunction. Let $\Omega_1$ be the interval $(0, \pi)$ and $\Omega_2$ be the interval $(\frac{\pi}{2}, \frac{3\pi}{4})$. Take

$$u^{(0)} = \begin{cases} 2\sin x, & \text{if } 0 \leq x \leq \pi; \\ \sin 2x, & \text{if } \pi \leq x \leq \frac{3\pi}{4}. \end{cases}$$

Then $\lambda^{(0)} = \frac{4}{\pi}$. Let $D_1 = \{v_1 \in H_0^1(0, \frac{3\pi}{4}) \text{ with } v_1 = 0 \text{ on } [\pi, \frac{3\pi}{4}]\}$. Then,

$$\inf \{ R(u^{(0)} + v_1); v_1 \in D_1 \} = \lim_{|\alpha| \to \infty} R(u^{(0)} + aE \sin x)$$

$$= 1,$$

where $E \sin x$ is the function which is $\sin x$ on $[0, \pi]$ and is $0$ on $[\pi, \frac{3\pi}{4}]$. This infimum cannot be attained by any $v_1 \in D_1$.

Despite this defect, Maliassov’s main ideas are still valid. We now give a correct algorithm with a proof of convergence. Note that our result holds for an arbitrary eigenvalue, not just the smallest one. We restrict to the two-subdomain case.

**Theorem 1** Fix $p \in \mathbb{N}$. Define $H = \{ f \in H_0^1(\Omega) \cap H^2(\Omega); (f,\phi_i) = 0, i = 1, \cdots, p - 1 \}$ and $D_i = \{ f \in H; f = 0 \text{ on } \Omega \setminus \Omega_i \}$, $i = 1, 2$. Let the initial guess be $u^{(0)} \in H \setminus 0$ with $\lambda^{(0)} = R(u^{(0)})$ smaller than the first eigenvalue strictly larger than $\lambda_p$. For $n \geq 0$ and $i = 1, 2$, define the sequence

$$\lambda^{(n+i/\ell)} = \inf \left\{ R(cu^{(n+i/\ell)} + v_i); c \in \mathbb{R}, v_i \in D_i, \| cu^{(n+i/\ell)} + v_i \|_2 = 1 \right\}$$

$$= R(u^{(n+i/\ell)}).$$
The above infimum is always attained. In case it is attained at more than one pair 
(c, v_i), any one can be taken to define u^{(n+\frac{j}{p})}. Then, \( \lim_{n \to \infty} \lambda^{(n)} = \lambda_p \) and a 
subsequence of \( u^{(n)} \) converges to \( \phi_p \) in the energy norm.

**Proof:** We first show that the sequence is well-defined. Fix \( i \) and \( n \). Let \( c_j \in \mathbb{R} \) 
and \( w_j \in D_i \) such that \( z_j = c_j u^{(n+\frac{j}{p})} + w_j \) with \( \|z_j\|_2 = 1 \) and \( R(z_j) = \lambda^{(n+\frac{j}{p})} \) as \( j \to \infty \). Since \( z_j \) is a bounded sequence in \( (H, \| \cdot \|_2) \), there exists a subsequence, which 
we label by \( k_j \), such that \( z_{k_j} \to u^{(n+\frac{j}{p})} \) for some \( u^{(n+\frac{j}{p})} \in H \setminus 0 \) weakly in the norm 
\( \| \cdot \|_2 \) and strongly in the energy norm. Then \( R(z_{k_j}) \to R(u^{(n+\frac{j}{p})}) \) as \( j \to \infty \) and the 
uniqueness of limit implies \( \lambda^{(n+\frac{j}{p})} = R(u^{(n+\frac{j}{p})}) \).

Since \( \lambda^{(n+\frac{j}{p})} \) is a non-increasing sequence which is bounded below by \( \lambda_p \), it must 
converge to some number, say, \( \lambda \). Since \( u^{(n)} \) is a bounded sequence in \( (H, \| \cdot \|_2) \), there 
exists some subsequence which we label by \( n_j \) such that 

\[ u^{(n_j)} \to u \]

in the energy norm for some \( u \in H \setminus 0 \). Thus

\[ \lim_{j \to \infty} R(u^{(n_j)}) = R(u) = \lambda. \]

We now show that \( (\lambda, u) \) is an eigenpair of \(-\Delta\). Observe that for any \( t \in \mathbb{R}, n \geq 1 \) 
and \( v_i \in D_i, i = 1, 2 \),

\[ R(u^{(n)} + tv_i) \geq \lambda^{(n_j+\frac{j}{p})} \]

and

\[ R(u^{(n_j)} + tv_2) \geq R(u^{(n_j-1+\frac{j}{p})}) = \lambda^{(n_j-1+\frac{j}{p})}. \]

Taking the limit as \( j \to \infty \) in the above inequalities, we obtain \( R(u + tv_i) \geq \lambda, i = 1, 2 \) 
which is equivalent to

\[ t^2 \left( [v_i, v_i] - \lambda \|v_i\|^2 \right) + 2t \left( [u, v_i] - \lambda (u, v_i) \right) + [u, u] - \lambda \|u\|^2 \geq 0 \]

\[ t^2 \left( [v_i, v_i] - \lambda \|v_i\|^2 \right) + 2t \left( [u, v_i] - \lambda (u, v_i) \right) \geq 0. \]

This is possible only if \( [u, v_i] = \lambda (u, v_i) \). Since the subdomains are overlapping, \( H = D_1 + D_2 \). Now any \( v \in H^1_0(\Omega) \cap H^2(\Omega) \) can be represented as \( v = v_i + v_{l} + \sum_{i=1}^{p} a_i \phi_i \) 
with \( v_i \in D_i \) and \( a_i \in \mathbb{R} \). Noting that \( (u, \phi_i) = 0, l = 1, \cdots, p - 1 \), we obtain 
\( [u, v] = \lambda (u, v) \). Since \( H^1_0(\Omega) \cap H^2(\Omega) \) is dense in \( H^1_0(\Omega), [u, v] = \lambda (u, v) \) for all 
v \in H^1_0(\Omega). Thus \( u \) is an eigenfunction with corresponding eigenvalue \( \lambda \). By the 
variational principle for eigenvalues and the choice of initial guess, we must have 
\( \lambda = \lambda_p \).

The general multiple-subdomain case is considered in [Lui96]. From the point 
of view of parallel computation, the above algorithm is not satisfactory because 
the computation on subdomain \( \Omega_i \) must precede that on \( \Omega_{i+1} \). We now propose a version in 
which the computation in each subdomain can be carried out simultaneously. However, 
the calculation of the eigenvalue \( \lambda_p \) must precede that of \( \lambda_{p+1} \). We shall consider 
the general \( m \)-subdomain case. The notation will be as in the previous theorem with the 
exception that we no longer identify an element indexed by \( n+1 \) with one indexed by 
\( n + \frac{m}{m} \).
Theorem 2  Fix $p \in \mathbb{N}$. Let the initial guess be $u^{(0)} \in H \setminus 0$ with $\lambda^{(0)} = R(u^{(0)})$ smaller than the first eigenvalue strictly larger than $\lambda_p$. For $n \geq 0$ and $1 \leq i \leq m$, define the sequences
\[
\lambda^{(n+\frac{1}{m})} = \inf \{ R(cu^{(n)} + v_i); \ c \in \mathbb{R}, v_i \in D_i, \| cu^{(n)} + v_i \|_2 = 1 \}
\]
\[
\equiv R(u^{(n+\frac{1}{m})})
\]
and
\[
\lambda^{(n+1)} = R(u^{(n+1)}) = \min \left\{ R \left( \sum_{i=0}^{m} c_i u^{(n+\frac{1}{m})} \right); \ \sum_{i=0}^{m} c_i^2 = 1 \right\}.
\]
The above infimum is always attained and in case the infimum is attained at more than one pair $(c, v_i)$, then define $u^{(n+\frac{1}{m})}$ from any one of them. Similarly for the minimization problem. Then, $\lim_{n \to \infty} \lambda^{(n)} = \lambda_p$ and a subsequence of $u^{(n)}$ converges to $\phi_p$ in the energy norm.

The proof is very similar to that of the previous theorem and can be found in [Liu96c]. Note that in the statement of these theorems, only a subsequence converges. If the eigenvalue that we seek is a multiple eigenvalue, it is quite possible that different subsequences converge to different eigenfunctions corresponding to the same multiple eigenvalue. We are currently investigating whether the entire sequence converges in case the eigenvalue is simple.

If the initial Rayleigh Quotient is sufficiently large, then the Maliassov sequence for a 3-subdomain example converges to a different eigenvalue ([Liu96c]). These occurrences are rare and from our limited experience, the algorithms do converge globally in practice. We conjecture that global convergence holds for the 2-subdomain case. This article does not touch upon implementation issues. For an efficient hierarchical implementation and further theoretical results of Maliassov’s algorithm, see the article by Chan and Sharapov elsewhere in this volume.

Another Schwarz Algorithm

We now discuss briefly another Schwarz algorithm which transmits information between the subdomains by boundary functions. Consider $\Omega$ to be an union of two overlapping subdomain $\Omega_1$ and $\Omega_2$. Let $\Gamma_1$ be $\partial \Omega_1 \cap \Omega_2$ and $\Gamma_2$ be $\partial \Omega_2 \cap \Omega_1$. The idea is to solve an eigenvalue problem in each subdomain with Robin boundary conditions. In this section, we are only concerned with the smallest eigenvalue and its associated eigenfunction which is nonzero in $\Omega$.

For any positive integer $i$, define $u_2^{(i)}$ as the solution of the eigenvalue problem $-\Delta u_2^{(i)} = \lambda_2 u_2^{(i)}$ on $\Omega_2$ with boundary conditions $u_2^{(i)} = 0$ on $\partial \Omega_2 \setminus \Gamma_2$ and $\frac{\partial u_2^{(i)}}{\partial n_2} = 0$ on $\Gamma_2$, where $g_2^{(i)}$ is an estimate of the true boundary function on $\Gamma_2$ approximated by $u_1^{(i)}$:
\[
g_2^{(i)} u_1^{(i)} + \frac{\partial u_1^{(i)}}{\partial n_2} = 0 \text{ on } \Gamma_2.
\]
Here, \( n_i \) denotes the unit outward normal on \( \Omega_i \). Define \( u_i^{(i+1)} \) as the solution of the eigenvalue problem on \( \Omega_i \) with boundary conditions \( u_i^{(i+1)} = 0 \) on \( \partial \Omega_i \setminus \Gamma_i \) and 
\[
g_i^{(i+1)} u_i^{(i+1)} + \frac{\partial u_i^{(i+1)}}{\partial n_i} = 0 \text{ on } \Gamma_i,
\]
where
\[
g_i^{(i)} u_i^{(i)} + \frac{\partial u_i^{(i)}}{\partial n_i} = 0 \text{ on } \Gamma_i.
\]
Note that \( g_i^{(i)} \) is an estimate of the true boundary function on \( \Gamma_i \) approximated by \( u_i^{(i)} \). The above sequences are defined once we specify the initial iterate \( u_i^{(1)} \). Note that we introduced the sequence of boundary functions \( g_i^{(i)} \) for explanation purpose only. The actual boundary conditions can be simplified to
\[
\frac{u_2^{(i)} \partial u_1^{(i+1)}}{\partial n_1} - \frac{\partial u_2^{(i)} u_1^{(i+1)}}{\partial n_1} = 0 \text{ on } \Gamma_1
\]
and
\[
\frac{u_1^{(i)} \partial u_2^{(i)}}{\partial n_2} - \frac{u_2^{(i)} \partial u_1^{(i)}}{\partial n_2} = 0 \text{ on } \Gamma_2.
\]

We have not been able to show convergence of the above sequences. The method does converge in the few numerical experiments that we have tried. Local convergence and the exact rate of convergence for the one-dimensional problem is shown in [Lui96a]:

**Theorem 3** The Schwarz alternating method for the one-dimensional eigenvalue problem converges if the initial guess is sufficiently close to the true solution.

For \( 0 < a < b < \pi \), let the subdomains covering \([0, \pi]\) be \((0, b)\) and \((a, \pi)\). The sequences of eigenvalue problems reduce to

\[
-u_1^{(i)} u_1^{(i)} = \lambda_1^{(i)} u_1^{(i)} \text{ on } (0, b), \quad u_1^{(i)} (0) = 0, \quad u_1^{(i)} u_2^{(i-1)} - u_2^{(i-1)} u_1^{(i)} \big|_{x=b} = 0
\]

and

\[
-u_2^{(i)} u_2^{(i)} = \lambda_2^{(i)} u_2^{(i)} \text{ on } (a, \pi), \quad u_1^{(i)} u_2^{(i)} - u_1^{(i)} u_2^{(i)} \big|_{x=a} = 0, \quad u_2^{(i)} (\pi) = 0
\]

for \( i = 1, 2, \ldots \). The sequences are defined after prescribing the 'initial condition' \( u_2^{(0)} \).

The exact solutions are:

\[
u_1^{(i)} (x) = \sin(\alpha_i x), \quad u_2^{(i)} (x) = \sin(\beta_i (\pi - x)), \quad i = 1, 2, \ldots
\]

where the constants \( \alpha_i \) and \( \beta_i \) are determined by the interior boundary conditions. After some algebra, we find that these constants are the smallest positive roots of the equations

\[
\beta_{i-1} \cot (\beta_{i-1} (\pi - b)) + \alpha_i \cot (\alpha_i b) = 0 \quad (2.1)
\]

and

\[
\alpha_i \cot (\alpha_i a) + \beta_i \cot (\beta_i (\pi - a)) = 0, \quad i = 1, 2, \ldots \quad (2.2)
\]
Once the value of $\beta_0$ has been specified, these sequences are well-defined. The proof of convergence reduces to showing that both the sequences $\alpha_i$ and $\beta_i$ converge to one. The rate of convergence can be measured by

$$r_i = \left| \frac{\alpha_i - 1}{\alpha_{i-1} - 1} \right| \quad \text{and} \quad s_i = \left| \frac{\beta_i - 1}{\beta_{i-1} - 1} \right|. \quad (3.1)$$

It can be shown that

$$\lim_{i \to \infty} r_i = \lim_{i \to \infty} s_i = \frac{\cot(\pi - b) - \frac{b-a}{\sin(\pi - a)}}{\cot(\pi - a) - \frac{a-b}{\sin(\pi - b)}} \cot a - \frac{a}{\sin a} \cot b - \frac{b}{\sin b} \equiv r. \quad (3.2)$$

For $0 < a < b < \pi$, it can be shown that $0 < r < 1$ and thus the sequences $\alpha_i$ and $\beta_i$ converge to one at rate $r$ asymptotically.

3 Schur Algorithms

The first domain decomposition algorithm for eigenvalue problems was derived by Kron [Kro63] and it is a Schur-type algorithm. Most of the papers listed earlier also belong to this category. For simplicity, let the domain consist of two non-overlapping subdomains $\Omega_1, \Omega_2$ with interface $\Gamma$ separating them. Assume that the discrete eigenvalue problem can be written in the form

\[
\begin{bmatrix}
A_{11} & 0 & A_{13} \\
0 & A_{22} & A_{23} \\
A_{13}^T & A_{23}^T & A_{33}
\end{bmatrix}
\begin{bmatrix}
\begin{array}{c}
u_1 \\
u_2 \\
u_3
\end{array}
\end{bmatrix}
= \lambda
\begin{bmatrix}
\begin{array}{c}
u_1 \\
u_2 \\
u_3
\end{array}
\end{bmatrix}. \quad (3.3)
\]

Here, $\lambda$ is some eigenvalue, $u_i$ is the vector of unknowns in $\Omega_i$, $i = 1, 2$ and $u_3$ is the vector of unknowns along the interface. The matrices $A_{ii}$ are assumed to be symmetric.

Formally, we may solve for $u_1$ and $u_2$ in terms of $u_3$. Substituting the results into the third equation in (3.3), we obtain

$$S(\lambda)u_3 \equiv \left[ (A_{33} - \lambda) - A_{13}^T (A_{11} - \lambda)^{-1} A_{13} - A_{23}^T (A_{22} - \lambda)^{-1} A_{23} \right] u_3 = 0. \quad (3.4)$$

The matrix $S$ is of dimension equal to the number of unknowns on the interface $\Gamma$ and is thus much smaller than the size of the original matrix. Under some mild conditions ([Lui96b]), the eigenvalues of the original global matrix are precisely the values of $\lambda$ at which $S(\lambda)$ has a zero eigenvalue. One way of accomplishing this is to find a root of the nonlinear equation $f(\lambda) \equiv \det S(\lambda) = 0$. It can be shown that $f$ has poles at the union of the set of eigenvalues of $A_{11}$ and of $A_{22}$. If an initial guess is not very close to the desired eigenvalue, it is quite possible that an iterate of Newton’s or secant method may jump to a different interval bounded by different poles of $f$.

For instance, we consider the case of finding the first (smallest) eigenvalue $\lambda_1$ of the global matrix with an upper bound $\gamma_1$ which is a simple pole of $f$. For simplicity, assume that $\lambda_1$ is the only eigenvalue less than $\gamma_1$. Because $\gamma_1$ is a pole of $f$, a natural method is to find the zero of the de-singularized function $g(\lambda) = (\lambda - \gamma_1) f(\lambda)$ using Newton’s, secant or Muller’s method safeguarded by bisection. See also [AGG88].
Once a zero eigenvalue of $S(\lambda)$ has been found, one inverse iteration, for instance, may be used to determine its corresponding eigenvector $u_3$. The other components $u_1$ and $u_2$ of an eigenvector of the global matrix can subsequently be found from subdomain solves. See [Lu96b] for some theoretical results concerning the relationships among poles and zeroes of the eigenvalues of $S$ and the eigenvalues of the original matrix. In [LG96], the smallest eigenvalue was computed using inverse iteration and employing preconditioned Krylov space methods. An open problem here is how to compute interior eigenvalues without the explicit formation of the matrix $S$. The explicit formation of $S$ permits us to use direct methods to compute its inertia which in turn permits us to compute any specified eigenvalue ([Seh89]). Currently, there is no known fast method to determine the inertia of a matrix using only the knowledge of the action of the matrix on a vector. Without knowing the inertia, it does not seem possible to have an algorithm which guarantees that a prescribed eigenvalue is found.
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Second-Order Transmission Conditions for the Helmholtz Equation

Jim Douglas, Jr. and Douglas B. Meade

1 Introduction

Several domain decomposition methods for the solution of elliptic problems have been proposed, analyzed, and successfully implemented during the past decade [BW86, BPS86, GW88, HTJ88, Lio88, Lio90]. In recent years these ideas have been extended to non-elliptic equations such as the Helmholtz equation [Des91, Des93, Des95, Ben95] and the harmonic Maxwell system [DJR92].

It is well-known [Lio88] that iterative methods using the Dirichlet or Neumann transmission conditions may not converge to the exact solution; the use of (first-order) Robin conditions on the inter-domain boundaries assures the convergence of the sequence of iterates. In practice, however, this convergence tends to be very slow. In this paper a set of second-order Robin-type transmission conditions is proposed. The new transmission conditions significantly improve the rate of convergence of the iterates. After a brief overview of the general problem, including a general domain decomposition formulation, the specific model with second-order Robin-type transmission conditions is presented. A numerical example is used to demonstrate the benefits of this method. The discussion in this paper is intended to motivate the new algorithm and illustrate the type of improvements that are possible. A full description of the method with the accompanying theory is under development.

2 General Problem

Many applications in electromagnetics, acoustics, and elasticity require the solution of a wave equation on an unbounded domain. A number of methods have been created for the reduction of the problem to a bounded domain. A common approach is to truncate the exterior domain and impose an appropriate boundary condition on the artificial boundary. The exact "radiation" boundary condition (RBC) is non-local (in both space...
and time); numerous spatially local approximate RBCs have also been developed (see, e.g., [Giv91]). Interest in domain decomposition methods for the solution of these problems arises from the fact that the direct solution of realistic scattering problems require the solution of large, sparse, complex-valued systems of linear equations. Domain decomposition methods are employed to create an iterative method requiring the direct solution of related problems on a small subdomain, typically a single bi-quadratic finite element.

The model problem selected for this investigation is the time-reduced scalar wave equation, i.e., the Helmholtz equation, in the exterior, \( \Omega^+ \), of a two-dimensional scatterer, \( \Omega \):

\[
-\Delta u - \omega^2 u = f \quad \text{in } \Omega^+ \tag{2.1}
\]

\[
u = g_0 \quad \text{on } \partial \Omega \tag{2.2}
\]

\[
\left| \frac{\partial u}{\partial r} - i\omega u \right| = o(r^{-1/2}) \quad \text{as } r \to \infty, \text{ uniformly in } \theta. \tag{2.3}
\]

Note that the Sommerfeld radiation condition, (2.3), prevents the creation of energy at infinity. Thus, the problem has at most one solution.

The corresponding problem on a bounded domain is obtained by truncating the domain at an artificial boundary, \( \Gamma^d \), and replacing (2.3) with a RBC with tangential boundary operator, \( B \). That is:

\[
-\Delta u - \omega^2 u = f \quad \text{in } \Omega^d \tag{2.4}
\]

\[
u = g_0 \quad \text{on } \Gamma \tag{2.5}
\]

\[
\frac{\partial u}{\partial n} + Bu = g_j \quad \text{on } \Gamma^d. \tag{2.6}
\]

Selection of \( \Gamma^d \) and \( B \) should be made so that a solution to (2.4)-(2.6) is both a good approximation to the solution to (2.1)-(2.3) and can be numerically computed in an efficient manner. Balancing these opposing constraints can be difficult and, in practice, often depends on the specific application. For example, a particularly effective combination used in many electromagnetics problems is to place \( \Gamma^d \) about one wavelength from the (convex hull of the) scatterer and to use the Kriegsmann RBC for \( B \) [KTU89, LWMP96]. For a long, thin rectangular scatterer and a reasonable discretization of the resulting domain the linear system involves more than 7,000 unknowns. While this is a considerable savings over the system of more than 35,000 unknowns that results from the use of a circular artificial boundary, the benefits are seen in scattering problems. (The 3-D vector problem presents even more problems.)

3 Domain Decomposition Methods for the Helmholtz Equation

A nonoverlapping domain decomposition method is a natural choice for the iterative solution of (2.4)-(2.6). Let \( \Omega^d \) be partitioned into a finite number of nonoverlapping subdomains \( \Omega_j \). The interfaces between subdomains are denoted by \( \Sigma_{jk} \); \( \Gamma_j \) and \( \Gamma^d_j \) denote the intersections of a subdomain with the scatterer and artificial boundary, respectively. That is, \( \Omega^d = \bigcup_{j \in J} \Omega_j \), \( \Sigma_{jk} := \partial \Omega_j \cap \partial \Omega_k \) for all \( j \neq k \), \( \Gamma_j := \partial \Omega_j \cap \Gamma \), and \( \Gamma^d_j := \partial \Omega_j \cap \Gamma^d \). The outward unit normal vector, relative to \( \Omega_j \), is \( \nu_j \) and \( g_j := g|_{\Gamma^d_j} \).
Table 1  Lowest-order radiation boundary conditions, \(Bu := \alpha u + \beta \frac{\partial u}{\partial n}\).

<table>
<thead>
<tr>
<th>Order</th>
<th>Type</th>
<th>(\alpha)</th>
<th>(\beta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Neumann</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>Robin</td>
<td>(i\omega)</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>Robin</td>
<td>(i\omega)</td>
<td>(\frac{i}{2\omega})</td>
</tr>
</tbody>
</table>

The iterative domain decomposition algorithm requires an initial solution, \(u_j^0\), often zero, on each subdomain, then computes the sequence \(u_j^n\) of functions that satisfies

\[
(-\Delta - \omega^2)u_{j}^{n+1} = f \quad \text{in } \Omega_j \quad (3.7)
\]

\[
u_j^{n+1} = g_0 \quad \text{on } \Gamma_j \quad (3.8)
\]

\[
\frac{\partial}{\partial n_j} + B)u_{j}^{n+1} = g_j \quad \text{on } \Gamma_j^t \quad (3.9)
\]

\[
\frac{\partial}{\partial n_j} + T)u_{j}^{n+1} = (-\frac{\partial}{\partial n_k} + T)u_k^n \quad \text{on } \Sigma_{jk} \quad \forall k \quad (3.10)
\]

where \(T\) is the tangential differential operator used as the interface condition between adjacent subdomains.

The convergence of this method depends primarily on the choice of the tangential boundary operators \(B\) and \(T\). The Neumann and two lowest-order Robin-type radiation boundary operators are summarized in Table 1. It is well-known [Lio88, Lio90] that the Dirichlet and Neumann transmission conditions do not guarantee convergence of the iterations for all values of the frequency \(\omega\). Després [Des91, Des93, Des95] has shown that a convergent iterative method does result from the use of the first-order Robin-type boundary condition for both \(B\) and \(T\). The convergence is in both \(H^1(\Omega_j)\) for all \(j\) and, under additional smoothness assumptions on the subdomains, in \(H^{\frac{1}{2}-\varepsilon}(\Omega_j^t)\) for all \(\varepsilon \in (0, \frac{1}{2}]\). \(^1\)

In practice, however, this algorithm exhibits a surprisingly slow rate of convergence [Des93]. A noticeable improvement in the rate of convergence is obtained if an under-relaxed version of the transmission condition is used, i.e., replace (3.10) with

\[
(\frac{\partial}{\partial n_j} + T)u_{j}^{n+1} = (1 - \delta)(-\frac{\partial}{\partial n_k} + T)u_k^n + \delta(\frac{\partial}{\partial n_j} + T)u_j^n \quad \text{on } \Sigma_{jk} \quad \forall k \quad (3.11)
\]

for some value of the relaxation parameter \(\delta \in [0, 1)\).

A better approximation to the original wave propagation problem on an unbounded domain (2.1)–(2.3) is obtained when the second-order RBC is applied on the artificial boundary. It is conjectured that the use of the second-order transmission condition similarly improves the convergence of the domain decomposition method. The analysis

\(^1\) While Després’ results are developed for the special case in which there is no scatterer, i.e., \(\Gamma = \emptyset\), it is easily seen that the same holds for the more general problem.
of this problem is not substantially different from the analysis of the problem with first-order radiation and transmission conditions. The second-order tangential derivative introduces some additional technicalities into the analysis of this algorithm, but the same general approach can still be applied.

4 Variational Formulation

The simplicity of this method and its similarity to the first-order algorithm (and others of the same type) is clearly demonstrated by the variational formulation of the problem. Introduce the flux on the boundary and each interface as a Lagrange multiplier $\lambda_j := \frac{\partial u_j}{\partial \Omega_j}$ (see, e.g., [Des93]). Let the standard $L_2$ inner product be denoted by $(\cdot, \cdot)$ and the $H^{1/2}$—$H^{1/2}$ duality pairing by $\langle \cdot, \cdot \rangle$. The function space $\mathcal{H}(\Omega_j)$ contains all functions in $H^1(\Omega_j)$ with sufficient (tangential) smoothness on the boundary to assure that

$$B : \mathcal{H}(\Omega_j) \to H^{-1/2}(\Gamma_j^t) \quad \text{and} \quad T : \mathcal{H}(\Omega_j) \to H^{-1/2}(\Sigma_{jk}) \quad \text{for all } k.$$ 

The variational problem corresponding to the under-relaxed version of (3.7)-(3.10) is:

given initial functions $u_j^0$ on $\Omega_j$ and $\lambda_j^0$ on $\partial \Omega_j$, find (for all $j$) the (complex-valued) functions $u_j^{n+1} \in \mathcal{H}(\Omega_j)$ with $u_j^{n+1} = g_0$ on $\Gamma_j$ and $\lambda_j^{n+1} \in H^{-1/2}(\partial \Omega_j)$ such that

$$\langle \nabla u_j^{n+1}, \nabla v \rangle_{\Omega_j} = \omega^2 \langle u_j^{n+1}, v \rangle_{\Omega_j} + \langle B u_j^{n+1}, v \rangle_{\Gamma_j} + \sum_k \langle T u_j^{n+1}, v \rangle_{\Sigma_{jk}}$$

$$= \sum_k \langle \delta \lambda_j^k - (1 - \delta) \lambda_j^n, v \rangle_{\Sigma_{jk}} + \sum_k \langle T (\delta u_j^n + (1 - \delta) u_j^k), v \rangle_{\Sigma_{jk}}$$

$$+ \langle f, v \rangle_{\Omega_j} + \langle g_j, v \rangle_{\Gamma_j} \tag{4.12}$$

$$\langle \lambda_j^{n+1}, w \rangle_{\Gamma_j} = \langle g_j, w \rangle_{\Gamma_j} - \langle B u_j^{n+1}, w \rangle_{\Gamma_j} \tag{4.13}$$

$$\langle \lambda_j^{n+1}, w \rangle_{\Sigma_{jk}} = - \langle \lambda_j^n, w \rangle_{\Sigma_{jk}} + \langle T (u_j^n - u_j^{n+1}), w \rangle_{\Sigma_{jk}} \tag{4.14}$$

for all (real-valued) test functions $v \in \mathcal{H}(\Omega_j)$ that vanish on $\Gamma_j$ and $w \in H^{1/2}(\partial \Omega_j)$.

Note that, except under special conditions on $B$ and the smoothness of the domains, these variational problems are not Hermitian.

5 Computational Results

To illustrate the improvements that can be expected from this algorithm, consider the following test problem. Let $\Omega^t := (0, 1) \times (0, 1)$ and $\Gamma := \emptyset$. Subdivide $\Omega^t$ into $n$
vertical strips, i.e., for \( j = 1, 2, \ldots, n, \) \( \Omega_j = \left( \frac{j-1}{n}, \frac{j}{n} \right) \times (0, 1), \) \( \Sigma_{jk} = \emptyset \) for \( k \neq j + 1, \) and \( \Sigma_{j,j+1} = \{(\frac{j}{n}, y) : y \in (0,1)\} \) \( (j = 1, 2, \ldots, n - 1) \). Let \( Bu := \alpha u + \beta \frac{U}{\partial x} \) with coefficients taken from Table 1. On each subdomain the test and trial functions are chosen to be bi-quadratic.\(^2\) Initialize both the solution, \( u_j^0 \), and Lagrange multipliers, \( \lambda_j^0 \), to zero. Computing the next iterate on one subdomain involves the solution of a 9 × 9 complex-valued linear system to compute \( u_j^{n+1} \) and four 3 × 3 complex-valued linear systems to compute \( \lambda_j^{n+1} \) along each edge.

All that remains is to select the data for the problem: \( f \) and \( g_j \). Let \( U \) be a bi-quadratic function on \( \Omega_i \) and choose \( f = -\Delta U - \omega^2 U \) and \( g_j = -\frac{\partial U}{\partial n_j} + BU \), for each \( j = 1, 2, \ldots, n \). Thus, the exact solution to (4.12)–(4.14) is \( u = U \). The iterations terminate when the relative error of the solution and Lagrange multiplier on each subdomain, measured in the appropriate \( L_2 \)-norm, falls below a specified threshold. That is, for a given \( \epsilon > 0 \), \( \max_j \left\{ \left\| u_j^{n+1} - U \right\|_{L_2(\Omega_j)}, \left\| \lambda_j^{n+1} - \frac{\partial U}{\partial n_j} \right\|_{L_2(\partial \Omega_j)} \right\} < \epsilon \). A convergence test based on relative error might seem more appropriate, but some of the exact values of the Lagrange multipliers vanish in the examples of interest. In fact, since all relevant norms of the exact solution either vanish or exceed unity, the above absolute error test is actually a slightly more stringent condition.

Note that while this choice of data avoids all issues relating to approximation error, it is not consistent with the original scattering problem — \( U \) does not satisfy the Sommerfeld radiation condition. Regardless, this is still a valid test of a solution algorithm for the solution of the boundary value problem (2.4)–(2.6).

The optimal choice of the relaxation parameter is not known. The random selection of \( \delta \in [0.7,1) \) for each iteration is reported, by Després [Des93], to yield unexpectedly good results. In an effort to work with a deterministic algorithm for this project, a single value for \( \delta \) must be selected; the value \( \delta = 0.8 \) appears to be close to optimal for a wide range of problems.

The results in Table 4, obtained using \( \epsilon = 10^{-3} \), are representative of the performance that can be expected from this algorithm. In each case, the problems utilizing second-order radiation and transmission conditions converge faster than the corresponding problem with first-order conditions; the specific improvement ranges from 10% to 70% and averages a little more than 50%. The benefits of under-relaxation are also evident in all test cases. It is interesting, however, to note that the improvement due to under-relaxation is noticeably greater for the first-order problems.

6 Additional Issues

The experimental results are encouraging, but several issues remain unanswered. Partial answers are summarized where possible. Computational evidence referred to in this section is based on examples closely related to those presented here.

- Note that under-relaxation can be used, independently, on each term in the transmission condition. Is there any advantage to relaxing the two terms

\(^2\) Note that while solutions to this problem are complex-valued, it suffices to use real-valued bases for the test and trial spaces.
(\lambda_j^{n+1} \text{ and } T_{u_j}^{n+1}) by different amounts? Likewise, would other aspects of the problem benefit from the use of under-relaxation, smoothing, or other modification to the standard iteration?

- The results in [Des93] are based on the relative $L_2$-error of the solution; there is no guarantee that the Lagrange multipliers have converged. In fact, computational tests indicate that the Lagrange multipliers converge much slower than the solution in each subdomain.

- Choosing the initial solution to be zero is easy to implement. It is also somewhat simpler to analyze. Is there a better choice for the initial solution?

- Table 2 appears to indicate that the number of iterations is roughly linear in the number of vertical strips. While this general trend is observed in larger tests, the correlation seems to not be as strong as the results presented in Table 2 might suggest. This implies that the current implementation, with one element per subdomain, is not likely to be optimal for large problems. Is it possible to find an optimal balance between the selection of a decomposition, the efficiency of the subdomain solver, and the transmission of information between subdomains?

- These tests always require that $B = T$. Preliminary computational tests in which $B$ and $T$ are Robin-type boundary operators of different orders can, when combined with the appropriate use of under-relaxation, be convergent. More specifically, while the local Robin-type boundary operators are optimal (in a certain sense) for use on the truncation boundary, are the same operators the optimal choice for the transmission condition? Related work in this direction (see, e.g., [HTJ88, GCJ95]) recommends the use of non-local transmission conditions.
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On the Use of Multigrid as a Preconditioner

C.W. Oosterlee and T. Washio

1 Introduction

In the search for robust and efficient Krylov subspace methods, multigrid is being considered as a preconditioner. With preconditioners based on multigrid it is expected that robust convergence can be achieved for a large class of problems. GMRES [SS86] is used as the Krylov subspace solver. Singularly perturbed 2D problems of both convection-diffusion and of jumping coefficients type are considered, for which the design of optimal standard multigrid is not easy. For these problems the multigrid method is being compared as a solver and as a preconditioner. Eigenvalue spectra of the multigrid iteration matrix are analyzed to understand the convergence of the algorithms.

In the domain decomposition context we can think of the method as a robust subdomain solver. Also, the parallel multiblock method can be seen as an alternative for domain decomposition techniques on regular grids: The method is parallelized with grid partitioning [MFL+91].

The purpose of this work is not to derive optimal multigrid methods for specific problems, but to construct a robust well-parallelizable solver, in which the smoother as well as the coarse grid correction is fixed. Another robust multigrid variant for solving scalar partial differential equations is Algebraic Multigrid (AMG) by Ruge and Stüben [RS87], in which the smoother is fixed but the transfer operators depend on the connections in a matrix. Efficient parallelization of AMG is, however, not trivial. Matrix-dependent transfer operators are employed so that problems with convection dominance, as well as problems with jumping coefficients, can be solved efficiently. The operators have been designed so that problems on grids with arbitrary mesh sizes, not just powers of two (+1), can be solved with similar efficiency. The algorithm uses the prolongation operators introduced by de Zeeuw [Zee90]. The multigrid algorithm employs Galerkin coarsening [Hac85], [Wes92] for building the matrices on coarser grids. The alternating zebra line Gauss-Seidel relaxation method is used as the smoother, since it is a robust smoother for anisotropic problems and it is efficiently parallelizable. In [Ket82] an early comparison of multigrid and multigrid
preconditioned CG for symmetric model equations showed the promising robustness of the latter method.

The solution method is analyzed in order to understand the convergence behavior of multigrid used as a solver and as a preconditioner. The eigenvalue spectrum of the multigrid iteration matrix for the singularly perturbed problems is calculated in Section 3. Interesting subjects for the convergence behavior are the spectral radius and the eigenvalue distribution. Numerical results are also presented in Section 3. The benefits of the constructed multigrid preconditioned Krylov methods are shown for a convection-diffusion problem and a problem with jumping coefficients on fine grids solved on the NEC Cenju-3 MIMD machine [HCH+96]. The message-passing is done with MPI.

2 The Multigrid Preconditioned Krylov Methods

We concentrate on linear matrix systems with nine diagonals,

\[ A \phi = b \, . \] (2.1)

Matrix \( A \) has right preconditioning as follows:

\[ AK^{-1}(K\phi) = b \, . \] (2.2)

The Krylov subspace method that is used for solving (2.2) is GMRES(\( m \)) [SS86]. Matrix \( K^{-1} \) in (2.2) is approximated by one iteration of the multigrid method.

Using a preconditioner as solver. A preconditioner, like the multigrid preconditioner, is a candidate for use as a solver. An iteration of a multigrid solver is equivalent to a Richardson iteration on the preconditioned matrix. With \( K \) being the iteration matrix, multigrid can be written as follows:

\[ K\phi^{(k+1)} + (A - K)\phi^{(k)} = b \, . \] (2.3)

This formulation is equivalent to,

\[ \phi^{(k+1)} = \phi^{(k)} + K^{-1}(b - A\phi^{(k)}) = \phi^{(k)} + K^{-1}r^{(k)} \, ; \hspace{1em} r^{(k+1)} = (I - AK^{-1})r^{(k)} \, . \] (2.4)

The multigrid solver is implemented as a Richardson iteration with a left multigrid preconditioner for \( A \). The convergence of (2.4) can be investigated by analyzing the spectrum of the iteration matrix. The spectral radius of \( I - AK^{-1} \) determines the convergence. This spectrum is analyzed in Section 3 for the multigrid method for the problems tested on \( 33^2 \) and \( 65^2 \) grids. With this spectrum we can also investigate the convergence of GMRES, since the spectra of left and right preconditioned matrices are the same.

The multigrid preconditioner. The multigrid preconditioner implemented is now discussed in some more detail. The multigrid correction scheme [Hac85, Wes92] is used for solving the linear equations. Here, the robustness and efficiency of the F-cycle is evaluated. The multigrid F-cycle is a hybrid between the cheap V-cycle and the expensive W-cycle. The smoother is the alternating zebra line Gauss-Seidel smoother.
First, all odd (white) lines are processed in one direction, after which all even (black) lines are processed. This procedure takes place in the $x$- and $y$-directions. Fourier smoothing analysis for model equations, presented in [Wes92], indicates the robustness of this smoother. The algorithm evaluated adopts the "upwind" prolongation operator by de Zeeuw [Zee90]. This operator is specially designed for problems with jumping coefficients and for second-order differential equations with a dominating first-order derivative. As already indicated in [Den83] it is appropriate for the construction of transfer operators for unsymmetric matrices to split a matrix $A$ into a symmetric and an antisymmetric part:

$$S = \frac{1}{2}(A + A^T), \quad T = A - S = \frac{1}{2}(A - A^T) \ .$$

(2.5)

The investigated transfer operators are also based on this splitting. Analysis of this operator and the numerical experiments in [Zee90] shows the very interesting behavior of these operators. Restriction $R^L$ is defined as the transpose of the prolongation operator. The coarse grid matrices $A^L$ are defined with Galerkin coarsening [Hac89], [Wes92],

$$A^M = A , \quad A^L = R^L A^{L+1} p^{L+1}, \ 1 \leq L \leq M - 1 \ .$$

(2.6)

$M$ represents the finest grid level.

\textit{Grid partitioning.} If grid applications are to be implemented on parallel computers, a straightforward approach is to use \textit{grid partitioning}. This means that the original domain $\Omega$ is split into $P$ parts (subdomains) in such a way that, with respect to the finest grid, each subdomain consists of (roughly) the same number of grid points. Because of the only local dependencies of grid points, each process needs foreign data only from boundary areas of neighbor subdomains. After a smoothing step is performed, data have to be communicated along the artificial boundaries (see Figure 1). The extension of the single grid case to parallel multigrid is obvious: On the finest grid level, all communication is a strictly local one. Similarly, also on all coarser grids necessary communication is "local" relatively to the corresponding grid level.

Parallelism is straightforward in Krylov methods, except for the multigrid preconditioner, the matrix-vector and inner products, which need communication among neighboring processors for the problems under consideration. We would like to point out that in our approach all parallel algorithms are algorithmically equivalent to their non-partitioned versions: the results of the partitioned and the non-partitioned versions are identical.

3 Numerical Results

The equations investigated are two 2D singularly perturbed problems. A convection-diffusion equation with a dominating convection term and an interface problem are solved. We concentrate on "difficult" problems for multigrid. As the initial guess $\phi^{(0)} = 0$ is used for all problems. Restart parameter $m$ is set to 20 here. After some efficiency tests, we choose no pre-smoothing and 2 post-smoothing iterations;
on the coarsest grid 2 smoothing iterations are performed ($\nu_2 = 2$) in order to keep the parallel method as cheap as possible. For the problems investigated this did not influence convergence negatively, since the coarsest grid is always a $3^2$ grid. The results presented are the number of iterations ($n$) to reduce the $L_2$-norm of the initial residual with 8 orders of magnitude ($\|v^{(n)}\|_2/\|v^{(0)}\|_2 \leq 10^{-8}$). Furthermore, the elapsed time for this number of iterations obtained on the NEC Cenju-3 MIMD machine [HCH+96] is presented. For all problems 32 processors are used in a $4 \times 8$ configuration.

Rotating convection-diffusion equation. The first problem is a rotating convection-diffusion problem,

$$-\epsilon \Delta \phi + a(x, y) \frac{\partial \phi}{\partial x} + b(x, y) \frac{\partial \phi}{\partial y} = 1 \quad \text{on } \Omega = (0, 1) \times (0, 1). \quad (3.8)$$

Here, $a(x, y) = -\sin(\pi x), \cos(\pi y)$, $b(x, y) = \sin(\pi y), \cos(\pi x)$

Dirichlet boundary conditions are prescribed: $\phi|_{\Gamma} = \sin(\pi x) + \sin(13\pi x) + \sin(\pi y) + \sin(13\pi y)$.

A convection dominated test case is chosen: $\epsilon = 10^{-5}$. The convection terms are discretized with a standard upwind discretization. A first order upwind discretization is chosen, since this is still a linear discretization, which can be tested and evaluated.

The final target is a second order (nonlinear) discretization with a limiter, for which the components chosen here in multigrid (and the linear GMRES solver) are not appropriate. However, it is a useful discretization for understanding the behavior of our multigrid as a preconditioner and as a solver. We investigate the eigenvalue spectrum of the Richardson iteration matrix (2.4) on a $33^2$ and a $65^2$ grid. The spectra are presented in Figure 2. As can be seen, most eigenvalues are clustered around 0, only the largest eigenvalues are outside the clustering. The spectral radius determines the convergence of multigrid as a solver, as is well-known. This spectral radius increases
on finer grids as can be seen in Figure 2. However, it is found that the eigenvectors belonging to the larger eigenvalues are very soon captured into the Krylov subspace when multigrid is used as a preconditioner, and that therefore the convergence is accelerated considerably.

**Figure 2** The eigenvalue spectra for the rotating convection-diffusion problem on two consecutive grid sizes.

Table 1 presents the convergence results of multigrid as a solver and as a preconditioner on three different grid sizes, 129², 257² and 513². It can be seen that multigrid used as preconditioner handles this test case with dominating convection very well. Very satisfactory convergence associated with small elapsed times is found in most cases with the F-cycle. (With the V-cycle used as a preconditioner the best elapsed times are found, but the number of iterations is increasing with a higher degree than with the F-cycle for large grid sizes.)

An interface problem. Next, an interface problem is considered. This type of problems has been investigated with multigrid, for example in [Zee90]. The problem to be solved
Table 1  Iterations (n) and elapsed time in seconds for the rotating convection-diffusion equation.

<table>
<thead>
<tr>
<th>grid:</th>
<th>129²</th>
<th>257²</th>
<th>513²</th>
</tr>
</thead>
<tbody>
<tr>
<td>method:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>multigrid as solver</td>
<td>(15) 5.1</td>
<td>(20) 10.1</td>
<td>(29) 24.8</td>
</tr>
<tr>
<td>multigrid as preconditioner</td>
<td>(10) 3.5</td>
<td>(12) 6.1</td>
<td>(16) 14.3</td>
</tr>
</tbody>
</table>

looks as follows:

$$\frac{\partial}{\partial x} D_1 \frac{\partial \phi}{\partial x} + \frac{\partial}{\partial y} D_2 \frac{\partial \phi}{\partial y} = 1 \text{ on } \Omega = (0,1) \times (0,1) .$$

(3.9)

Dirichlet conditions are used:

$$\phi = 1 \text{ on } \{x \leq \frac{1}{2} \land y = 0\} \text{ and on } \{x = 0 \land y \leq \frac{1}{2}\}; \text{ elsewhere } \phi = 0, \text{ (3.10)}$$

The computational domain with the values of the jumping diffusion coefficients $D_1$ and $D_2$ is presented in Figure 3. The discretization is vertex-centered and all diffusion coefficients are assumed in the vertices. For the discretized diffusion coefficient between two vertices the harmonic average of the neighboring coefficients is taken.

Clearly multigrid can solve many interface problems, presented for example in [Zee90]. Here we constructed a difficult problem, where the robust components of our multigrid method are not satisfactory. The Krylov acceleration is really needed for convergence. The eigenvalue spectrum obtained with multigrid is presented in Figure 5. In Figure 5 we see two eigenvalues close to 1, so multigrid convergence is already very slow on this coarse grid. The convergence of GMRES(20) with multigrid as a preconditioner on the $33^2$ grid is shown in Figure 4. Multigrid as a preconditioner is
converging well. In Figure 4 it can be seen that for the problem on a $33^2$ grid the first 9 GMRES iterations do not reduce the residual very much, but after iteration 9 fast convergence is obtained. In our analysis of the evolution of the Krylov subspace it is found that the vector belonging to a second eigenvalue of $I - AK^{-1}$ around 1 is obtained in the Krylov space in the 9th iteration, and then GMRES starts converging very rapidly. For this test problem the convergence of the preconditioned Krylov methods with the multigrid preconditioner on three very fine grids is presented. The number of GMRES(20) iterations ($n$) and the elapsed time are presented in Table 2. The GMRES convergence is influenced by the fact that the restart parameter is 20; a larger parameter results in faster convergence. Again the F-cycle is preferred for its robustness and efficiency.

Figure 4 The convergence of GMRES(30) with multigrid preconditioner, $33^2$ grid.

Figure 5 The eigenvalue spectrum for the interface problem on a $33^2$ grid, F(0,2) cycle.
Table 2  GMRES(20) iterations (n) and elapsed time in seconds for the interface problem.

<table>
<thead>
<tr>
<th>grid:</th>
<th>257²</th>
<th>513²</th>
<th>769²</th>
</tr>
</thead>
<tbody>
<tr>
<td>cycle:</td>
<td>GMRES</td>
<td>GMRES</td>
<td>GMRES</td>
</tr>
<tr>
<td>F</td>
<td>(34) 19.0</td>
<td>(33) 30.6</td>
<td>(36) 52.9</td>
</tr>
</tbody>
</table>

4 Conclusion

In the present work a multigrid method has been evaluated as a solver and as a preconditioner for GMRES. The problems investigated were singularly perturbed. The behavior of the multigrid method is much more robust when it is used as a preconditioner, since then the convergence is not sensitive to parameter changes. For the test problems many of the eigenvalues of a multigrid iteration matrix are clustered around the origin. In some cases there are some isolated large eigenvalues which limit the multigrid convergence, but are captured nicely by a Krylov acceleration technique. The most efficient results are obtained when the method is used as a preconditioner. The multigrid F-cycle is used, since it is robust and efficient. The convergence behavior can be well understood by investigating the eigenvalue spectrum of the iteration matrix.
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Newton-Krylov Domain Decomposition Solvers for Adaptive $h_p$ Approximations of the Steady Incompressible Navier-Stokes Equations with Discontinuous Pressure Fields

Abani Patra

1 Introduction

In this paper, we extend non-overlapping domain decomposition techniques, previously developed for second order elliptic problems and the Stokes operator [LP96], to the solution of incompressible flow problems governed by the Navier-Stokes equations. In this approach, we will reduce the original problem to a problem set on the subspace of divergence free functions, and apply existing domain decomposition techniques to the resulting sub-problem. The advantage of this approach is to greatly reduce the size of the algebraic systems that have to be solved.

Adaptive $h_p$ finite elements, in which the spectral order and element size are independently varied over the whole domain, are capable of delivering solution accuracies far superior to classical $h$- or $p$-version finite element methods, for a given discretization size. Several researchers [BS87, DORH89, ROD89] have, in fact, shown that the reduction in discretization error with respect to number of unknowns can be exponential for general classes of elliptic boundary value problems, as opposed to the asymptotic algebraic rates observed for $h$ or $p$-version finite element methods. Together with multiprocessor computing, these methods thus offer the possibility of orders-of-magnitude improvement in computing efficiency over existing finite element models.

The principal computational cost in any finite element solution is encountered in the solver. For the nonlinear Navier-Stokes equations, solved using a Newton iteration scheme, the major computational cost is in the linear solve in each iterate. If time
stepping is used to linearize the problem, the use of implicit methods, leads to a similar situation. In a parallel computing environment, conventional direct solvers based on some variant of Gauss elimination are usually inefficient for the irregular sparse linear systems generated by adaptive $hp$ discretizations. Further, these linear systems are often very poorly conditioned, ruling out most standard iterative solvers. Thus, efficient solvers, meeting the twin criteria of being parallelizable and controlling the conditioning of the system, need to be used.

In this paper, we discuss a practical and efficient parallel iterative solver that meets the above criteria. The solver combines nonlinear Newton iterations with iterative substructuring and coarse grid preconditioning. The inner solver for the linearized problem at each Newton iterate can be thought of as a combination of multiple direct solvers at the subdomain level together with a preconditioned iterative solver, to handle the interface problem efficiently in parallel. The iterative solver of choice is the GMRES algorithm.

In the remaining sections we introduce the steady state incompressible Navier-Stokes equations and its weak formulation, its finite element discretization and describe a domain decomposition iterative solver and present some numerical results.

2 The Steady Navier-Stokes Equations

We define the spaces $V = (H_0^1(\Omega))^2$ and $Q = L_0^2(\Omega)$ and a domain $\Omega \subset \mathbb{R}^2$ with boundaries $\partial \Omega$ that are assumed to be locally Lipschitz. The Navier-Stokes problem on $\Omega \subset \mathbb{R}^2$ consists of finding a velocity, pressure pair $(u, P) \in V \times Q$ satisfying

\[
(u \cdot \nabla)u - \nu \Delta u + \nabla P = f \quad \text{in } \Omega \\
\nabla \cdot u = 0 \quad \text{in } \Omega \\
u = g \quad \text{on } \partial \Omega
\]

where $f$ is a body force, $\nu$ is the kinematic viscosity.

Basic Formulation and LBB condition

Let us consider the following mixed finite element approximation of the Navier-Stokes problem:

Find $u_h \in V_h, p_h \in W_h$ such that

\[
c(u_h, u_h, v_h) + a(u_h, v_h) + b(v_h, p_h) = L(v_h) \quad \forall v_h \in V_h \quad (2.1) \\
b(u_h, q_h) = -b(\bar{u}, q_h) \quad \forall q_h \in W_{h,0} \quad (2.2)
\]

where $u_h + \bar{u}$ is the approximate velocity field and $p_h$ is the approximate pressure field inside an incompressible viscous fluid flowing through a given domain $\Omega \subset \mathbb{R}^2$ with imposed velocity $\bar{u}$ at the boundary $\partial \Omega$ of $\Omega$. The domain $\Omega$ is partitioned into finite elements such that $\tilde{\Omega} = \cup_e K_e$, and the finite element spaces $V_h$ and $W_{h,0}$ are conforming finite dimensional approximations of $H_0^1(\Omega, \mathbb{R}^2)$ and $L_0^2(\Omega)$ given by
\[ V_h = \{ v_h \in C(\Bar{\Omega}, \mathbb{B}^2), v_h|_{K_e} \in Q_e(K_e), \forall e, v_h = 0 \text{ on } \partial \Omega \}, \]
\[ W_h = \{ q_h \in L^2(\Omega), q_h|_{K_e} \in Q_l(K_e), \forall e \}, \text{ and } W_{h0} = \{ q_h \in W_h, \int_{\Omega} q_h d\Omega = 0 \}. \]

In this framework the trilinear form \( c \), the bilinear forms \( a \) and \( b \) and the linear form \( L \) are defined by

\[ c(u, u, v) = \int_{\Omega} (u \cdot \nabla) u \cdot v d\Omega, \quad \forall u, v \in H^1(\Omega, \mathbb{B}^2) \]
\[ a(u, v) = \int_{\Omega} \nabla u \cdot \nabla v d\Omega, \quad \forall u, v \in H^1(\Omega, \mathbb{B}^2) \]
\[ b(v, q) = \int_{\Omega} q \nabla v d\Omega, \quad \forall v \in H^1(\Omega, \mathbb{B}^2) \text{ and } \forall q \in L^2(\Omega), \]
\[ L(v) = \int_{\Omega} f v d\Omega - a(\bar{u}, \bar{v}) - c(\bar{u}, \bar{v}, v) \]

We now introduce a non-overlapping partition of \( \Omega \) into a finite number of subdomains such that \( \Omega = \bigcup_{i=1}^{N} \Omega_i \). The interface \( \Gamma_i = \partial \Omega_i \cap \partial \Omega \) is supposed to coincide with interelement boundaries, and we suppose that the finite element spaces \( V_h \) and \( W_h \) satisfy the following LBB compatibility condition on each subdomain (including \( \Omega_0 = \Omega \)).

Assumption 1 There exists a constant \( \beta(k) \) independent of the mesh size \( h \), but possibly dependent on the local degree \( k \) of the finite elements, such that

\[ \inf_{q \in L^2_{\partial_i} (\Omega_i) \cap W_h} \sup_{v \in H^1_0(\Omega_i) \cap V_h} \left[ \int_{\Omega_i} q \, \div v \, d\Omega \right] \geq \beta(k) \forall i = 0, ..., N \tag{2.3} \]

3 Choice of Compatible Spaces for Adaptive \( hp \) FEM

We begin the discussion by defining appropriate polynomial spaces. Let \( L_i(t) \) denote the Legendre polynomial of degree \( i \). Now define \( U_i(x) = \int_{-1}^{x} L_i(t) dt \) the integrated Legendre polynomial. Note that \( U(\pm 1) = 0 \). Further define the “volumetric” and “lateral” polynomial combinations over the master element \( \bar{K} = \bar{I}_x \times \bar{I}_y = [-1, 1] \times [-1, 1] \) as

\[ J_k(\bar{K}) = \sum_{i,j=1}^{k-1} a_{ij} U_i(x) U_j(y), a_{ij} \in \mathbb{B} \] and \( E_k(\bar{K}) = P_1(\bar{I}_x) P_k(\bar{I}_y) \cup P_k(\bar{I}_x) P_1(\bar{I}_x) \]

where \( P_k(\bar{I}_x) \) (resp. \( P_k(\bar{I}_y) \)) denotes the space of polynomials of maximum degree \( k \) in \( x \) (resp. \( y \)). Different choices of finite elements for an \( hp \) approximation may now be defined by appropriate combinations of \( E_k \) and \( J_k \) for each element. For example, one may choose \( Q_k(\bar{K}) = E_k(\bar{K}) \oplus J_k(\bar{K}) \).

In the context of \( p \) version finite element methods, Stenberg and Suri [SS95] have recently proposed systematic ways of constructing compatible higher order approximations for the velocity and pressure spaces such that Assumption 1 is satisfied automatically. One such construct is \( W_k(\bar{K}) = Q_{k-1}(\bar{K}) \), with corresponding velocity space \( V_k(\bar{K}) = Q_{k+1}(\bar{K}) \forall k \geq 2 \).

In adaptive \( p \) and \( hp \) methods, the polynomial order may change from element to element with \( C^0 \) continuity of the velocity approximation being maintained by
extending the higher order function on the shared edge into the lower order element. The space $E_k(\mathcal{K})$ must be redefined to reflect this.

For $k_1, k_2, k_3, k_4 \geq 2$

$$E_k(\mathcal{K}) = E_{k_1}(\gamma_1) \oplus E_{k_2}(\gamma_2) \oplus E_{k_3}(\gamma_3) \oplus E_{k_4}(\gamma_4)$$

$$= \mathcal{P}_{k_1}(\gamma_1) \mathcal{P}_1(y) \oplus \mathcal{P}_{k_2}(\gamma_2) \mathcal{P}_1(x) \mathcal{P}_{k_3}(\gamma_3) \mathcal{P}_1(y) \oplus \mathcal{P}_{k_4}(\gamma_4) \mathcal{P}_1(x)$$

where $k = \{k_1, k_2, k_3, k_4\}$ and $E_{ki}$ are the edge spaces of polynomial order $ki$ defined on the edges $\gamma_i$. Let $k_m = \max\{k_1, k_2, k_3, k_4\}$. Now the spaces for the adaptive hp-version can be redefined for this situation as

$$W_k(\mathcal{K}) = E_{k_{1-1}}(\gamma_1) \oplus E_{k_{2-1}}(\gamma_2) \oplus E_{k_{3-1}}(\gamma_3) \oplus E_{k_{4-1}}(\gamma_4) \oplus J_{k_m-1}(\hat{\omega})$$

$$V_k(\mathcal{K}) = E_k \oplus J_{k_m+1}(\hat{\omega}).$$

This is easily implemented in the code by augmenting the order of the bubble functions for velocity to one more than the maximum of all the edge polynomial orders. The pressure shape functions are then constructed as one order less than the velocity functions on the edges and two orders less in the bubble function. As show in [LP96] Assumption 1 can be established for this construction of the spaces.

4 Solution Algorithm

The Nonlinear Iteration

For flows characterized by low Reynolds numbers ($Re = 1/\nu \approx 100$) it is often easy and possible to solve the nonlinear system of equations arising from an adaptive $hp$ discretization of (2.1,2.2) using Newton’s method. However, for higher Reynolds numbers this technique does not appear to perform well. Newton’s method generates a sequence of iterates of the form $u_h^k, k = 0, 1, 2, \ldots$. Given $u_h^{k-1}$ we find $u_h^k$ by solving

$$c(u_h^k, u_h^{k-1}, v_h) + c(u_h^{k-1}, u_h^k, v_h) + a(u_h^k, v_h) + b(v_h, \mathcal{P}_h) = (f, v_h)$$

$$b(u_h^k, q_h) = 0 \quad \forall q_h \in W_{h0}$$

Thus at each stage we need to solve a large irregularly sparse linear system. We will now discuss an efficient parallel solver for this system. The solver uses iterative substructuring with coarse grid preconditioning of the type discussed in [OPF94, LP96].

Reduction to Interface Problem

We use fast local subdomain based sparse solvers and the discontinuity of the pressure field to reduce the global problem to one posed purely in terms of the interface velocities. We start by using the structure in the $P$ version to decompose the velocity space at the element level into the three subspaces of vertex functions ($V$), edge functions ($E$) and bubble functions ($B$), and augment it with a pressure space ($P$). The element stiffness can then be written as:
\[ K_{eb} = \begin{bmatrix}
VV_{elt} & V E_{elt} & VP_{elt} & VB_{elt} \\
EV_{elt} & EE_{elt} & EP_{elt} & EB_{elt} \\
PV_{elt} & PE_{elt} & 0 & PB_{elt} \\
BV_{elt} & BE_{elt} & BP_{elt} & BB_{elt}
\end{bmatrix}
\begin{bmatrix}
u_V \\
u_E \\
P \\
u_B
\end{bmatrix}\]

We also compute a vector corresponding to \( b(u_h, 1) = \bar{B}_{elt} \) for subsequent use in the preconditioning form.

The bubble functions have support only inside an element, so they may be immediately eliminated using a static condensation procedure. This modifies the rest of \( K_{elt} \) and \( \bar{B}_{elt} \). The zero on the diagonal corresponding to the pressure degrees of freedom is now replaced by \( PP = -(PB)(BB)^{-1}(BP) \). If the pressure is assumed to be continuous in each subdomain and discontinuous across interfaces (\( \Gamma_i \)) we obtain a subdomain stiffness matrix of the form:

\[ K_I = \begin{bmatrix}
WW_I & WF_I & WI_I \\
FW_I & FF_I & FI_I \\
IW_I & IF_I & II_I
\end{bmatrix} \quad \text{II}_I = \begin{bmatrix}
\bar{V}V_I & \bar{V}E_I & \bar{V}P_I \\
\bar{E}V_I & \bar{E}E_I & \bar{E}P_I \\
\bar{P}V_I & \bar{P}E_I & \bar{P}P_I
\end{bmatrix}\]

where \( WW_I \) and \( FF_I \) denote the vertex and edge degrees of freedom associated with subdomain interfaces on the \( I^{th} \) subdomain and \( II_I \) denotes those on the interior.

If the pressure field is assumed to be discontinuous across elements then, the pressure degrees of freedom may be eliminated at the element level with respect to an average element pressure. This elimination is carried out using a procedure identical to the static condensation used on the bubble nodes after setting one of the pressure nodes to a value of zero. This is necessary to make \( PP \) invertible. The pressures can be computed consistently by requiring \( p_h \in L_0^2(\Omega_i) \). If the actual pressure on this node is denoted \( p \), then the actual pressure is \( p = \bar{P}_{elt} + P_{rel} \) where, \( P_{rel} \in L_0^2(\Omega_i) \) is the relative pressure computed. The value \( \bar{P}_{elt} \) of the pressure on the remaining node can be computed from the velocities at the subdomain level and corresponds therefore to a subdomain internal degree of freedom. It will be associated to the the local constraint of volume conservation \( \int_{elt} \text{div } u_h = 0 \). These values can be eliminated by treating this local constraint by a penalty approach on all subdomain elements except one.

The static condensation process can now be used (irrespective of the pressure approximation) at the subdomain level to obtain

\[ \tilde{K}_I = \begin{bmatrix}
\tilde{W}W_I & \tilde{W}F_I & 0 \\
\tilde{F}W_I & \tilde{F}F_I & 0 \\
0 & 0 & II_I
\end{bmatrix} \quad \text{S}_I = \begin{bmatrix}
\tilde{W}W_I & \tilde{W}F_I \\
\tilde{F}W_I & \tilde{F}F_I
\end{bmatrix}\]

Note that the same modifications are also carried out on \( \bar{B}_I \).
The matrix $S_I$ is the contribution of each subdomain to the interface operator $S$. The vectors $B_I$ assemble into $\tilde{B}$ described in conjunction with the solution of the interface operator. Procedures for parallel iterative solution for $S$ are discussed next.

**Interface Solver using GMRES and Divergence-Free Search Vectors**

The interface operator $S$ is non-symmetric and the iterative solver of choice is usually GMRES, a method that minimizes the residual over a Krylov space. The basic GMRES algorithm however suffers from the drawback that the work grows quadratically and storage grows linearly with the number of iterations. The restarted version of the algorithm alleviates this difficulty to some extent, and is the one used in this study. The preconditioned version of the GMRES includes in each iteration, a solve $C G^n = R^n$ where $C$ is a preconditioning operator, $R^n$ is the residual in the $n^{th}$ iterate and $G^n$ is the computed search vector.

Further, to satisfy the incompressibility condition on the interface velocities, we restrict our choice of search directions to divergence free vectors. This is accomplished by modifying the preconditioning step $C G^n = R^n$ to

$$CG^n + \tilde{B}^T \tilde{p} = g$$

$$\tilde{B} G^n = 0$$

where

$$\tilde{B} = \int_{\Omega_i} \nabla v_{n,1} \, d\Omega_i = \int_{\Gamma_1} v_{n,n} \, d\Gamma$$

and $\tilde{p}$ is a vector of average pressure per subdomain. This computation reduces to one coarse solve of a problem of dimension equal to the number of subdomains per application of the preconditioner, and the initial cost of setting up and factoring $\tilde{B} C^{-1} \tilde{B}^T$.

**Choice of Preconditioner**

As described in [OPF94, LP96] matrix $S$ is naturally blocked into a small portion ($\hat{WW}$) corresponding to the nodes on the interface and the larger portion corresponding to the unknowns associated with the edges($\hat{FF}$) and their interactions $\hat{WF}$ and $\hat{FW}$. As a preconditioner $C$, we explore two choices, denoted $C_1$ and $C_2$, analogous to the choices in [LP96]. These are a) the $\hat{WW}$ block and the diagonals of $\hat{FF}$ and b) the $\hat{WW}$ block and the block diagonals of $\hat{FF}$. Block diagonals correspond to the degrees of freedom associated with a particular edge. In matrix notation these are:

$$C_1 = \begin{bmatrix} \hat{WW}_I & 0 \\ 0 & \text{diag}(\hat{FF}_I) \end{bmatrix}$$

$$C_2 = \begin{bmatrix} \hat{WW}_I & 0 \\ 0 & \text{diag}(\hat{FF}_I) \end{bmatrix}$$

where $\text{diag}(\hat{FF}_I)$ and $\text{diag}(\hat{FF}_I)$ denote the diagonal and block diagonal respectively.
Figure 1  Driven Cavity Flow for low Reynolds numbers. Solution obtained using
two level Newton-Krylov domain decomposition solver.

Figure 2  Sample hp adapted mesh for the problem and partitioning into 4
subdomains. Solver converged in 9 preconditioned GMRES and 6 Newton iterations.

5  Numerical Results

The algorithm described in this paper is new and only validation studies for low
Reynolds number ($\frac{U}{L} \approx 100$) are currently available. Numerical experience indicates
a strong dependence on the highest polynomial order used and a weaker dependence
on the smallest element size used. Fig. 1 shows the test problem and results obtained
on a uniform discretization of 64 quadratic elements using this solver. Fig. 2 shows
a sample hp adaptive mesh and its partitioning into 4 subdomains, also used on
the same problem. The GMRES algorithm used in the inner loop for the linearized
problem shows good convergence (see Fig. 3) for polynomial orders $p \leq 4$ and values
of $h/H \geq .125$, where $h/H$ is the ratio of mesh size to subdomain size.

The use of the two level iterative scheme permits us to use inexact solves in the
linear solver and still obtain fairly rapid convergence of the overall solution algorithm.
This option needs further testing to establish minimum levels of accuracy in the inner
loop to maintain convergence rates in the outer loop. Experience seems to indicate
that between 10 and 15 GMRES iterations are adequate.
Figure 3  Convergence rates obtained for inner loop GMRES solver using \( C_1 \) preconditioner, for different choices of \( h/H \) (ratio of minimum element size to subdomain size) and polynomial order \( p \).
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A Parallel Domain Decomposition Method for Spline Approximation

C. K. Pink, I. J. Anderson, and J. C. Mason

1 Introduction

The work described in this paper arises from the desire to approximate in a practical timescale a large set of discrete data with a spline function defined by B-spline basis functions. The least squares approximation of large sets of data is an important but time consuming problem, which has applications in many fields including those of graphics, image processing and computer aided design. We consider this approximation problem for what we term "uniform" sets of data, and we describe a parallel domain decomposition method for its solution. We use uniform in its statistical sense, namely we mean that the data is scattered in such a way that the density of points is fairly constant throughout the domain of approximation, as in a uniform distribution.

In section 2 we consider the general problem of B-spline approximation, and in section 3 we describe briefly a method produced by Anderson [And94, And97] for its efficient solution when considering uniform data sets. In section 4 we consider the problems involved with producing a parallel method based on this serial approach and we discuss the solutions of these problems. Results gained from implementing the parallel algorithm on the KSR-1 [Ken93, Pap93] machine are given and analysed in section 5.

2 The Two-dimensional Approximation Problem

Given a set of \( m \) data, \((x_k, y_k, f_k)\), we wish to calculate the bivariate spline function that minimises the sum of the squares of the residuals between the data ordinates and the spline function evaluated at the data abscissae [Cox87]. The standard definition of a bivariate tensor-product spline is,

\[
s(x, y) = \sum_{i=1}^{q_x} \sum_{j=1}^{q_y} c_{i,j} N_i(x; \lambda) N_j(y; \mu),
\]
where \( N_i(x; \lambda) \) and \( N_j(y; \mu) \) are the B-spline basis functions in the \( x \) and \( y \) dimensions with respect to the knot sets \( \lambda \) and \( \mu \) respectively. The residuals of this fit are \( e_k = f_k - s(x_k, y_k) \) for \( k = 1, 2, \ldots, m \). Using vectors we express the function values and residuals as \( f \) and \( e \) respectively. We wish to calculate the \( q_x \times q_y \) coefficients, \( \{c_{i,j}\} \), which minimise the residual sum of squares, \( E = e^T e \).

In order to express the B-splines evaluated at the data points in the form of a matrix \( A \), we employ a lexicographical ordering of the basis functions. The \((k, \ell)\)th element of \( A \) is given by \( a_{k, \ell} = N_i(x_k; \lambda)N_j(y_k; \mu) \), where \( \ell = (j - 1)q_x + i \). Similarly, the coefficients, \( \{c_{i,j}\} \), may be expressed in the form of a vector, \( c \), using the same lexicographical ordering. The system of equations resulting from the minimisation problem,

\[
Ac = f,
\]

is usually overdetermined and thus requires the use of orthogonal transformations, e.g. Givens rotations, Householder transformations or SVD [GV89], for its solution to be determined.

The compact support property of B-spline basis functions produces a banded matrix \( A \). This matrix \( A \) has at most \( n_x \times n_y \) non-zero elements in each row, where \( n_x \) and \( n_y \) are the order of the approximation in the \( x \) and \( y \) dimensions, however these elements are not in consecutive columns of the matrix. In fact, the bandwidth of the matrix [Cox82, HH74] is

\[
(n_y - 1)q_x + n_x.
\]

Consequently the solution of this system can be computed in \( \mathcal{O}(m q_x^2 n_y^2) \) [Cox82] floating point operations (flops). Therefore the solution time of the system of equations is dependent on both the order of the spline fit (in the \( y \) dimension) and the number of coefficients (in the \( x \) dimension).

The dependence of the flop count on the square of the number of coefficients is the important factor with regards to the solution time. To approximate large sets of data well, a comparatively large set of knots is needed, and as the size of the data set increases so we need to increase the size of the knot set. Consequently the linear system that needs to be solved to find the coefficients of the approximation becomes too large to be solved in a practical time.

3 Fast Serial B-spline Approximation

Anderson [And94, And97] has developed a serial method that efficiently approximates large uniform data sets. The basic premise behind the method is to convert an approximation problem on a large domain with a large data set into a set of smaller problems that may be solved more rapidly.

As an example, consider the general least squares approximation problem, described in section 2, on a rectangular domain. The matrix \( A \) produced by the system will have \( m \) rows, and bandwidth \((n_y - 1)q_x + n_x\), and takes \( \mathcal{O}(m q_x^2 n_y^2) \) flops to solve. Now consider this problem as a grid of \( 10 \times 10 \) subproblems. Each subproblem produces a matrix \( A \) with approximately \( m/100 \) rows (because of the uniform distribution of the data) and a bandwidth of about \((n_y - 1)q_x/10 + n_x\). This system can be solved in approximately \( 1/10,000 \) of the time taken for the original system, and therefore
solving the 100 subproblems will take about 1/100 of the time taken for the original
system. Clearly, there are time savings that can be made by exploiting this fact.

Simply subdividing the coefficient array and finding these coefficients from
subdomains does not, however, produce the least-squares fit for the overall domain.
The supports of adjacent B-spline basis functions of order \( n \) overlap by \( n - 1 \) knot
intervals. Therefore the regions of support for neighbouring subsets of coefficients also
overlap by this amount. This means that many data points will be in more than
one region and their values will contribute twice to the overall approximation (a
problem that is called ‘overfitting’ [And94]). To overcome this, after each subdomain
approximation has been formed, the coefficients found are added to the overall
approximation,

\[
c^{(r)}_{i,j} = c^{(r-1)}_{i,j} + \hat{c}_{i,j},
\]

where the values \( \{\hat{c}_{i,j}\} \) are the coefficients found from the subproblem and \( \{c^{(r)}_{i,j}\} \) are
the coefficients of the overall approximation after \( r \) subproblems. This approximation
is evaluated at each data point, and a set of modified function values (or residuals) are
formed as

\[
f^{(r)} = f^{(r-1)} - s^{(r)} = f^{(r-1)} - Ac^{(r)}
\]

where \( s^{(r)} \) is the vector of spline values at the data abscissae. Taking these residuals
to be the data ordinates for the subsequent approximation problem means that the
overall approximation will approximate the correct data values.

The serial algorithm is as follows.

• Choose a small rectangular subregion that supports approximately \( 3n_x \times 3n_y \)
coefficients and calculate the fit on that region.
• Place the coefficients in the correct position in the overall two-dimensional coefficient
array.
• Calculate the modified function values at the data points.
• Update the data values by replacing them with the modified function values.
• Iterate this procedure until the residuals meet some convergence criterion.

The subregions are chosen by analysing the residuals in the domain and finding
the region where they are largest. Anderson [And94] has proved that this method
converges globally to the true least squares approximation to the data, and, for large
approximation problems, he suggests that the algorithm is of \( O(mn_y^2) \) [And97]. This
makes it faster by \( O(q_u^2) \) when compared to the standard global solution methods.

4 Parallel Algorithm in Two Dimensions

The serial algorithm described above has the potential to work in a parallel
environment. Instead of approximating on just one subregion, we can fit on two or more
of these regions simultaneously, the only restriction on these regions being that they
do not overlap. If this restriction is violated, we would be finding two approximations
to some of the data values. This introduces overfitting into the approximation, the
problem that the serial algorithm had without modified function values. Choosing
enough distinct subregions to employ all of the processing resources is relatively
easy for small numbers of processors. However as the number of processors increases
with respect to the total number of coefficients to be found, it becomes increasingly
Figure 1  Selecting subdomains by splitting in only one dimension (strips).

First set of coefficients  First set of subdomains  Second set of subdomains

It is difficult to define dynamically sufficient distinct subregions. Also, in a distributed memory environment, choosing subsets of coefficients dynamically will necessitate a lot of unwanted data transfer between processors. To overcome all of these problems we require some systematic way of splitting the domain so that the subdomains are predefined and fixed rather than chosen dynamically.

Recall that the floating point operation count in the solution of the two-dimensional problem is $O(m n^2 n^3)$. The small subdomains used by the serial algorithm, have smaller values of $q_p$ and, as a result, require far fewer operations to solve. However the number of coefficients in only one of the two dimensions affects the speed of the solution of the system. Therefore subdividing the coefficient set, and the domain, in the second dimension will not affect the global time taken to find the overall approximation.

For the parallel algorithm we consider subdividing the coefficient set in just one dimension, which splits the domain into long thin overlapping strips (see Figure 1). With this decomposition of the domain, we see from the second diagram in Figure 1, that each subdomain overlaps with only two neighbouring regions. Therefore, by grouping the subdomains into two sets, containing alternate subdomains, half of the domain can be fitted in parallel. The modified function values have to be calculated after each parallel section to ensure that we avoid overfitting any of the points. After both of the sets of subdomains have been fitted, we have completed one iteration of the parallel algorithm and can begin fitting on the first group of subregions again. Iterating in this way means that the mathematics of the parallel approximation method are the same as the serial method, and therefore the proof of convergence for the serial method [And97] also holds for the parallel method.

Improving Convergence Rate

A true spline fit of order $n$ needs $n$ knots exterior to the data at each end of the data set. For the decomposition methods described here the subdomains that are formed do not have this property. Therefore towards the edges of subdomains, where fewer than $n$ basis functions cover the data points, the approximation is poor. In the serial algorithm the regions of poor fit are not fixed, because of the dynamic way in which the subdomains are chosen, and therefore are not a problem with regards to the convergence of the approximation. However, the parallel algorithm keeps the domains
fixed, and so the approximation remains poor in the overlap regions. Hence the approximation takes a comparatively long time to converge. Changing the subdomains at each iteration of the parallel method, in a similar way to the serial algorithm, causes a large amount of data movement and is thus undesirable. An alternative is to ensure that a true spline fit is formed at every point in the domain in each iteration, thus preventing these regions of poor approximation from arising. We achieve this by increasing the amount of overlap in the subregions from \( n - 1 \) knots to \( 2(n - 1) \). This means that \( n - 1 \) coefficients at the extremes of each subdomain are calculated in the neighbouring subdomain as well. This does increase the parallel workload in each iteration by a small amount [Pin97a], but it does not increase the parallel overheads, and the method converges much more rapidly.

**Smaller Domains**

The only problem with subdividing the domain into strips is that, for smaller data fitting problems using many processors, there may not be sufficient subdomains to employ all of the available processing resources.

For a parallel system with \( p \) processors, the length of the *full* knot set in the leading dimension is \( K = q_x + n_y \). The minimum value of \( K \), that allows the domain to be split only in that dimension and still employ all of the processors, is given by

\[
K = (4p + 2)(n_x - 1).
\]

The reasons for this are discussed in [Pin97b]. The most commonly used two-dimensional B-spline fit is bi-cubic (\( n_x = n_y = 4 \)), and the minimum length of the knot set for this order of approximation is thus \( 6(2p + 1) \). If the knot set in the second dimension is of comparable size, then the total number of coefficients needs to approach 40000 before we are able to utilise 16 processors with this decomposition of the domain. Two dimensional approximation problems far smaller in size than this are prohibitively large to solve on a serial machine.

To cope with these smaller domains in a parallel context we must consider subdividing the coefficient array into small rectangular subsets (first diagram in Figure 2). We then take the subdomains to be the regions of support of the sets of B-spline basis functions corresponding to the sets of coefficients (second diagram in Figure 2). Because each region now has as many as eight other subdomains overlapping it, the best that we can do with this decomposition of the domain is to approximate on the domain in four parallel sections. Therefore, more work is introduced into the program, because the modified function values need to be calculated more often, and also there are more synchronisation points in the program because of the increase in distinct parallel sections. However, to effectively utilise 16 processors with this decomposition of the domain we need at least 64 subregions, and on an approximately square domain this can be done by decomposing the domain into a grid of \( 8 \times 8 \) subdomains. For a bi-cubic B-spline approximation we need only a minimum of \( 54 \times 54 \) (about 3000) coefficients, much less than was the case with the first decomposition method.

On larger domains, however, subdividing the domain in only one dimension and therefore using strips as subdomains is the better choice. This decomposition should allow better load balancing, and less time will be spent calculating the modified
Figure 2  Selecting subdomains by splitting in both dimensions (boxes).

<table>
<thead>
<tr>
<th>First set of coefficients</th>
<th>First set of subdomains</th>
<th>Fourth set of subdomains</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 4 2 4</td>
<td>2 4 2 4</td>
<td></td>
</tr>
<tr>
<td>1 3 1 3</td>
<td>1 3 1 3</td>
<td></td>
</tr>
<tr>
<td>2 4 2 4</td>
<td>2 4 2 4</td>
<td></td>
</tr>
<tr>
<td>1 3 1 3</td>
<td>1 3 1 3</td>
<td></td>
</tr>
</tbody>
</table>

function values.

Decomposition Algorithm

When decomposing the domain in only one dimension, we must ensure that we produce a multiple of $2p$ strips to allow an equal distribution of subdomains across the processors. The width of the subdomain, $q_x$, must not be too large because of the increase in time taken to solve large domains [And94, Pin97b]. If the problem is not large enough to split in only one dimension, we need to subdivide both dimensions of the domain, and this complicates the decomposition. The decomposition algorithm is summarized below, but a more in depth discussion of it is given in [Pin97b].

1. If $q_x \geq (4p + 2)(n_x - 1)$, then we can split the domain in one dimension.
   (a) Find $s$ such that
      $$
      (4sp + 2)(n_x - 1) \leq q_x < (4p(s + 1) + 2)(n_x - 1) \quad s \in \mathbb{N},
      $$
   and split the domain into $2sp$, approximately equal in size, subdomains.

2. Otherwise:
   (a) Find the smallest non-identity factor of $p$, $r$ say.
   (b) If $q_x \geq (4(p/r) + 2)(n_x - 1)$ then we may proceed. If this is not the case we use the next smallest factor of $p$ and try the same test until it is satisfied for some $r$ a factor of $p$.
   (c) Check to ensure that $q_y \geq (4r + 2)(n_y - 1)$. If this is not the case then we cannot split the domain into enough subregions to employ all of the processors.
   (d) Split the $x$ dimension into $2(p/r)$ equal subdomains and the $y$ dimension into $2r$ equal subdomains to produce a set of $4p$ subdomains.

Implementation on Parallel Architectures

The two-dimensional algorithm is readily implemented on a shared memory architecture such as the KSR-1. Its implementation on a distributed memory - message passing environment is more complicated and the details of this are given in [Pin97b].
5 Results

We ran the program with two different sets of data and knots. The data sets used contained 50,000 and 200,000 points, and these sets were approximated using $54 \times 54$ and $204 \times 54$ coefficients respectively. Timings for the computational part of the program were made with the data sets on up to 16 processors and these timings can be found in the technical report [Pin97b]. From these timings, the speedups of the parallel system were calculated and these are shown in Figure 3.

The domain with $54 \times 54$ coefficients, labelled “boxes” in Figure 3, was decomposed in both dimensions, but the larger problem was decomposed using strips as subdomains and is labelled “strips” in Figure 3. Both methods give very good speedups on the KSR-1. On 16 processors the small problem has a speedup of 10.4 and the larger problem a speedup of 13.1. This difference is due to the better load balancing which is achieved when using strips as subdomains. With optimum load balancing there should in fact be little difference in the speedups obtained from the two decompositions when implemented on the KSR-1.

6 Conclusions

A parallel algorithm that utilises domain decomposition has been described. The results from a practical implementation of the method on the KSR-1 parallel machine show that good speedups can be achieved on two-dimensional problems with data sets which have a uniform distribution of points. The method is sufficiently versatile to be applicable to problems of higher dimension.
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Reuse of Krylov Spaces in the Solution of Large-scale Nonlinear Elasticity Problems

Christian Rey and Françoise Léné

1 Introduction

We present the Generalized Krylov Correction, an acceleration technique for the solution to a series of symmetric linear problems with several right-hand sides and matrices, and with its efficiency on an industrial three-dimensional nonlinear elasticity problem. Such a technique is based upon the reuse of Krylov spaces.

Nonlinear elasticity problems are a category of problems often encountered in the field of solid and structural mechanics. The techniques the most generally used for their solution are Newton-type methods [Kel83]. These mainly consist in the construction of a series of linear problems, the solutions of which converge towards the solution to the considered problem. Note that the parent matrices of these linear problems are symmetric positive definite for the type of mechanical problems we consider [Rey94]. The use of non-overlapping domain decomposition methods (primal [LeT94] or dual [FR94] approach) coupled with a conjugate gradient algorithm provides a particularly well-adapted solution for parallel computation for the solution to those symmetric linear problems. However, the numerical efficiency of the conjugate gradient algorithm depends upon the construction of Krylov spaces of the solution to the associated problems. In order to significantly speed up the resolutions of the succession of symmetric linear problems, we developed a technique, well-adapted to an implementation on parallel computers, known as the Generalized Krylov Correction [RDL95] [Rey96]. This method relies upon an efficient utilisation of descent directions calculated in the course of the resolution of previous systems so as to correct the new descent directions. Besides, it can be interpreted as a generalization of the iterative solution of symmetric systems with multiple right-hand sides but with an invariant matrix previously addressed in [Par80], [Saa93] and [FCR94]. This technique is tested on an industrial three-dimensional example (see Fig. 1), a steel-elastomer structure.

Such structures are increasingly used and developed in industry to produce efficient elastic supports. But their numerical computation using the finite element method
implies a number of difficulties linked to the great heterogeneousness of the structure, and to the nonlinear behavior of rubber layers. We demonstrate, using this ill-conditioned three-dimensional example, the efficiency of the Generalized Krylov Correction from a numerical point of view and from the point of view of its implementation on parallel computers. We also outline the validity domain of this correction vis-à-vis the evolution of matrices of the various symmetric linear systems.

Then, after briefly recollecting of the solution to nonlinear elasticity problems with a Newton-type method, we describe the Generalized Krylov Correction. In the last section, we study the results obtained for the elastic support.

2 Solution to Nonlinear Elasticity Problems

In order to model bodies made up of compressible or quasi-incompressible hyperelastic materials and undergoing large deformations, we choose the Lagrangian formulation. All variables are thus defined and retained in a reference configuration. The equilibrium equations may be written in a weak form as follows:

\[
\text{Find } u \text{ such that } \int_{\Omega} \frac{\partial \Phi}{\partial F}(u) : \nabla v \, d\Omega + \int_{\partial \Omega} f \cdot v \, d\Gamma + \int_{\partial \Omega} g \cdot v \, d\Gamma \quad \forall v
\]

(2.1)

where, \( v(x) \), is any admissible displacement field in the reference configuration, \( u(x) \), is the displacement field, \( f(x) \) and \( g(x) \) are the density of body forces and surface tractions respectively, \( F(x) = Id + \nabla u(x) \), is the deformation gradient, \( \Phi \), is the specific internal elastic energy, and \( (:) \), stands for the double-contractor operator.

The problem (2.1) is usually discretized through a finite element method \cite{Cia78} and leads to the solution to a nonlinear problem in the form \( G(u) = 0 \). Methods classically used for the solution to such problems are Newton-type methods. The simplest method, Newton-Raphson, consists in iteratively replacing in the equation \( G(u) = 0 \) the function \( G \) with its first-order expansion around the point \( (u) \). It then iteratively solves the series of linear problems thus obtained.

A first variant of this method (Quasi Newton) consists of reactualizing the linear system matrix only every \( p \) nonlinear iterations. However, depending on the stiffness of the problem to be solved, we will use stronger variants, such as that of the Newton Incremental (which consists in incrementing the loading) or even better the so-called bordering algorithm \cite{Kel83}. But whatever the chosen method may be, all the methods come down to the solution to a succession of linear problems, the right-hand sides and matrices of which are to be reactualized.

Refer to Ciarlet \cite{Cia86} for a complete presentation of the formulation of nonlinear elasticity problems and to Keller \cite{Kel83} or Le Tallec \cite{LeT90} for Newton-type nonlinear solvers.
3 Solution to a Succession of Linear Problems

The use of direct solvers for the resolution of such a succession of symmetric linear problems requires huge memory space and is extremely time-consuming when carrying out calculations, particularly for large-scale three-dimensional elasticity problems. Moreover they are not suited for an implementation on parallel computers. This is all the more the case as the matrices of the various problems are to be reactualized.

Domain decomposition methods (primal [LeT94] or dual approach [FR94]), coupled with a conjugate gradient algorithm, make it possible, by condensing problems on the interface of subdomains, to solve the following succession of condensed symmetric linear systems, the parent matrices of which are symmetric, positive definite.

\[ C^k \lambda^k = b^k \quad \text{for } k = 1, 2, ..., N \]  

(3.2)

where \( C^k \) is the matrix of Schur complement in dual or primal form according to the approach chosen and \( b^k \) the associated condensed right-hand side.

Principle and Initialisation of the Conjugate Gradient

The resolution of the \( k \)th of these symmetric linear systems by the algorithm of the conjugate gradient, preconditioned by the matrix \( M^k \), generates the following \( K(C^k) \) Krylov space, constructed in the course of iterations using descent directions \( u_i^k \) [TL87]:

\[ K(C^k) = \text{Vect}(w_1^k, \ldots, w_p^k). \]

(3.3)

The \( \lambda_p^k \) p-rank approximation of the solution that minimizes \( g = C^k \lambda_p^k - b^k \) residual over the \( \{\lambda_0^k\} + K(C^k) \) space (where \( \lambda_0^k \) is a given initial field) for the dot product associated with the \( C^k \) matrix is then given by:

\[ \lambda_p^k = \lambda_0^k + P(C^k)(b^k - C^k \lambda_0^k) \quad \text{with} \quad P(C^k)(\lambda) = \sum_{i=1}^{p} \frac{\langle \lambda, w_i^k \rangle}{(C^k w_i^k, w_i^k)} w_i^k \]  

(3.4)

The approximation may then define a correct initialization for the resolution of a linear system with the same matrix (the initialization is optimal provided that it is used to restart the resolution of the same linear problem). Moreover, these condensed systems are small in comparison to the dimensions of the global problem; we can therefore keep the information obtained following their resolution using the conjugate gradient method; this approach does not however entail high additional costs (in terms of memory capacity). We may therefore use them in order to speed up the resolution of the following systems.

The Generalized Krylov Correction

A good preconditioner of the \( k \)th linear system is the matrix \( M \) such that \( C^k M g = g \). We propose a \( g^* \) approximation [Rey96] of the \( g^{opt} \) optimal correction term defined
by the relation, \( C^k(M^k g + g^{opt}) = g \), being the orthogonal projection \( (3.4) \) associated with the \( C^{k-1} \) matrix of the \( g^{app} \) solution to the system, \( C^{k-1} g^{app} = g - C^{k-1} M^k g \), in the \( K(C^{k-1}) \) \( p \)-dimension Krylov space.

According to \( (3.4) \), the \( g^* \) correction term may be written:

\[
g^* = P(C^{k-1})(g - C^{k-1} M^k g) = P(C^{k-1})(g) - \sum_{i=1}^{p} \frac{(M^k g, C^{k-1} w_i^{k-1})}{(C^{k-1} w_i^{k-1}, w_i^{k-1})} w_i^{k-1}
\]

This expression underlines that the calculation of the correction term does not require the computation of the \( C^{k-1}(M^k g) \) matrix-vector product. The calculation time of this correction therefore has a cost comparable to that of a complete reorthogonalization procedure and consequently remains limited.

However, this correction only requires one Krylov space. So as to extend this first Krylov correction to the previous \( k - 1 \) Krylov spaces, we proceed by successive corrections. On each iteration of the conjugate gradient, the correction term is calculated as follows:

**Initialization**
- State \( z = M^k g \)
- For \( i = 1 \), to \( k - 1 \) do
  - Compute the correction \( g^* = P(C^i)(g - C^i z) \)
  - State \( z = z + g^* \)
- End of Loop

- Compute the new descent direction \( w = z - \frac{(z, C^k w)}{(C^k w, w)} w \)

We finally associate to the Krylov correction a complete reorthogonalization procedure [Rou91] of descent directions so as to ensure the correct convergence of the conjugate gradient method.

4 Application

So as to evaluate the efficiency and the validity domain of this technique, we apply it to the resolution of an industrial problem: a steel-elastomer laminated structure (see Fig. 1) subject to an axial compression loading with an imposed displacement. Material behaviors are modelled by the Ciarlet-Geymonat [CG82] specific internal energy \( \Phi \). See [Rey94] for a full presentation of the industrial problem.

The problem thus considered is highly nonlinear, and discretized by hexahedral finite elements (Q1 element). The mesh consists of a total of 6435 degrees of freedom and is decomposed into 8 sub-domains (Fig. 1). The domain decomposition method, known as the Dual Schur Complement Method [FR94] coupled with the conjugate gradient algorithm and preconditioned by local rigidity matrices is chosen for the resolution of linear systems. The stopping criterion of this iterative solver is \( 10^{-3} \) whereas the stopping criterion of nonlinear iterations (Newton iterations) is \( 10^{-6} \). The difference is justified by the quadratic convergence of the Newton method and by the fact that the solution to linear problems only consists in an intermediate step in the resolution.
Figure 1  Decomposition into 8 sub-domains of an elastic support

of the overall problem.

*Case where Matrices are not Reactualized*

The first case studied is when the nonlinear problem is solved using the Quasi-Newton method without any matrix reactualization. The algorithm then converges in 5 iterations. The number of iterations of the conjugate gradient on each iteration of the Quasi-Newton with or without the addition of the Generalized Krylov correction term (and the initialization introduced in (3.4)) is described in Fig. 2 (Quasi-Newton / Without or With Krylov). It may be observed that introducing the Krylov correction term coupled with the initialization implies a highly significant decrease in the number of iterations. It may thus be observed that this iterative approach corresponds to a semi-direct method which requires only a projection of the solution in Krylov spaces, with a very limited (or even nil) number of the conjugate gradient iterations.

*Case of Reactualized Matrices*

The nonlinear problem is now solved by the Newton-Raphson method with systematic reactualization of the matrix. The algorithm then converges in 3 iterations. The results obtained with or without the addition of the Generalized Krylov correction term are shown in Fig. 2 (Newton / Without or With Krylov). The decrease in the number of iterations however is smaller than in the previous case but remains significant.
**Figure 2** Newton with or Without Generalized Krylov Correction
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*Case of the Incremental Newton Method*

In the present section, the problem is solved by the Incremental Newton for a partitioning of the loading into two equal increments. The solution is thus reached after 2 Newton-Raphson iterations for each of the two considered increments. Fig. 3 describes the results obtained in the three following cases:

- without the Generalized Krylov Correction,
- with the Generalized Krylov Correction for the solution of each linear system,
- with the Generalized Krylov Correction only within an Incremental Newton iteration (Internal Krylov).

**Figure 3** Incremental Newton with or Without Generalized Krylov Correction
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It should be noted that, in the case of the Incremental Newton method, the Krylov Correction fails when it is used for the resolution of each linear system. Indeed, the taking account of the new load increment (here with imposed displacement) implies a very significant evolution of the linear system matrix to be solved and in particularly its spectrum. This explains the loss of efficiency of the Krylov Correction which relies upon the construction of an approximation of the inverse of the linear system matrix. On the other hand, a significant gain may be observed again if the technique is used only for the resolution of nonlinear problems of each load increment (Internal Krylov).
However, its use may be automated when introducing a criterion, which, in the case of a too slow convergence, starts the iteration again without the correction.

5 Conclusion

The introduction of the Generalized Krylov Correction in Domain Decomposition Methods for the resolution of nonlinear elasticity problems may lead to a significant reduction in the number of iterations of the conjugate Gradient. Furthermore, as shown in its expression (3.5), the calculation procedure of the Krylov Correction associated to a Krylov sub-space can be compared to that of a reorthogonalization. It is therefore well suited to an implementation on parallel computers.
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Preconditioning the FETI Method for Problems with Intra- and Inter-Subdomain Coefficient Jumps

Daniel Rixen and Charbel Farhat

1 Introduction

The FETI method [FR94, MTF, FCR96] and related Balancing algorithm [Man93, LMV95] are two domain decomposition (DD) based iterative solvers that have gained popularity in the last few years. When applied to the solution of problems where the subdomains (a) do not feature neither inter nor intra coefficient jumps, and (b) have good and/or comparable aspect ratios, these DD methods are scalable and quasi-optimal. In order to extend the range of applications where these solvers excel, a simple scaling procedure was described in [LeT94] to address the issue of inter-subdomain coefficient jumps, and a mesh partitioning optimizer was proposed in [FMB95] to remedy the subdomain aspect ratio problem. In this paper, we revisit both issues and present a preconditioning algorithm that addresses the problems of arbitrary subdomain aspect ratios, and large inter- as well as intra-subdomain coefficient jumps (so far, most authors have addressed only the problem of inter-subdomain coefficient jumps [LeT94]). The proposed preconditioner is derived from sound energy principles that were initially introduced in [RF96] for improving the accuracy of the solution of subdomain problems by polynomial and piece-wise polynomial Lagrange multipliers. It can be equally used with the FETI and Balanced algorithms. However, because of space limitation, we limit our presentation to the case of the FETI method. We do not offer a mathematical proof of the optimality of our preconditioner, but we demonstrate numerically its scalability with the solution of highly heterogeneous structural mechanics problems.

2 The Focus Problem

The solution of a problem of the form $Ku = f$, where $K$ is a symmetric positive definite matrix arising from the discretization of some second- or fourth-order elliptic
problem on a domain $\Omega$, can be obtained by partitioning $\Omega$ into $N_s$ subdomains $\Omega^{(s)}$, and gluing these with discrete Lagrange multipliers $\lambda$:

$$
K^{(s)} u^{(s)} = f^{(s)} - B^{(s)^T} \lambda \quad s = 1, \ldots, N_s \tag{2.1}
$$

$$
\sum_{s=1}^{s=N_s} B^{(s)} u^{(s)} = 0 \tag{2.2}
$$

Here, $B^{(s)}$ is a signed subdomain Boolean matrix that extracts and signs the interface components of a vector or a matrix related to $\Omega^{(s)}$. Eliminating $u^{(s)}$ from Eqs. (2.1–2.2) leads to the so-called dual interface problem

$$
\begin{bmatrix}
F_I & -G \\
-G^T & 0
\end{bmatrix}
\begin{bmatrix}
\lambda \\
\alpha
\end{bmatrix}
= 
\begin{bmatrix}
d \\
c
\end{bmatrix} \tag{2.3}
$$

$$
F_I = \sum_{s=1}^{s=N_s} B^{(s)} K^{(s)^+} B^{(s)^T}; \quad G = \begin{bmatrix} B^{(1)} R^{(1)} & \cdots & B^{(N_f)} R^{(N_f)} \end{bmatrix}
$$

$$
d = \sum_{s=1}^{s=N_s} B^{(s)} K^{(s)^+} f^{(s)}; \quad c = -\begin{bmatrix} f^{(1)^T} R^{(1)} & \cdots & f^{(N_f)^T} R^{(N_f)} \end{bmatrix}^T
$$

where $K^{(s)^+}$ denotes the inverse of $K^{(s)}$ if $\Omega^{(s)}$ is not a floating subdomain, or a generalized inverse if $K^{(s)}$ is singular. In the latter case, $R^{(s)} = \text{Ker}(K^{(s)^+})$ (rigid body modes in structural mechanics), $\alpha = [\alpha^{(1)} \ldots \alpha^{(N_f)}]^T$ where $N_f$ denotes the total number of floating subdomains, and $\alpha^{(s)}$ stores the amplitude coefficients of $R^{(s)}$.

The FETI method consists in constructing the dual interface problem (2.3) and solving this interface problem by a preconditioned conjugate projected gradient (PCPG) algorithm where the projector is set to $P = I - G (G^T G)^{-1} G^T$. If $W$ is a diagonal matrix which stores for each interface unknown the number of subdomains it belongs to, and $F_I^{-1}$ denotes the chosen preconditioner, the FETI algorithm for second-order elasticity problems can be written as summarized in Table 1. (see [FCR96] for an extension to fourth-order elasticity and shell problems).

Two preconditioners have been previously developed for the FETI method: a mathematically optimal Dirichlet preconditioner $F_I^{D^{-1}}$, and a computationally economical “lumped” preconditioner $F_I^{L^{-1}}$.

$$
F_I^{D^{-1}} = \sum_{s=1}^{s=N_s} B^{(s)} \begin{bmatrix} 0 & 0 \\
0 & S_{bb}^{(s)} \end{bmatrix} B^{(s)^T}; \quad F_I^{L^{-1}} = \sum_{s=1}^{s=N_s} B^{(s)} \begin{bmatrix} 0 & 0 \\
0 & K_{bb}^{(s)} \end{bmatrix} B^{(s)^T} \tag{2.4}
$$

Here, $S_{bb}^{(s)}$ denotes the primal Schur complement associated with subdomain $\Omega^{(s)}$, and the subscripts $i$ and $b$ designate the interior and interface boundary unknowns, respectively.

It is well known that the performance of many DD methods including FETI can deteriorate when either material or geometrical heterogeneities are present in the
Table 1 The FETI PCPG method

1. Initialize
   \[ \lambda^0 = -G \left( G^T G \right)^{-1} c, \quad r^0 = d - F_I \lambda^0 \]

2. Iterate \( k = 1, 2, \ldots \) until convergence

   - Project - Scale \( w^{k-1} = W^{-1} P^T r^{k-1} \)
   - Precondition \( z^{k-1} = F_I^{-1} w^{k-1} \)
   - Re-scale - Project \( y^{k-1} = W^{-1} P z^{k-1} \)
   \[ \zeta^k = \frac{y^{k-1}}{y^k} w^{k-1} / y^{k-2} \quad (\zeta^1 = 0) \]
   \[ p^k = y^{k-1} + \zeta^k p^{k-1} \quad (p^1 = y^0) \]
   \[ \nu^k = y^{k-1} / p^k F_I p^k \]
   \[ \lambda^k = \lambda^{k-1} + \nu^k p^k \], \quad r^k = r^{k-1} - \nu^k F_I p^k

Figure 1 Two examples of heterogeneous structures

(a) (b)

vicinity of the subdomain interfaces. Two examples of such problems in structural mechanics are depicted in Fig. 1: (a) a 2D clamped structure featuring inserts of a material that is 1000 times softer than the main material, discretized with 64 \( \times \) 64 plane stress elements (second-order elasticity) and successively decomposed into 4, 8 and 64 square subdomains; (b) a 3D model of a wing-box structure constructed with DKT plate elements (fourth-order elasticity) and decomposed into subdomains whose interfaces coincide with the intersection of the skin and the stiffeners. Each subdomain with soft inserts in problem (a) is heterogeneous (intra-subdomain heterogeneity) whereas in problem (b) all subdomains are homogeneous, but the mechanical properties are very different depending on the domain orientation (inter-subdomain heterogeneity). In both examples, the subdomain stiffness cannot be characterized by a single coefficient, and therefore the scaling procedure proposed in [LeT94] cannot be applied.
3 Preconditioning with an Energy-based Smoothing Procedure

The Two-subdomain Problem

For the sake of clarity, we consider first the case of a two-subdomain heterogeneous problem. At each iteration of the FETI PCPG algorithm, the matrix-vector product $F_I P_b$ produces a jump across the subdomain interfaces of the iterate solution $u^k$. In the sequel, we drop the superscript $k$ for simplicity. Elementary mechanics theory suggests that the solution $u^{(s)}$ on the interface boundary of the stiffer subdomain will be closer to the converged solution than the solution on the softer side. This in turn suggests that the computed solution $u$ should be smoothed after each PCPG iteration as follows

\[
\tilde{u}_b^{(1)} = \tilde{u}_b^{(2)} = \tilde{u}_I = (1 - a)u_b^{(1)} + a u_b^{(2)}
\]

\[
\tilde{u}_i^{(s)} = u_i^{(s)} - K_i^{(s)\dagger} K_{ib}^{(s)} (u_b^{(s)} - u_b^{(s)}) \quad s = 1, 2
\]

which indicates that when the interface solution has been smoothed, a Dirichlet problem must be solved in each subdomain. Of course, the important question is how to select an optimal value of the smoothing parameter $a$? Let $\delta_I = u_b^{(2)} - u_b^{(1)}$ denote the jump of the solution on the interface $\Gamma_I$. After smoothing, the governing equations (2.1) can be written as

\[
\begin{bmatrix}
K_i^{(1)} & K_{ib}^{(1)} & 0 \\
K_{ib}^{(1)T} & K_{bb}^{(1)} + K_{ib}^{(2)} & K_{ib}^{(1)} \ \\
0 & K_{ib}^{(2)T} & K_i^{(2)}
\end{bmatrix}
\begin{bmatrix}
\tilde{u}_i^{(1)} \\
\tilde{u}_i^{(2)} \\
\tilde{u}_i^{(2)}
\end{bmatrix}
= \begin{bmatrix}
f_i^{(1)} \\
f_i^{(1)} + f_i^{(2)} \\
f_i^{(1)} + f_i^{(2)}
\end{bmatrix} + \begin{bmatrix}
0 \\
r_b \\
0
\end{bmatrix}
\]

(3.7)

where $r_b$ is the interface residual induced by smoothing. From (3.5–3.6) and from (2.1), it follows that $r_b(a) = \left(a S_{bb}^{(1)} + (a - 1) S_{bb}^{(2)}\right) \delta_I$. Hence, an optimal value of $a$ is one which minimizes $r_b$. However, rather than minimizing directly some norm of $r_b$, we propose to adopt a Rayleigh-Ritz approach where the smoothed solutions are viewed as kinematically admissible fields. In view of Eqs. (3.5–3.6–3.7), the total energy can be written as

\[
E(a) = C - 2a \delta_I^T S_{bb}^{(1)} \delta_I + a^2 \delta_I^T (S_{bb}^{(1)} + S_{bb}^{(2)}) \delta_I
\]

(3.8)

where $C$ is an expression that does not depend on $a$. Minimizing $E(a)$ yields

\[
a^D = \frac{k_i^{(2)\dagger}}{k_i^{(1)\dagger} + k_i^{(2)\dagger}} \quad , \quad k_i^{(1)\dagger} = \delta_I^T S_{bb}^{(1)} \delta_I \quad , \quad k_i^{(2)\dagger} = \delta_I^T S_{bb}^{(2)} \delta_I
\]

(3.9)

Here, the superscript $D$ is used to highlight the fact that computing the smoothing parameter $a^D$ requires solving two subdomain Dirichlet problems. Since in general the corrections (3.5–3.6) will create an interface residual $r_b = \Delta f_b^{(1)} + \Delta f_b^{(2)}$ we also propose to correct the Lagrange multipliers iterates as follows

\[
\Delta \lambda = - a^D \Delta f_b^{(1)} + (1 - a^D) \Delta f_b^{(2)} = -(a^D S_{bb}^{(1)} a^D + (1 - a^D) S_{bb}^{(2)} (1 - a^D)) \delta_I
\]

(3.10)
which guarantees the symmetry of our solution method.

From a physical viewpoint and in a structural mechanics context, the smoothing
procedure proposed here consists in treating two subdomains as two linear springs
connected in series, computing the jump of the displacement field at their connection,
and redistributing this jump among both springs according to their “relative
stiffnesses” \(k^{(1)}\) and \(k^{(2)}\). While this idea is not new [FR94], the derivation of
the smoother yields for the first time a rational estimate of the local measure of a
subdomain stiffness.

The Multiple Subdomain Problem - a New Coarse Problem

In order to generalize the smoothing procedure discussed above to the case of
an arbitrary number of subdomains, we denote by \(b^{(s)},j\) the restriction of the
Boolean operator \(B^{(s)}\) to the \(j\)-th edge of the interface boundary \(\Gamma^I\). Using the
interior/interface boundary partitioning of the subdomain unknowns we can write

\[
B^{(s)} = \begin{bmatrix} 0 & b^{(s),i} & b^{(s),j} & \cdots & b^{(s),l} \end{bmatrix}
\]  

(3.11)

\(b^{(s),j}\) can be further decomposed into square submatrices \(b^{(sr),j}\) that describe the
connectivity of subdomains \(\Omega^{(s)}\) and \(\Omega^{(r)}\) along edge \(j\). Designating by \(r, l, \ldots\)
the subdomains interconnected with \(\Omega^{(s)}\) along \(\Gamma^I\), we have

\[
b^{(sr),jT} = \begin{bmatrix} 0 & \cdots & b^{(sr),jT} & 0 & \cdots & b^{(sr),jT} \end{bmatrix}
\]  

(3.12)

Next, we designate the unsigned equivalents of \(b^{(sr),j}\) by a hat, and introduce the
operator \(\hat{b}^{(sr),jT} \hat{b}^{(sr),j}\) which gives the correspondence between the numberings of the
unknowns on both sides of the interface. Of course, we have \(\hat{b}^{(sr),jT} \hat{b}^{(sr),j} = I\). The
generalization to an arbitrary number of subdomains of the smoothing procedure (3.5–
3.6) then goes as follows:

\[
\tilde{u}^{(s),j}_b = \beta^{(s),j} u^{(s),j}_b + \sum_{r:l \Gamma^I_j \supset \Gamma^I_j} \hat{b}^{(sr),jT} \hat{b}^{(sr),j} \beta^{(r),j} u^{(r),j}_b \quad \forall \text{ edge } j
\]  

(3.13)

\[
\tilde{u}^{(s)}_i = u^{(s)}_i - K^{-1}_{ii} (u^{(s)}_i - u^{(s)}_b)
\]  

(3.14)

where \(\beta^{(s),j}\) are scalar smoothing parameters. If the \(\beta^{(s),j}\) are constrained to have a
unit sum

\[
\sum_{r:l \Gamma^I_j \supset \Gamma^I_j} \beta^{(s),j} = 1 \quad \forall \text{ edge } j
\]  

(3.15)

the corrections of the subdomain interface solutions can be written as

\[
\Delta u^{(s),j}_b = \tilde{u}^{(s),j}_b - u^{(s),j}_b = -\sum_{r:l \Gamma^I_j \supset \Gamma^I_j} \beta^{(r),j} \hat{b}^{(sr),jT} \hat{b}^{(sr),j}
\]  

(3.16)

where \(\delta^{(sr),j} = \hat{b}^{(sr),jT} u^{(s),j}_b - \hat{b}^{(sr),jT} u^{(s),j}_b\). To determine the edge coefficients \(\beta^{(s),j}\) we
follow conceptually the same Rayleigh-Ritz approach as presented in Section 3. If the
unit sum condition is enforced by a set of multipliers \( \tau_j \), the minimization of the total energy leads to the following auxiliary coarse problem

\[
\sum_{s\in \Omega^{(s)}} \sum_{i: \Gamma_i^{(s)}} \sum_{p: \Gamma_i^{(s)}} k_{si}^{(q)} \beta_i^{(p)} = \tau_j \quad \forall [(q), j] : \Gamma_i^{(q)} \ni j
\]  

(3.17)

where \( k_{si}^{(q)} \) is the Schur-complement of \( K^{(s)} \) associated with the edges \( j \) and \( i \).

For symmetry, the correction of the Lagrange multipliers introduced by between \( \Omega^{(s)} \) and \( \Omega^{(r)} \) along edge \( j \) is then computed as

\[
\Delta \lambda_{(sr),j} = b_{(sr),j} \beta\left( \lambda_{(r),j} \right) \Delta f_{b,j} \left( \lambda_{(r),j} \right) \Delta f_{b,j} \left( \lambda_{(r),j} \right) \Delta f_{b,j} \left( \lambda_{(r),j} \right)
\]  

(3.19)

where \( \Delta f_{b,j} = S_{bb} \left( \dot{u}_b - \ddot{u}_b \right) \). In summary, using the notation of Table 1, this preconditioning step can be written as

\[
z^{k-1} = \left\{ \sum_{s=1}^{N_s} \beta^{(s)} B^{(s)} \left[ \begin{array}{cc} 0 & 0 \\ 0 & S_{bb}^{(s)} \end{array} \right] B^{(s)^T} \beta^{(s)^T} \right\} w^{k-1}
\]  

(3.20)

Cost-effective Alternatives — Lumping and “Superlumping”

The smoothing procedure presented in Sections 3 and 3 requires solving in each subdomain several Dirichlet problems. A first economical variant can be designed by replacing \( \dot{u}_b^{(s)} = \ddot{u}_b^{(s)} \) in (3.14), which has the effect of not propagating the correction of interface smoothing to the subdomain interior unknowns. It can be shown that such a strategy leads to similar expressions of the smoothing coefficients, but replaces the expensive Dirichlet operators \( S_{bb}^{(s)} \) by the more economical lumping matrices \( K_{bb}^{(s)} \) in the expression (3.20) and in the computation of the interface stiffnesses (3.18). This lumped preconditioner does no longer take into account the intra-subdomain heterogeneities associated with internal nodes. Nevertheless, the heterogeneities associated with the elements on the interface are still treated correctly.

Noting that the auxiliary coarse problem must be reconstructed at each iteration, an even more economical variant for computing the smoothing parameters \( \beta^{(s)} \) in the lumped preconditioner can be constructed by assuming that the total energy of the system can be “superlumped” and written as

\[
\mathcal{E}(\beta^{(s)}, j) = C + \frac{1}{2} \sum_{s=1}^{N_s} \Delta u_b^{(s)^T} K_{bb,\text{diag}} \Delta u_b^{(s)}
\]  

(3.21)

where \( K_{bb,\text{diag}} \) denotes the diagonal part of \( K_{bb}^{(s)} \). In that case, the smoothed interface solution is still given by (3.13), but \( \beta^{(r),j} \) is now understood as the diagonal matrix of the interface smoothing parameters (one coefficient per unknown). The unit sum constraint is then expressed at the unknown level. Noting \( c^{(sr),j} = \hat{b}^{(sr),j} \hat{b}^{(rs),j} \), the correspondence between interface numberings, the generalization of the unit sum constraint and (3.16) can be written as
\[
\beta^{(s),j} = \sum_{r \neq s} \sum_{r \in \Gamma_j^{(r)} \supset \Gamma_j} c^{(sr),j} \beta^{(r),j} c^{(sr),j} = I \quad \forall \text{ edge } j
\] (3.22)

\[
\Delta u^{(s),j}_b = - \sum_{r \neq s} \sum_{r \in \Gamma_j^{(r)} \supset \Gamma_j} \left( c^{(sr),j} \beta^{(r),j} c^{(sr),j} \right) b^{(sr),j} \delta^{(sr),j}
\] (3.23)

From (3.21), it follows that

\[
\beta^{(s),j} = \left[ K_{bb, \text{diag}}^{(s)} \right]_j \left\{ \sum_{r \in \Gamma_j^{(r)} \supset \Gamma_j} c^{(sr),j} \left[ K_{bb, \text{diag}}^{(r)} \right]_j c^{(sr),j} \right\}^{-1}
\] (3.24)

where \( c^{(sr),j} = I \). Hence, for this second smoothing alternative referred to here as the superlumped one, the auxiliary coarse problem is diagonal and needs to be constructed only once. Therefore, implementing it is trivial and solving it is inexpensive.

4 Numerical Results

We consider again problems (a) and (b) depicted in Fig 1, and perform their linear static analysis using the FETI method with the Dirichlet and lumped preconditioners, as well as the various smoothing procedures presented in this paper. We report in Table 2 the number of FETI PCPG iterations.

<table>
<thead>
<tr>
<th>Decomposition</th>
<th>( N \times M )</th>
<th>Nbr. of PCPG iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Dirichlet</td>
</tr>
<tr>
<td></td>
<td></td>
<td>smooth.</td>
</tr>
<tr>
<td>plane stress</td>
<td>( 2 \times 2 )</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>( 4 \times 4 )</td>
<td>63</td>
</tr>
<tr>
<td></td>
<td>( 8 \times 8 )</td>
<td>83</td>
</tr>
<tr>
<td>stiffened panel</td>
<td></td>
<td>122</td>
</tr>
</tbody>
</table>

For the 2D plane stress problem (a), the full smoothing method and its superlumped alternative yield very similar convergence rates, and both of them improve dramatically the performances of the Dirichlet and lumped preconditioners. Table 2 also demonstrates the scalability of the overall solution method with respect to the number of subdomains.

For the stiffened panel problem, the full smoothing procedure improves only slightly the convergence of the FETI method, whereas the superlumped variant reduces the number of iterations by a factor of 5 (Dirichlet preconditioner), and by a factor greater than two (lumped preconditioner). For this problem, the poor efficiency of
the full smoothing method can be explained by the fact that one coefficient cannot characterize an interface stiffness, because the relative interface stiffnesses at the intersection between the stiffeners and the skin depend strongly on the direction of the displacement unknown.

REFERENCES

Parallel Implementation of the Two-level FETI Method

François-Xavier Roux and Charbel Farhat

1 Introduction

Recently, a new preconditioning technique for the FETI method based upon a coarse grid problem associated with interface crosspoints has been introduced [MTF]. This gives optimal convergence property for high-order problems. In the present paper the problem of the parallel implementation of this new preconditioning technique is addressed and the performance of this approach is demonstrated for real life structural analysis problems.

For fourth-order problems, like plate or shell problems, the singularity with interface crosspoints, that means nodes that belongs to more than two subdomains, deteriorates the condition number of the dual Schur complement operator, the condensed interface operator defining the FETI method [FR94].

A new preconditioning technique leading to a two-level handling of interface continuity requirements has been recently developed [MTF]. The independence upon the number of subdomains and the polylogarithmical dependence upon the number of elements per subdomain of the condition number of the preconditioned interface problem has been proved.

In the present paper the problem of the parallel implementation of this new preconditioning technique is addressed. After recalling the principle of the FETI method, the new preconditioning technique is introduced and reinterpreted as a two-level FETI algorithm. A parallel implementation strategy is derived from this formulation. Last, the performance of this approach is demonstrated for real life structural analysis problems on an Intel-PARAGON system.

2 The FETI Method

The FETI method is based on introducing the Lagrange multiplier of the continuity condition on interfaces between subdomains. In the case of linear elasticity equations, the Lagrange multiplier is equal to the field of interaction forces between subdomains.
In each subdomain, $\Omega_i$, the local displacement field is solution of the linear elasticity equations with external loadings and boundary conditions inherited from the complete problem, and imposed forces (Neumann boundary conditions) on the interfaces with other subdomains.

With a finite element discretization, this leads to the following set of equations:

$$ K_i u_i = B_i^\dagger \lambda + b_i $$

(2.1)

where $K_i$ is the stiffness matrix, $u_i$ the displacement field, $B_i$ a signed boolean matrix associated with the discrete trace operator, and $\lambda$ the Lagrange multiplier.

The continuity requirement along the interfaces is written as follows:

$$ \sum_i B_i u_i = 0 $$

(2.2)

where the signed discrete trace matrices $B_i$ are such that if subdomains $\Omega_i$ and $\Omega_j$ are connected by the interface $\Gamma_{ij}$, then restriction of equation (2.2) on $\Gamma_{ij}$ is: $u_i - u_j = 0$.

In most subdomains, local problems (2.1) are ill posed, because only Neumann boundary conditions are imposed.

So, if $K_i^+$ is a pseudo-inverse of matrix $K_i$, and if columns of matrix $N_i$ form a basis of the kernel of $K_i$ (rigid body motions), equation (2.1) is equivalent to:

$$ \begin{cases} 
  u_i = K_i^+[b_i + B_i^\dagger \lambda] + N_i \alpha_i \\
  N_i^t [b_i + B_i^\dagger \lambda] = 0 
\end{cases} $$

(2.3)

The first equation means that the solution of the problem is defined as the sum of a particular solution computed using the pseudo-inverse of $K_i$ plus an element of the kernel. The second equation means that the right-hand side of equation (2.1) must be in the image space of $K_i$.

Introducing $u_i$ given by equation (2.3) in the continuity condition (2.2) gives:

$$ \sum_i B_i K_i^+ B_i^\dagger \lambda + \sum_i B_i N_i \alpha_i = - \sum_i B_i K_i^+ b_i $$

(2.4)

With the constraint on $\lambda$ set by the second equation of (2.3), the global interface problem can be written:

$$ \begin{bmatrix} D & -G \\ -G^t & 0 \end{bmatrix} \begin{bmatrix} \lambda \\ \alpha \end{bmatrix} = \begin{bmatrix} d \\ c \end{bmatrix} $$

(2.5)

With:

- $D = \sum_i B_i K_i^+ B_i^\dagger$, dual Schur complement matrix,
- $G \alpha = \sum_i B_i N_i \alpha_i$, jump of rigid body motions defined by $\alpha_i$ in $\Omega_i$,
- $(G^\dagger \lambda)_i = N_i^t B_i^\dagger \lambda$, $d = - \sum_i B_i K_i^+ b_i$, $c_i = - N_i^t b_i$.

3 Parallel Solution of the Condensed Interface Problem

The number of constraints of the hybrid condensed interface problem (2.5) is the total number of rigid body modes. As this number is low, the projector associated with this
constraint can be explicitly computed:

\[ P = I - G(G^t G)^{-1} G^t \tag{3.6} \]

The computation of the product by projector \( P \) requires products by \( G \) and \( G^t \) and the solution of systems with form:

\[ (G^t G) \alpha = G^t g \tag{3.7} \]

The product by \( G^t \) can be performed independently in each subdomain, the product by \( G \) requires exchanging data through interfaces between neighbouring subdomains. Both products can be easily performed in parallel in a message passing programming environment.

Parallelizing the solution of problem (3.7) is more challenging, because of its global implicit nature. To avoid the construction of matrix \( G^t G \), this problem can be solved by the conjugate gradient algorithm. Then only products by \( G \) and \( G^t \) that can be performed in parallel are required.

Applying the projected conjugate gradient algorithm to the condensed interface problem (2.5), requires the following two main steps.

1. Given an approximate value \( \lambda P \), compute the particular solution of the local Neumann problem in each subdomain:

\[ u_i^{p+} = K_i^+ [b_i + B_i^{t} \lambda P] \tag{3.8} \]

and compute the jump of the local displacement fields along interfaces between subdomains that is the gradient of the condensed interface problem:

\[ g^P = \sum_i B_i u_i^{p+} \tag{3.9} \]

2. Compute the projected gradient, \( Pg^p \) given by formula:

\[ Pg^p = g^p + G \alpha^p \text{ with } (G^t G) \alpha^p = -G^t g^p \tag{3.10} \]

The projection step consists in fact in computing the rigid body motions coefficients \( \alpha_i \) that minimize the jump of the complete displacement fields given by:

\[ u_i^p = u_i^{p+} + N_i \alpha_i \tag{3.11} \]

This minimization is performed in the sense that the jump of the complete displacement fields \( u_i^p \), which is in fact the projected gradient, is orthogonal to the traces of all the local rigid body modes:

\[ Pg^p = \sum_i B_i u_i^{p+} + \sum_i B_i N_i \alpha_i = \sum_i B_i u_i^p \tag{3.12} \]

\[ (G \beta)^t Pg^p = 0 \forall \beta \iff (B_i N_i)^t Pg^p = 0 \forall i \tag{3.13} \]

This projection phase consists in solving a global coarse problem associated with the rigid body coefficients. The condition number of the projected dual Schur complement can be proved to be independent upon the number of subdomains ([FMR94]),
4 The Second-level FETI Preconditioner

With domain decomposition method using local Neumann problems, the jumps of local solution fields at interface crosspoints can be discontinuous. For second-order problems, this singularity entails a polylogarithmic dependence of the condition number upon the local mesh size $h/H$ ([Le 94]). For higher order problems, like plate and shell problems in structural analysis, the singularity is polynomial. So it is of great importance to get rid of these singularities.

The solution consists in constraining the Lagrange multiplier to generate local displacement fields that are continuous at interface crosspoints. Enforcing this constraint induces another level of preconditioning for the FETI method, that restores the optimality property of the FETI method ([FM]).

To get a practical formulation of this constraint, it can be observed that requiring the continuity of displacement fields at interface crosspoints is equivalent to imposing their jump to be orthogonal to the jump of “corner modes” defined as displacement fields with unit value in one space direction at a node connected to a crosspoint as in Figure 1.

Note $C_i$ the set of corner modes in subdomain $\Omega_i$, then the Lagrange multiplier $\lambda^p$ satisfies the continuity requirement of associated displacement fields at interface crosspoints if the projected gradient satisfies:

$$ (B_iC_i)^T P g^p = 0 \quad \forall i \iff (\sum_i (B_iC_i)^T P g^p = 0) \forall \gamma $$

(4.14)

The analogy between constraints defined by equations (3.13) and (4.14) suggests that the preconditioner can be constructed as a correction based upon jumps of corner modes in the same way as the projected gradient is constructed as a correction of the gradient based upon jumps of rigid body modes in (3.12).

$$ MP g^p = P g^p + \sum_i B_i C_i \delta_i $$

(4.15)

In term of structural analysis, this means that correcting the interaction forces at interface crosspoints should be enough to make the local displacement fields continuous at these points. In fact, the direction vector must be constructed from the projection of the preconditioned vector $MP g^p$ to satisfy the constraint of orthogonality to the traces of rigid body modes (3.13). This projected preconditioned projected gradient takes the following form:

$$ w^p = PMP g^p = P g^p + \sum_i B_i C_i \delta_i + \sum_i B_i N_i \alpha_i $$

(4.16)
The variation of displacement fields induced by the variation \( w^p \) of interaction forces must have a null jump at interface crosspoints. By definition of the dual Schur complement, the jump of displacement fields induced by interface forces \( w^p \) is \( PDw^p \). According to (4.14) this condition can be written:

\[
\left( \sum_i B_i C_i \xi_i \right) \mathbf{1} = 0 \quad \forall \gamma
\]

(4.17)

By definition of projector \( P \) given by (3.13), this jump satisfies also:

\[
\left( \sum_i B_i N_i \beta_i \right) \mathbf{1} = 0 \quad \forall \beta
\]

(4.18)

Introduce now the coarse subspace defined by both the rigid body modes and the corner modes of all subdomains. Given \( \alpha_i \) and \( \delta_i \), coefficients of rigid body motions and corner displacements in each subdomain \( \Omega_i \), define local coarse grid coefficients \( \xi_i \) by merging \( \alpha_i \) and \( \delta_i \) vectors. Then, the global coarse correction of interaction forces is defined as:

\[
C_G \xi = \left( \sum_i B_i N_i \alpha_i \right) + \left( \sum_i B_i C_i \delta_i \right)
\]

(4.19)

Thus the direction vector \( w^p \) takes form: \( w^p = Pg^p + C_G \xi \)

(4.20)

From equations (4.18) and (4.17) the coarse correction must satisfy the variational equality:

\[
\left( C_G \xi \right)^T PDw^p = \left( C_G \xi \right)^T PD\mathbf{1} = 0 \quad \forall \xi \quad \Leftrightarrow \quad \left( C_G \xi \right)^T PDPC_G \xi = -(C_G \xi)^T P g^p \quad \forall \xi
\]

(4.21)

From (4.16), \( w^p \) must satisfy the constraint:

\[
Pw^p = w^p \quad \Leftrightarrow \quad PC_G \xi = C_G \xi
\]

(4.22)

Equations (4.21) and (4.22) represent in fact a constrained variational problem for the coarse grid space defined by rigid body and corner modes, which is similar to problem (2.5). Its formulation as an hybrid algebraic system of equation can be written:

\[
\begin{bmatrix}
C_G^T DC_G & -C_G^T G \\
-C_G^T C_G & 0
\end{bmatrix}
\begin{bmatrix}
\xi \\
\beta
\end{bmatrix}
= \begin{bmatrix}
-C_G^T Pg^p \\
0
\end{bmatrix}
\]

(4.23)

This system is precisely a coarse FETI problem, posed in the subspace of Lagrange multipliers defined as the image space of \( C_G \). With this coarse grid preconditioner, the solution algorithm appears clearly as a two-level FETI method: at each iteration of projected conjugate gradient at the fine level, an additional preconditioning problem of the same type has to be solved at the coarse grid level.
5 Parallel Implementation and Performance Results

To keep a local representation of each operator, and to exploit domain-based parallelism, both the fine and the coarse grid problems must be solved through the same projected gradient procedure. However, this approach may appear very costly for the coarse grid problem, firstly because this problem must be solved exactly at each projected conjugate gradient iteration for the fine grid problem, and secondly because each coarse grid iteration is as expensive as a fine grid iteration, as local problems are the same for both.

In order to limit the cost, the coarse grid dual Schur complement can be preassembled at each subdomain level. In practice, if $\zeta_j$ is a coarse vector that has non zero entries only in subdomain $\Omega_j$, $DC_G \zeta_j$ is non zero only in neighboring subdomains $\Omega_i$. Hence, to precompute the $C^j_G DC_G$ matrix in each subdomain, it is necessary to solve the Neumann problem in subdomain $\Omega_j$ for each coarse grid mode in neighboring subdomain $\Omega_i$ with non zero trace on interface $\Gamma_{ij}$.

The solution time for solving fine grid problems iteratively can be also drastically reduced using the restarted (projected) conjugate gradient technique presented in [Rou95]. The principle is as follows: if a set of conjugate directions $(w^k)$, $1 \leq k \leq p$, is given, then the element $x^0_{start}$ of $x^0 + \text{Span}\{w^1, w^2, \ldots, w^p\}$ that minimizes the residual can be easily computed:

$$x^0_{start} = x^0 - \sum_{k=1}^{p} \frac{(g^0, w^k)}{(A w^k, w^k)} w^k$$  \hspace{1cm} (5.24)

Applying the standard conjugate gradient algorithm from starting vector $x^0_{start}$ does not ensure that the new direction vectors are conjugate to the vectors $w^k$. To enforce these additional conjugacy relations, the new direction vector $d^q$ at iteration number $q$ must be reconjugated to the vectors $w^k$ through the following procedure:

$$d^q = g^q - \frac{(g^q, Ad^{q-1})}{(Ad^{q-1}, d^{q-1})} d^{q-1} - \sum_{k=1}^{p} \frac{(g^q, A w^k)}{(A w^k, w^k)} w^k,$$  \hspace{1cm} (5.25)

where $g^q$ is the gradient vector at iteration $q$, $g^q = Ax^q - b$.

When this procedure is applied for successive right-hand sides with accumulation of conjugate direction vectors, it finally consists in using the conjugate gradient algorithm as a direct solver with an explicit computation of the inverse problem. For the two-level FETI method, this technique is applied for both coarse grid problems. As the dimensions of these problems are small, the procedure is very efficient numerically, and it can be parallelized via a domain-based approach.

Table 1 gives the performance results for a real life application of the two-level FETI method on an Intel-Paragon machine with increasing number of subdomains and processors. The model is a submarine shell structure featuring 60332 nodes and 362000 degrees of freedom. The first 4 columns of this table give the numbers of subdomains, rigid body modes, corner modes and iterations at fine level. Column 5 features the condition number of the preconditioned condensed interface problem. Columns 6 and 7 give the parallel wall clock times for the initialization phase, including local matrices factorization and coarse matrix forming, and for the iterative solution phase. In both...
Table 1 Comparison of parallel performance of one- and two-level FETI

<table>
<thead>
<tr>
<th>proc.</th>
<th>rigid body modes</th>
<th>corner modes</th>
<th>iter.</th>
<th>CN</th>
<th>init. (coarse)</th>
<th>total iter. (coarse)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two-level FETI, local Dirichlet preconditioner</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>132</td>
<td>351</td>
<td>93</td>
<td>822</td>
<td>361 (108)</td>
<td>514 (74)</td>
</tr>
<tr>
<td>40</td>
<td>168</td>
<td>474</td>
<td>94</td>
<td>662</td>
<td>298 (86)</td>
<td>453 (92)</td>
</tr>
<tr>
<td>60</td>
<td>318</td>
<td>762</td>
<td>105</td>
<td>828</td>
<td>128 (57)</td>
<td>355 (146)</td>
</tr>
<tr>
<td>80</td>
<td>396</td>
<td>954</td>
<td>87</td>
<td>537</td>
<td>69 (34)</td>
<td>240 (128)</td>
</tr>
<tr>
<td>One-level FETI, local Dirichlet preconditioner</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>132</td>
<td>0</td>
<td>289</td>
<td>367398</td>
<td>253</td>
<td>1374</td>
</tr>
<tr>
<td>40</td>
<td>168</td>
<td>0</td>
<td>312</td>
<td>3206569</td>
<td>212</td>
<td>1217</td>
</tr>
<tr>
<td>60</td>
<td>318</td>
<td>0</td>
<td>406</td>
<td>3505918</td>
<td>71</td>
<td>869</td>
</tr>
<tr>
<td>80</td>
<td>396</td>
<td>0</td>
<td>416</td>
<td>3157999</td>
<td>35</td>
<td>597</td>
</tr>
</tbody>
</table>

columns the fraction of time spent at coarse grid level is given for the two-level case. According to theory, thanks to the coarse grid preconditioner associated with rigid body modes, the condition number should not depend upon the number of subdomains but only upon a the local mesh size $h/H$. For a fixed global problem, increasing the number of subdomains increases the local mesh size, and consequently should decrease the condition number. But the condition number depends also upon the aspect ratio of subdomains. In the case of the real life problems like the one presented here, different mesh splittings lead to different aspect ratios of subdomains. Hence, although the local mesh size increases with the number of subdomains, the condition number does not necessarily decrease in a regular way.

Nevertheless, these tests show firstly the great improvement of condition number due to the second level FETI preconditioner. Secondly, it leads to a significant decrease, more than a factor of 2, of the total solution time compared to the one-level method. Thirdly, the parallel implementation exhibits a good scalability, although the time spent for coarse grid iterations reaches 50% of the solution time. These results are very representative of the ones obtained for various industrial problems.

6 Conclusion

The two-level FETI method appears to be a very efficient method for solving real life shell or plate problems. With a parallel implementation using domain-based parallelism and the restarted conjugate gradient method for coarse grids problems, the performance of the method on distributed memory parallel machines with message passing programming environment is already quite satisfactory. Nevertheless, there is
still room for improvement in the parallel solution of coarse grid problems.
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Implementation of Multigrid on Parallel Machines Using Adaptive Finite Element Methods

Linda Stals

1 Introduction

Multigrid methods and adaptive finite element methods are well established as powerful tools for the solution of partial differential equations. When implementing these methods, parallel computers are often considered because of their ability to solve large problems quickly. However, in practice the implementation of multigrid methods on these machines is non-trivial due to the intra-grid and inter-grid data dependencies. Furthermore, the non-uniformity of the grids generated by adaptive refinement leads to a ‘conflict of interest’ as parallel machines are better suited to uniform grids. Consequently the implementation of these methods in parallel is a sizeable software engineering problem. In this paper we describe a parallel implementation based upon the use of a node-edge data structure.

The node-edge data structure stores the grids by placing the geometrical information in the node table and the topological information in the edge table. To use the data structure in parallel we have also included a ghost-node table. The ghost-node table is a generalisation of the boundary layer or artificial boundary often used in the parallel implementation of structured grids.

The grids are refined by using the newest node bisection method. We have developed a parallel extension of Mitchell’s compatibly divisible triangle method ([Mit88], [Mit89], [Mit92]) to ensure that the angles remain bound away from 0 and π during adaptive refinement.

This paper also gives some example runs.

2 Node-Edge Data Structure

The basic idea behind the node-edge data structure is easily illustrated by an example. Consider the grid in figure 1. It can be broken down in terms of its geometrical and
topological components and stored in the following node and edge tables:

**Node:** 1(0.0, 0.0), 2(3.0, -3.0), 3(5.0, 0.0), 4(3.0, 3.0), 5(7.0, 3.0), 6(5.0, 5.0)

**Edge:** 1-2, 1-3, 1-4, 2-1, 2-3, 3-1, 3-4, 3-5, 4-1, 4-3, 4-5, 4-6, 5-3, 5-4, 5-6, 6-4, 6-5

Our implementation of this data structure is based upon the one given by Rüde in [Rüd92], [Rüd93a] and [Rüd93b].

The advantage of this data structure is its flexibility. The same data structure can be used to store triangles, quadrilaterals and tetrahedrons. Most of our work has concentrated on triangular grids, but we have developed modules which use the node-edge data structure to store bilinear basis functions and we have started work on tetrahedrons.

The stiffness matrix is stored in a connection table. If the entry in the stiffness matrix corresponding to, say, node $i$ and node $j$ is non-zero then nodes $i$ and $j$ are connected. For linear basis functions, the connection table looks very similar to the edge table. The connection table is also used to store other algebraic information such as the interpolation and restriction operators used in the multigrid algorithm.

### 3 Parallel Implementation

To use the data structure in parallel we include a ghost-node table and a neighbour-node table. Note that in the parallel implementation we call the node table the full-node table, this helps to differentiate between the whole grid and the grid segments stored in the processors.

The concepts behind the ghost-node table are easily shown by an example. Consider the grid given in Figure 1, and suppose nodes 4, 5 and 6 were placed in the full-node table for one processor while nodes 1, 2 and 3 were placed into the full-node table of another processor. Then the edges for the first processor are completed by adding nodes 1 and 3 as ghost-nodes and the edges for the other processor are completed by adding nodes 4 and 5 as ghost-nodes (see Figure 2).

The example in Figure 2 showed how the ghost-nodes complete the edge table, but they are also used to complete the connection table and consequently complete the
Figure 2  Example grid spread over two processors. The ghost-nodes, shown by open circles, complete the edges.

Figure 3  Example of a 1D grid with three levels of refinement. The ghost-nodes complete the intra-grid and inter-grid connections. The full-nodes are drawn as dark circles while the ghost-nodes are drawn as open circles.

inter-grid connections. See Figure 3. This is the basis of our parallel implementation of the multigrid method.

In order to communicate any updates, the full-nodes must know which processors contain any corresponding ghost-node and each ghost-node must know which processor contains the corresponding full-node. This information is stored in the neighbour node table.

The use of ghost-nodes as a communication buffer or as a way of storing updates from neighbouring processors is not new, see for example the ghost cells used in [BKFF94] and artificial boundary in [MFL+91]. However, we have extended their application so that they also define the data dependencies. For example, during refinement the communication pattern has to be updated when new nodes are added and by exploiting the relationship between the ghost-nodes and full-nodes this can be done independently across the processors.
4 Refinement

Our method of refinement is based upon the newest node bisection method. This method refines the triangles by splitting the edges which sit opposite the newest nodes. See [Mit88], [Mit89], [Mit92] and [Sta95] for a more detailed discussion. In the node-edge data structure it is easier to work with the base edges rather than the newest nodes. The base edges are the edges which sit opposite the newest nodes. Figure 4 shows an example.

**Figure 4** Example refinement using newest node bisection. Figure a) shows the initial grid. We assume that the centre node is our initial ‘newest node’. The corresponding base edges are marked by a B. Figure b) shows the result after one refinement sweep. Figure c) shows the final grid.

When studying the mechanics behind the refinement we see that the most difficult part is adding the nodes. When a new node is added the algorithm must determine which processor should get the new node as a full-node and which, if any, should get it as a ghost-node. By exploiting the dependencies within the data structure a set of rules can be developed which lets each processor resolve this problems without the need for any communication.

In his thesis ([Mit88]), Mitchell describes a method of adaptive refinement which uses bisection and compatible divisible triangles. The disadvantage of this method, from our point of view, is that it only works on one triangle at a time. We have extended Mitchell’s method so that several triangles may be refined at once by using interface-base edges. Interface-base edges are edges which sit between two different levels of refinement. For example, in Figure 5 a) we have marked the interface-base edges by an I and the base edges by a B. The neighbouring coarse triangles must be refined before the interface-base edges are split. So if the edge marked by I$_1$ needed to be split, then the base edge B$_3$ must be split first as shown in Figure 5 b). Note that the interface-base edge I$_1$ has been updated to a base edge B$_1$. The edge B$_1$ can now be split to give the final grid shown in Figure 5 c).

By using this approach it is possible to split more then one triangle at a time. In Figure 5 a) I$_2$ could be split the same time as I$_1$.

Keeping track of the interface-base edges guarantees that the angles remain bound away from 0 and π. The disadvantage is that several of the neighbouring coarse grid triangles may need to be refined, in Figure 5 c) edges B$_4$ and I$_8$ must be split before I$_1$, and hence the refinement may travel across several processors. The algorithm uses communication to control the order of refinement around the boundary of the grid in each processor.
5 Load Balancing

After a refinement sweep (whole grid or adaptive) we may find that the load needs to be rebalanced. Rebalancing the load is a deceptively difficult problem. We only give a very brief overview of our four step heuristic algorithm, but this hides a lot of the detail and the subtle problems which arise in the actual implementation.

To re-balance the load we let the nodes ‘flow’ out of the processors with too many nodes into the processors which do not have enough. By flow we mean that the nodes follow the edges between neighbouring processors.

The algorithm consists four steps. The first step calculates how many nodes should be moved in order to balance the load, the second steps picks which nodes should be moved, the third step finds which processors the nodes should be moved to and the final step moves the nodes.

More information is given in [Sta95].

6 Example Runs

The program is written in a mixture of C++ and PVM.

The results given in this paper were obtained on the Fujitsu AP1000. The AP1000 is a distributed memory MIMD machine with 128 processors arranged in a 2D torus. Each processor uses a 25MHz SPARC chip. For further information see [Aus91], [Fuj90], [Haw91] and [IHI].

The example we shall consider solves the equation $-\Delta u + u = -e^x e^y$ on the octagon shown in Figure 6, with the boundary condition chosen so that the exact solution is $u = e^x e^y$. The results are given in table 1.

The whole grid was refined to the given number of levels by using the newest node bisection method. Two iterations of the V-scheme were applied with two pre and two post smoothers. The efficiency results are calculated as $T_1/(p T_p) \times n_p/n_1$, where $T_p$ is the total time for $p$ processors and $n_p$ is the number of nodes for $p$ processors.

The time has been broken up into the four major modules; the FEM module which calculate the stiffness matrix, the V-scheme module which solves the system of equations, the Refine module which refines the grid and the Load module which balances the load.

The efficiency for the FEM module is very high. The ghost-nodes have been used to complete the connections, so this module does not need to do any communication.

The efficiency for the Refine module is also high. By exploiting the relationship between the ghost-nodes and full-nodes we were able to refine the grids in parallel without any communication.

The efficiency for the V-scheme module drops off for large number of processor. This is as expected since the V-scheme module spends more time in the coarse grids than the other modules. Note that the coarsest grid only contains nine nodes so there will be a lot of idle processors when doing computations on the coarse grids.

The overall efficiency decreases as we increase the number of processors. However, we can see from the times for the Load module that most of the increased cost comes from spreading the grids across the processors (after each new level of refinement is built we spread the grid out to fill up as many processors as possible). Once we have
Table 1  Efficiency results for $-\Delta u + u = -e^x e^y$ on a octagon domain.

<table>
<thead>
<tr>
<th>No. of Processors</th>
<th>1</th>
<th>4</th>
<th>16</th>
<th>64</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of Levels</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>No. of Nodes</td>
<td>4225</td>
<td>16641</td>
<td>66049</td>
<td>263169</td>
</tr>
<tr>
<td>Total (sec)</td>
<td>61.0</td>
<td>64.3</td>
<td>81.7</td>
<td>129.0</td>
</tr>
<tr>
<td>V-scheme (sec)</td>
<td>13.0</td>
<td>15.2</td>
<td>20.1</td>
<td>42.3</td>
</tr>
<tr>
<td>FEM (sec)</td>
<td>31.5</td>
<td>32.0</td>
<td>34.6</td>
<td>30.2</td>
</tr>
<tr>
<td>Refine (sec)</td>
<td>16.1</td>
<td>14.6</td>
<td>14.6</td>
<td>11.0</td>
</tr>
<tr>
<td>Load (sec)</td>
<td>0.0</td>
<td>3.3</td>
<td>19.0</td>
<td>67.9</td>
</tr>
<tr>
<td>Efficiency (%)</td>
<td>93</td>
<td>73</td>
<td>46</td>
<td></td>
</tr>
</tbody>
</table>

Table 2  The efficiency results for $-\Delta u = \sin(\pi x)\sin(\pi y)$ on the unit square domain. Note that the coarse grid size is increased as the number of processors is increased.

<table>
<thead>
<tr>
<th>No. of Processors</th>
<th>1</th>
<th>4</th>
<th>16</th>
<th>64</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of Levels</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>No. of Fine Nodes</td>
<td>4225</td>
<td>16641</td>
<td>66049</td>
<td>263169</td>
</tr>
<tr>
<td>No. of Coarse Nodes</td>
<td>81</td>
<td>289</td>
<td>1089</td>
<td>4225</td>
</tr>
<tr>
<td>Total (sec)</td>
<td>51.0</td>
<td>50.9</td>
<td>54.5</td>
<td>56.7</td>
</tr>
<tr>
<td>V-scheme (sec)</td>
<td>12.9</td>
<td>14.3</td>
<td>16.4</td>
<td>17.3</td>
</tr>
<tr>
<td>FEM (sec)</td>
<td>22.1</td>
<td>22.7</td>
<td>23.9</td>
<td>24.4</td>
</tr>
<tr>
<td>Refine (sec)</td>
<td>15.6</td>
<td>12.7</td>
<td>11.2</td>
<td>12.3</td>
</tr>
<tr>
<td>Load (sec)</td>
<td>0.0</td>
<td>1.3</td>
<td>5.5</td>
<td>6.3</td>
</tr>
<tr>
<td>Efficiency (%)</td>
<td>99</td>
<td>91</td>
<td>88</td>
<td></td>
</tr>
</tbody>
</table>

enough nodes to fill the processors the efficiency increases markedly. To verify this statement, we tried another example where the coarse grid size was also increased as the number of processors was increased. Table 2 gives the results for solving the equation $-\Delta u = \sin(\pi x)\sin(\pi y)$ on the unit square domain.

We have recently started working on non-linear problems. Figures 7 and 8 shows the result after solving the equation $-\Delta u - 2e^{-5\times10^8} = -2$ using four levels of adaptive refinement. The domain is as shown in Figure 7 with $u = 1$ on the inner boundary and $u = 0$ on the outer boundary. As this problem is more computationally expensive than the previous example, the initial cost of setting up the grid (i.e. the cost of the Load Routine) is less significant. On a network of workstations the Load Routine took less then 5% of the overall time.
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Figure 5  Example of adaptive refinement. In Figure a) $I_1$ and $I_2$ are two interface edges while $B_3$ and $B_4$ are two base edges. Note that we have not marked all of the base and interface-base edges to help to reduce the clutter. The base edge $B_3$ must be split before the interface-base edge $I_1$. When $B_3$ is split the interface-base edge $I_1$ is updated to a base edge $B_1$ as shown in b). The edge $B_1$ can now be split to give the final grid shown in c).

Figure 6  Example grid spread over four processor after three levels of refinement. The areas which are not shaded are shared by two or more processors.
Figure 7  Resulting grid after four levels of adaptive refinement. This example was run on a network of workstations using eight processors.

Figure 8  Result after four levels of adaptive refinement.
Hierarchical Boundary Element Preconditioners in Domain Decomposition Methods

O. Steinbach and W. L. Wendland

1 Introduction

For a non-overlapping domain decomposition of a bounded domain $\Omega \subset \mathbb{R}^n$ ($n = 2, 3$) we consider a variational problem to find $u \in V$ such that

$$a(u, v) = f(v)$$

holds for all test functions $v \in V$. This formulation corresponds to a mixed boundary value problem for a self-adjoint and elliptic partial differential operator. The Hilbert space $V$ is given by all functions $u \in H^{1/2}(\Gamma_S)$ vanishing on the Dirichlet boundary $\Gamma_D$; $\Gamma_S$ denotes the skeleton of the domain decomposition and $f(\cdot)$ is a given bounded linear form. The symmetric and $V$-elliptic bilinear form in (1.1) is given by

$$a(u, v) = \sum_{i=1}^{P} \int_{\Gamma_i} (S_i u_{|\Gamma_i})(x) \cdot v_{|\Gamma_i}(x) \, ds_x,$$

where $S_i$ denotes the locally defined Steklov–Poincaré operators mapping the local Dirichlet data $u_{|\Gamma_i}$ onto the Neumann data $t_i$. This Dirichlet–Neumann map can be expressed explicitly by boundary integral operators in terms of the boundary integral equations

$$\begin{align*}
(V_i t_i)(x) &= \left( \frac{1}{2} I + K_i \right) u_{|\Gamma_i}(x) - (N_i^T f)(x), \\
(D_i u_{|\Gamma_i})(x) &= \left( \frac{1}{2} I - K_i^T \right) t_i(x) - (N_i f)(x)
\end{align*}$$

for $x \in \Gamma_i$. (1.3)

The mapping properties of all operators introduced above are well known [Cos88]. The symmetric representation of $S_i$ follows immediately from (1.3),

$$S_i u_{|\Gamma_i}(x) = \left[ D_i + K_i^T V_i^{-1} K_i \right] u_{|\Gamma_i}(x) + N_i f - K_i^T V_i^{-1} N_i^T f,$$

where $S_i$ is a symmetric and $V$-elliptic operator.
where
\[
(K_i u_{\Gamma_i})(x) = \begin{cases} 
(K_i u_{\Gamma_i})(x) & \text{for } x \in \Gamma_D, \\
\frac{1}{2} I + K_i u_{\Gamma_i}(x) & \text{elsewhere. }
\end{cases}
\]

Let $V_h \subset V$ be a finite dimensional subspace, then the Galerkin–Bubnov discretization of (1.1) based on the symmetric formulation (1.4) leads to the algebraic system of linear equations
\[
\sum_{i=1}^{p} A_i^T \left( D_{h,i} + \tilde{K}_{h,i} V_{h,i}^{-1} \tilde{K}_{h,i} \right) A_i u = f.
\]

The local stiffness matrices are given by
\[
D_{h,i}[\ell,k] = \langle D_{\ell,k}^{\mu}, v_{\ell}^{\mu} \rangle_{L^2(\Gamma_i)},
\]
\[
\tilde{K}_{h,i}[s,k] = \langle \tilde{K}_{s,k}^{\mu}, v_{s}^{\mu} \rangle_{L^2(\Gamma_i)},
\]
\[
V_{h,i}[s,r] = \langle V_{s,r}^{\mu}, v_{s}^{\nu} \rangle_{L^2(\Gamma_i)}
\]
for $k, \ell = 1, \ldots, N_i$, $s = 1, \ldots, M_i$ and where $A_i$ denotes Boolean matrices describing the transformation of the global numbering into the local one. The $v_{\ell}^{\mu}$ and $v_{s}^{\nu}$ are appropriate trial functions, e.g. smoothest piecewise polynomial B–splines of degree $\mu$ and $\nu$, respectively. To solve the symmetric and positive definite system (1.5) by the conjugate gradient iteration scheme we need an optimal preconditioner to keep the numerical amount of work as low as possible. The construction of a preconditioner is essential for domain decomposition algorithms based either on a finite element or a boundary element discretization of the original problem as well as on coupling both. There are numerous different approaches to solve the corresponding finite element equations by using hierarchical [BPS87, SBG96, Wid88] or of Neumann–Neumann type preconditioners [LeT94] or [HW92] with boundary elements. However, the resulting spectral condition number of the preconditioned system matrix often depends on mesh and material parameters of the model. Here we give a general technique to construct optimal preconditioners independent of these bad parameters by using the symmetric representation of the local Steklov–Poincaré operators and its spectral equivalence to the Galerkin discretization of the hypersingular integral operator.

2 Spectral Equivalence Inequalities

To construct an optimal preconditioner $C_S$ for the assembled stiffness matrix
\[
S_h = \sum_{i=1}^{p} A_i^T S_{h,i} A_i
\]
we first consider the local matrices
\[
S_{h,i} = D_{h,i} + \tilde{K}_{h,i} V_{h,i}^{-1} \tilde{K}_{h,i}.
\]

Obviously, we have the lower spectral equivalence inequality
\[
(D_{h,i} v_{4i}, v_{4i}) \leq (S_{h,i} v_{4i}, v_{4i})
\]
for all \( \tilde{\psi} \in \mathbb{R}^{N_i} \) due to the \( H^{-1/2}(\Gamma_i) \)-ellipticity of the single layer potential operators. For two-dimensional problems suppose \( \text{diam}(\Omega_i) < 1 \) [HW77]. Since \( V_i \) is a self-adjoint pseudodifferential operator, the operator \( T_i = \tilde{K}_i V_i^{-1} \tilde{K}_i \) is self-adjoint and \( H^{1/2}(\Gamma_i) \)-elliptic, too. If we denote by \( T_{h,i} \) the Galerkin discretization with the matrix entries

\[
T_{h,i}[k, k'] = \langle T_i \psi_k, \psi_{k'} \rangle_{L^2(\Gamma_i)}
\]

(2.9)

for \( k, k' = 1, \ldots, N_i \), we get the upper spectral equivalence inequality [Ste96]

\[
(T_{h,i} + \tilde{K}_i V_i^{-1} \tilde{K}_i) \leq (T_i \psi_k, \psi_k)
\]

(2.10)

for all \( \psi_k \in \mathbb{R}^{N_i} \). This means, that the discrete Steklov–Poincaré operator \( S_{h,i} \) is bounded by the Galerkin discretization of the continuous Steklov–Poincaré operator. Since \( S_i \) and \( D_i \) are both \( H^{1/2}(\Gamma_S) \) semi-definite and bounded, the discrete Steklov–Poincaré operator \( S_{h,i} \) is spectrally equivalent either to \( D_{h,i} + T_{h,i} \) or to \( T_{h,i} \). This result holds independent of the dimension and the discretization, i.e., of the mesh and trial functions used. Altogether we have the spectral equivalence inequalities

\[
\sum_{i=1}^{p} (D_{h,i} \psi_k, \psi_k) \leq \sum_{i=1}^{p} (S_{h,i} \psi_k, \psi_k) \leq \sum_{i=1}^{p} ((D_{h,i} + T_{h,i}) \psi_k, \psi_k)
\]

(2.11)

with \( \psi_k = A_i \psi_k \). Employing the isomorphism \( \psi \in \mathbb{R}^{N} \leftrightarrow v_h \in H^{1/2}(\Gamma_S) \), this is also equivalent to

\[
c_1 \cdot \sum_{i=1}^{p} \|v_h\|_{H^{1/2}(\Gamma_i)}^2 \leq \sum_{i=1}^{p} (S_{h,i} \psi_k, \psi_k) \leq c_2 \cdot \sum_{i=1}^{p} \|v_h\|_{H^{1/2}(\Gamma_i)}^2
\]

where the constants are independent of the discretization parameters.

Let us denote by \( v^j \) the piecewise linear interpolant of a function \( v^j \in H^{1/2}(\Gamma_i) \) with \( v^j(x_C) = v(x_C) \) for all coarse grid nodes \( x_C \) associated with a mesh size \( H_i \). Then from Sobolev’s imbedding theorem, one obtains the error estimate

\[
\|v^j - v_h\|_{H^{1/2}(\Gamma_i)}^2 \leq c \cdot L(s) \cdot H_i^{2s - 1} \cdot \|v^j\|_{H^s(\Gamma_i)}^2
\]

(2.12)

for \( s > \frac{n - 1}{2} \), where \( L(s) = (2s - n + 1)^{1 - n} \). For a function \( v_h \in V_h \) and \( v^j \) \( v_h \mid_{\Gamma_i} \), this inequality, together with the inverse inequality in \( V_h \), implies the stability condition

\[
\|v^j\|_{H^{1/2}(\Gamma_i)}^2 \leq c \cdot K(h_i, H_i) \cdot \|v^j\|_{H^{1/2}(\Gamma_i)}^2
\]

(2.13)

where

\[
K(h_i, H_i) = \gamma^{n-2} \cdot (\log \gamma)^{n-1}, \gamma = \frac{H_i}{h_i}.
\]

For the bilinear form

\[
c(v, v) = \sum_{i=1}^{p} \left\{ \|v - v^j\|_{H^{1/2}(\Gamma_i)}^2 + \|v^j\|_{H^{1/2}(\Gamma_i)}^2 + \|v^j\|_{H^{1/2}(\Gamma_i)}^2 \right\}
\]

(2.14)
then we find the spectral equivalence inequalities

\[
\frac{c_1}{1 + K(h, H)} \cdot c(v_h, v_h) \leq \sum_{i=1}^{p} (S_h, i\tilde{w}_i, \tilde{u}_i) \leq c_2 \cdot c(v_h, v_h),
\]

(2.15)

which correspond to the spectral equivalence inequalities for finite element preconditioners of hierarchical type, c.f. [BPS87, Wid88]. According to (2.14) and the mapping properties of the hypersingular integral operators, the preconditioning bilinear form is given by

\[
\mathcal{C}(u, v) = \sum_{i=1}^{p} \left\{ (D_i (u - u_I), v - v_I)_{L^2(\Gamma_i)} + (D_i u_I, v_I)_{L^2(\Gamma_i)} \right\}.
\]

(2.16)

3 Preconditioners

For a given function \( v_h \in V_h \leftrightarrow v \in \mathbb{R}^N \) the splitting

\[
v_h(x) = \tilde{v}_h + v_I(x), \quad \tilde{v}_h(x) = v_h(x) - v_I(x)
\]
corresponds to the basis transformation

\[
\begin{pmatrix}
\begin{array}{c}
\tilde{u}_h \\
\tilde{u}_\theta
\end{array}
\end{pmatrix} =
\begin{pmatrix}
I_q & 0 \\
-I_h & I_{N-q}
\end{pmatrix}
\begin{pmatrix}
\begin{array}{c}
\tilde{u}_h \\
\tilde{u}_\theta
\end{array}
\end{pmatrix}.
\]

(3.17)

Here, \( I_q \) is the identity matrix of dimension \( q \) corresponding to the number of unknown coarse grid nodes; \( I_{N-q} \) is the identity matrix for all remaining fine grid nodes and \( I_h \) is the discrete counterpart of the linear interpolation. The Galerkin discretization of the preconditioning form (2.16) now leads to the matrix representation

\[
C_{S,1} = \begin{pmatrix}
I_q & -I_h^T \\
0 & I_{N-q}
\end{pmatrix}
\begin{pmatrix}
D_{HH} & 0 \\
0 & D_{hh}
\end{pmatrix}
\begin{pmatrix}
I_q & 0 \\
-I_h & I_{N-q}
\end{pmatrix},
\]

(3.18)

where \( D_{HH} \) and \( D_{hh} \) are the assembled stiffness matrices for the coarse and fine grid trial functions, respectively. In general, this preconditioner corresponds to the BPS preconditioner [BPS87], which was also used for elasticity problems in [SBC96]. However, the diagonal matrix in (3.18) may be computed exactly by using the hypersingular boundary integral operator. If we have given a fine grid preconditioner \( C_h \), which is spectrally equivalent to \( D_{hh} \), then the resulting hierarchical preconditioner is given by

\[
C_{\text{hier}}^{-1} = \begin{pmatrix}
I_q & 0 \\
I_h & I_{N-q}
\end{pmatrix}
\begin{pmatrix}
D_{HH}^{-1} & 0 \\
0 & C_h^{-1}
\end{pmatrix}
\begin{pmatrix}
I_q & I_h^T \\
0 & I_{N-q}
\end{pmatrix}.
\]

(3.19)

Due to the spectral equivalence inequalities (2.15), the spectral condition number of the preconditioned system is bounded by

\[
\kappa(C_{\text{hier}}^{-1} S_h) \leq c \cdot (1 + K(h, H)),
\]
which depends on the discretization parameters, i.e. on the relation of the coarse to the fine grid mesh sizes.

Since this preconditioner (3.19) is not optimal, we consider a second one. For the matrix
\[
S_{h,2} = \sum_{i=1}^{p} A_i^T D_{h,i} A_i
\]
(3.20)

we conclude from (2.11), that the spectral condition number of the preconditioned system \(C_{S,2}^{-1} S_h\) is bounded by a constant, i.e.
\[
\kappa(C_{S,2}^{-1} S_h) \leq c,
\]
where \(c\) does not depend on the discretization parameters and not on the domain decomposition considered, either. On the other hand, we have to realize the matrix multiplication with \(C_{S,2}^{-1}\) in an efficient manner. Since the matrix \(C_{S,2}\) is given explicitly by the locally stored matrices \(D_{h,i}\), the matrix times vector multiplications can be executed in parallel. Therefore we can use iterative schemes to realize \(C_{S,2}^{-1}\), e.g. multigrid methods [CKL96] or a conjugate gradient iteration using the BPS type preconditioner described above.

4 Numerical Results

In this section we compare our proposed preconditioner \(C_{S,2} = CG(D_h)\) with the known BPS preconditioner in the case of the Laplace equation. We further show, that this technique can be used also in the case of linear elasticity. We compare the number of cg iterations and the corresponding computing times to get a relative error reduction of \(10^{-6}\). All computations were made on an Intel Paragon.

For the simple model problem of the Laplace equation in the unit square and a domain decomposition into 64 subdomains we get the results shown in Table 1.1:

<table>
<thead>
<tr>
<th></th>
<th>BPS</th>
<th>CG(D_h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Iter</td>
<td>sec</td>
</tr>
<tr>
<td>64</td>
<td>24</td>
<td>22.52</td>
</tr>
<tr>
<td>128</td>
<td>24</td>
<td>26.55</td>
</tr>
<tr>
<td>256</td>
<td>25</td>
<td>45.47</td>
</tr>
<tr>
<td>512</td>
<td>27</td>
<td>127.30</td>
</tr>
<tr>
<td>1024</td>
<td>29</td>
<td>489.98</td>
</tr>
</tbody>
</table>

The number of iterations for the BPS preconditioner is twice the number of our proposed technique, where, on the other hand, the costs to realize the preconditioner are more expensive. Since we can bound the spectral condition number independent of the mesh size, and since the costs of the preconditioners are to set in relation to the
matrix times vector multiplication itself, i.e. the solution of a mixed boundary value problem per global iteration step for the realization of the Steklov–Poincaré operator, our new preconditioner seems to be optimal, in agreement with our theory.

In Table 1.2 we present the results of our proposed preconditioner by solving a mixed boundary value problem in linear elasticity with up to 32 subdomains. As one can see, the number of iterations is nearly the same as for the Laplace equation, i.e. we have independence of the underlying partial differential equation.

<table>
<thead>
<tr>
<th>p=2</th>
<th>p=8</th>
<th>p=32</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Iter</td>
<td>sec</td>
</tr>
<tr>
<td>64</td>
<td>11</td>
<td>3.49</td>
</tr>
<tr>
<td>128</td>
<td>11</td>
<td>9.87</td>
</tr>
<tr>
<td>256</td>
<td>11</td>
<td>33.56</td>
</tr>
<tr>
<td>512</td>
<td>11</td>
<td>129.22</td>
</tr>
</tbody>
</table>

5 Conclusions

The proposed preconditioning technique is based on the Galerkin discretization of the hypersingular boundary integral operator; and therefore is well suited for the symmetric formulation of boundary element methods. We note, that the Galerkin discretization of the hypersingular integral operator can be reduced to the computation of weakly singular integral operators by partial integration [Ned82]. Because of the spectral equivalence of the discrete Steklov–Poincaré operator and the discrete hypersingular operator, from the latter one can derive other preconditioners of algebraic type, as e.g. multigrid methods or structured matrices like block circulant matrices, which, in turn, can be inverted by the fast Fourier transformation. The realization of the matrix times vector multiplication with the discrete Steklov–Poincaré operator requires the solution of local mixed boundary value problems. For the iterative solution of these problems one can use the concept of pseudodifferential operators of dual order [SW96], i.e. the discrete hypersingular integral operator can be used as a preconditioner of the single layer potential and vice versa. The proposed preconditioning technique is almost independent of the underlying partial differential equation and is also well suited for coupled boundary and finite element methods [Lan94].
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Two-level Schwarz Methods for Indefinite Integral Equations

M. Maischak, Ernst P. Stephan and Thanh Tran

1 Introduction

In this paper we consider additive Schwarz preconditioners for indefinite linear systems arising from the \( h \)-version of the boundary element method (BEM) for solving Helmholtz problems. Here we extend the approach introduced by Cai and Widlund [CW92] for finite element discretizations to boundary element discretizations. We report on two-level methods applied to the \( h \)-version of the Galerkin method for weakly singular and hypersingular integral equations of the first kind on the interval \( \Gamma = (-1,1) \). The Neumann problem for the Helmholtz equation in \( \mathbb{R}^2 \setminus \bar{\Gamma} \) leads to the hypersingular integral equation

\[
D_k v(x) := -\frac{i}{2} \frac{\partial}{\partial n_x} \int_{\Gamma} \frac{\partial}{\partial n_y} [H_0^1(k|x-y|)] v(y) \, ds_y = g_1(x), \quad x \in \Gamma.
\] (1.1)

Correspondingly the Dirichlet problem leads to the weakly singular integral equation

\[
V_k \psi(x) = \int_{\Gamma} H_0^1(k|x-y|) \psi(y) \, ds_y = g_2(x), \quad x \in \Gamma.
\] (1.2)

There \( H_0^1 \) is the Hankel function of the first kind and of order zero, \( \text{Im} k \geq 0 \), \( k \neq 0 \) and \( \frac{\partial}{\partial n} \) denotes the normal derivative on \( \Gamma \).

It was shown in [SW90, SW84] that for \( g_1 \in H^{-1/2}(\Gamma) \) equation (1.1) has a unique solution in \( \tilde{H}^{1/2}(\Gamma) := H_0^{1/2}(\Gamma) \) whereas for given \( g_2 \in H^{1/2}(\Gamma) \) equation (1.2) has a unique solution in \( \tilde{H}^{-1/2}(\Gamma) \) (the dual of \( H^{1/2}(\Gamma) \)). (For definitions of the Sobolev spaces see [LM72]). Note that \( D_k \) is a pseudodifferential operator \( B_\alpha \) of order \( \alpha = 1 \) and \( V_k \) of order \( \alpha = -1 \) mapping \( \tilde{H}^\alpha(\Gamma) \) into \( H^{-\alpha/2}(\Gamma) \) both satisfying \( B_\alpha = A_\alpha + K_\alpha \) with a positive definite operator \( A_\alpha \) and a compact operator \( K_\alpha \).

With \( f = g_1 \) in (1.1) and \( f = g_2 \) in (1.2) the boundary element Galerkin schemes for the above integral equations \( (\alpha = 1 \text{ or } \alpha = -1) \) read as follows:

For a given subspace \( X_N^\alpha \) of \( \tilde{H}^{\alpha/2} \) find \( u_N \in X_N^\alpha \) such that

\[
\langle B_\alpha u_N, \phi \rangle_{L^2(\Gamma)} = \langle f, \phi \rangle_{L^2(\Gamma)} \quad \text{for all } \phi \in X_N^\alpha.
\] (1.3)
These Galerkin schemes lead to very large indefinite systems of linear equations with dense and ill-conditioned system matrices and therefore iterative methods require good preconditioners [ST97a, ST97b, MS97, MST97]. We report on additive Schwarz methods applied to (1.3) which are efficient preconditioners for the GMRES method. For efficient Schwarz preconditioners for positive definite boundary integral equations see [TS97, HS96, Ste96].

2 Preconditioners for the Hypersingular Operator

As subspace $X_k^1$ we use the subspace $S_k^1(\Gamma)$ of continuous, piecewise linear functions on a quasi-uniform mesh which vanish at the endpoints of $\Gamma$. Let $\phi_j^0, j = 1, \ldots, N-1$ denote the hat function which takes value 1 at the meshpoint $x_j$ and 0 at other mesh points. These functions form a basis for $S_k^1(\Gamma)$. We then decompose $S = S_k^1(\Gamma)$ as

$$S = S_0 + S_1 + \ldots + S_{N-1}$$

(2.4)

where $S_0 = S_k^1(\Gamma)$ is defined as $S_k^1(\Gamma)$ with mesh size $H = 2h$ and $S_j = \text{span} \{\phi_j^0\}$ for $j = 1, \ldots, N-1$.

Let operators $Q_j$ be defined via

$$\langle B_1 Q_j w, v_j \rangle = \langle B_1 w, v_j \rangle \quad \forall w \in S, v_j \in S_j, j = 0, 1, \ldots, N-1.$$  

(2.5)

Then the additive Schwarz operator is given by $Q = Q_0 + \ldots + Q_{N-1}$ and the additive Schwarz method consists in solving

$$Qu_N = b_N$$

(2.6)

with RHS $b_N = \sum_{j=0}^{N} b_j$ where

$$\langle b_j, v_j \rangle = \langle f, v_j \rangle \quad \forall v_j \in S_j, j = 0, 1, \ldots, N - 1.$$  

(2.7)

Then as shown in [ST97a] this algorithm when used with the GMRES method gives an efficient solver for the Galerkin scheme (1.3), namely the rates of convergence of the Schwarz operator is bounded from above independently of the number of degrees of freedom if the mesh size of the coarse space $S_0$ is sufficiently small. As proved in [CW92] the rate of convergence of the GMRES method when used to solve (2.6) is given as $1 - C_0^2$ where

$$C_0^2 = \inf_{v \in S} \frac{\langle A_1 v, Q v \rangle}{\langle A_1 v, v \rangle} \quad \text{and} \quad C_1^2 = \sup_{v \in S} \frac{\langle A_1 Q v, Q v \rangle}{\langle A_1 v, v \rangle}.$$  

(2.8)

In view of this result we show in [ST97a] that $C_0$ and $C_1$ are independent of the number of degrees of freedom.

To get rid of a large coarse subspace $S_0$ we consider in [MS97] a non-overlapping method where one has a coarse mesh which is almost independent of the fine mesh.

**The coarse mesh:** We divide $\Gamma$ into disjoint subdomains $\Gamma_i, i = 1, \ldots, J$, so that $\Gamma = \bigcup_{i=1}^{J} \Gamma_i$. The length of $\Gamma_i$ is denoted by $H_i$. 
The fine mesh: We further divide each $\Gamma_i$ into disjoint subintervals $\Gamma_{ij}$, $j = 1, \ldots, N_i$, so that $\tilde{\Gamma}_i = \bigcup_{j=1}^{N_i} \tilde{\Gamma}_{ij}$. The maximum length of the subintervals in $\Gamma_i$ is denoted by $h_i$. For the non-overlapping method, we require that the fine mesh is locally quasi-uniform, i.e., it is quasi-uniform in each subdomain.

The additive Schwarz method is designed via an appropriate decomposition of $S_h(\Gamma)$

$$S_h(\Gamma) = S_H(\Gamma) \oplus \bigoplus_{i=1}^{J} \bigoplus_{j=1}^{N_i} S^0_H(\Gamma_{ij})$$

(2.9)

where

$$S_H(\Gamma) := \{ v \in C(\Gamma) : v|_{\Gamma_i} \in \mathcal{P}_1(\Gamma_i) \text{ for } i = 1, \ldots, J; \ v(\pm 1) = 0 \}$$

$$S^0_H(\Gamma_{ij}) := \{ v \in \mathcal{P}_1(\Gamma_{ij}) : v = 0 \text{ at the endpoints of } \Gamma_{ij} \}, \ i = 1, \ldots, J, \ j = 1, \ldots, N_i.$$ 

Then the corresponding algorithm consists in solving (2.6) with the Schwarz operator $Q = Q_0 + Q_{11} + \ldots + Q_{JJ}$. Here for $i = 1, \ldots, J; \ j = 1, \ldots, N_i$ and for any $w \in S_h(\Gamma)$, $Q_{ij}w \in S^0_H(\Gamma_{ij})$ is the solution of the boundary element equation

$$\langle B_1 Q_{ij}w, v_{ij} \rangle = \langle B_1 w, v_{ij} \rangle \quad \forall v_{ij} \in S^0_H(\Gamma_{ij})$$

(2.10)

and $Q_0w \in S_H(\Gamma)$ solves

$$\langle B_1 Q_0w, v_0 \rangle = \langle B_1 w, v_0 \rangle \quad \forall v_0 \in S_H(\Gamma).$$

(2.11)

In [MS97] we show for $H_0$ sufficiently small and $H_i \leq H_0$ that $C_0, C_1$ in (2.8) satisfy

$$C_0^{-1} \sim \max_{1 \leq i \leq J} \left( 1 + \log \frac{H_i}{h_i} \right) \text{ and } C_1 = \text{const.}$$

(2.12)

3 Preconditioners for the Weakly Singular Operator

As subspace $X^{-1}_N$ we use the space $S^0_h(\Gamma)$ of piecewise constant functions on a quasiuniform mesh of $\Gamma$. Let $\phi^0_j$, $j = 1, \ldots, N - 1$ denote the hat function in Section 2 and let the Haar basis function $\chi^h_j$ be defined as the derivative of $\phi^0_j$. These functions $\chi^h_j$ together with the constant function 1 form a basis for $\tilde{S} = S^0_h(\Gamma)$. We then decompose $\tilde{S}$ as

$$\tilde{S} = \tilde{S}_0 + \tilde{S}_1 + \ldots + \tilde{S}_{N-1}$$

(3.13)

where $\tilde{S}_0$ is defined as $S^0_h(\Gamma)$ with mesh size $H = 2h$ and where $\tilde{S}_j = \text{span} \{ \chi^h_j \}$, for $j = 1, \ldots, N - 1$. Then an associate additive Schwarz method can be defined for the weakly singular integral equation via operators $\tilde{Q}_j$ which are given by (2.5) with $B_{-1}^{-1}$ instead of $B_1$ and $\tilde{S}, \tilde{S}_j$ substituting $S, S_j$ respectively. Analogously to (2.9) a non-overlapping subspace decomposition of $\tilde{S}$ may be introduced and corresponding operators $Q, Q_0, Q_{ij}$ when using $B_{-1}^{-1}$ instead of $B_1$ in (2.11).

Then again for (3.13) the additive Schwarz method yields a GMRES method with convergence rates strictly less than 1 independently of the degrees of freedom [ST97b] whereas in the non-overlapping case again the constants $C_0, C_1$ of (2.8) show the behavior (2.12).
4 Numerical Results

The numerical experiments for the hypersingular integral equation (1.1) with $g_1(x) \equiv 1$ and wavenumber $k = 2.0$ on a quasuniform mesh were performed on a SUN-Sparcstation 4/470 at the Institute for Applied Mathematics at University of Hannover. Here we give the eigenvalues and condition numbers which are linked to the rate of convergence by $C_1 = \lambda_{\text{max}}$ and $C_0 = \sqrt{\lambda_{\text{min}}}$. Table 1 gives the absolute values $\lambda_{\text{min}}, \lambda_{\text{max}}$ and the condition number of the unpreconditioned Galerkin system (1.3) and of the additive Schwarz preconditioner (2.6) with $H = 2h$.

In Table 2 the condition numbers for the additive Schwarz operator defined by (2.10) and (2.11) are given for different quotients $H/h$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\lambda_{\text{min}}$</th>
<th>$\lambda_{\text{max}}$</th>
<th>cond</th>
<th>$\lambda_{\text{min}}$</th>
<th>$\lambda_{\text{max}}$</th>
<th>cond</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>8.8633d-02</td>
<td>1.1303</td>
<td>12.7586</td>
<td>1.0045</td>
<td>2.3242</td>
<td>2.2224</td>
</tr>
<tr>
<td>63</td>
<td>4.5142d-02</td>
<td>1.1333</td>
<td>25.1050</td>
<td>0.9923</td>
<td>2.2312</td>
<td>2.2484</td>
</tr>
<tr>
<td>127</td>
<td>2.2750d-02</td>
<td>1.1339</td>
<td>49.8413</td>
<td>0.9880</td>
<td>2.2304</td>
<td>2.2573</td>
</tr>
<tr>
<td>255</td>
<td>1.1399d-02</td>
<td>1.1340</td>
<td>99.4872</td>
<td>0.9875</td>
<td>2.2302</td>
<td>2.2582</td>
</tr>
<tr>
<td>511</td>
<td>5.7018d-03</td>
<td>1.1341</td>
<td>198.9038</td>
<td>0.9884</td>
<td>2.2300</td>
<td>2.2560</td>
</tr>
<tr>
<td>1023</td>
<td>2.8509d-03</td>
<td>1.1341</td>
<td>397.8011</td>
<td>0.9896</td>
<td>2.2299</td>
<td>2.2532</td>
</tr>
</tbody>
</table>

Table 1 Hypersingular integral equation (1.1) with $g_1(x) \equiv 1$: quasuniform $h$-version, wavenumber $k = 2.0$

<table>
<thead>
<tr>
<th>$N$</th>
<th>$H/h$</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>64</th>
<th>128</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td></td>
<td>3.7124</td>
<td>3.9360</td>
<td>5.0803</td>
<td>5.9118</td>
<td>6.3642</td>
<td></td>
<td></td>
</tr>
<tr>
<td>128</td>
<td></td>
<td>3.5003</td>
<td>4.0075</td>
<td>5.1320</td>
<td>6.1031</td>
<td>6.7030</td>
<td>7.0320</td>
<td></td>
</tr>
<tr>
<td>256</td>
<td></td>
<td>3.3507</td>
<td>4.0258</td>
<td>5.2133</td>
<td>6.4471</td>
<td>7.5519</td>
<td>8.2994</td>
<td>8.3348</td>
</tr>
</tbody>
</table>

Table 2 Condition numbers for additive Schwarz operator of the hypersingular integral equation (1.1) with $g_1(x) \equiv 1$: quasuniform $h$-version, wavenumber $k = 2.0$

5 Conclusion

The numerical examples clearly underline the theoretical results, i.e. the condition numbers of both methods are independent of the number of degrees of freedom but the condition numbers for the additive Schwarz operator defined by (2.10) and (2.11) depend logarithmically on $H/h$. Whereas the first method is only of theoretical interest...
due to the large coarse grid space, the second method can be implemented in an
efficient and parallel way if we choose the size of the subspaces appropriately.
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A space decomposition method for minimization problems

Xue-Cheng Tai and Magne Espedal

1 A Space Decomposition Algorithm

We consider:

$$\min_{v \in V} F(v)$$

(1.1)

where functional $F$ is differentiable and convex and space $V$ is a reflexive Banach space. Our intention is to use space decomposition method to get some parallel domain decomposition and multigrid type algorithms for linear partial differential equations of the type

$$\begin{cases}
-\nabla \cdot (a \nabla u) = f & \text{in } \Omega \subset \mathbb{R}^2, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}$$

(1.2)

and for nonlinear elliptic problems like

$$\begin{cases}
-\nabla \cdot (|\nabla u|^{s-2} \nabla u) = f & \text{in } \Omega \subset \mathbb{R}^2 (1 < s < \infty), \\
u = 0 & \text{on } \partial \Omega.
\end{cases}$$

(1.3)

The algorithm given in this work were first proposed in [Tai92], see also [Tai94b], [Tai95a] and [Tai95b]. As the algorithm is proposed for a minimization problem, it is applicable for a wide class of problems, for example, eigenvalue problems, optimal control problems related to partial differential equations and least-squares method associated with linear and nonlinear equations.

A space decomposition method refers to methods that decompose the space $V$ into a sum of subspaces, i.e., there are spaces $V_i$, $i = 0, 1, \cdots, m$ such that

$$V = V_0 + V_1 + \cdots + V_m.$$ 

(1.4)

For the decomposed spaces, we assume that there is a constant $C_1 > 0$ such that $\forall u \in V$, we can find $v_i \in V_i$ to satisfy:

$$v = \sum_{i=0}^{m} v_i, \quad \text{and} \quad \sum_{i=0}^{m} \|v_i\|_{V_i}^2 \leq C_1^2 \|v\|_{V}^2.$$

(1.5)
Moreover, assume that there is a $C_2 > 0$ such that there holds

$$
\sum_{i=0}^{m} \sum_{j=0}^{m} \langle F''(w_{ij})u_i, v_j \rangle \leq C_2 \left( \sum_{i=0}^{m} \| u_i \|_V^2 \right)^{\frac{1}{2}} \left( \sum_{i=0}^{m} \| v_i \|_V^2 \right)^{\frac{1}{2}},
$$

\( \forall w_{ij} \in V, \forall u_i \in V_i, \forall v_j \in V_j. \) \hfill (1.6)

Domain decomposition methods, multilevel methods and multigrid methods can be viewed as different ways of decomposing finite element spaces into sums of subspaces. For the estimation of the constants $C_1$ and $C_2$ for different types of decomposition of finite element methods for linear problems, one can find the proofs or references in Xu [Xu92]. If the space can be decomposed as in (1.4), then the following algorithm can be used to solve (1.1).

**Algorithm 1 (A multiplicative space decomposition method).**

1. Choose initial values $u_i^0 \in V_i$.
2. For $n \geq 1$, find $u_i^{n+1} \in V_i$ sequentially for $i = 0, 1, \cdots, m$ such that

$$
F \left( \sum_{k<i}^{m} u_k^{n+1} + u_i^{n+1} + \sum_{k>i}^{m} u_k^n \right) \leq F \left( \sum_{k<i}^{m} u_k^{n+1} + v_i + \sum_{k>i}^{m} u_k^n \right), \quad \forall v_i \in V_i.
$$

\( \forall i, \forall v_i \in V_i. \) \hfill (1.7)

3. Go to the next iteration.

In the following, we denote $u^n = \sum_{i=0}^{m} u_i^n$, $\forall n > 0$. By assuming that $F$ is continuously differentiable and

$$
K \| w - v \|_V^2 \leq \langle F'(w) - F'(v), w - v \rangle \leq L \| w - v \|_V^2, \quad \forall w, v \in V,
$$

\( \forall w, v \in V. \) \hfill (1.8)

where $K > 0$, $L > 0$, and using $e^n = | \langle F'(u^n) - F'(u), u^n - u \rangle |^{\frac{1}{2}}$, as a measure of the error between $u^n$ and $u$, the following convergence theorem is proved in Tai and Espedal [TE96].

**Theorem 1** If the space decomposition satisfies (1.5) and the functional $F$ satisfies (1.8), then for Algorithm 1 we have:

1. If $F$ is quadratic with respect to $v$ and the norm of $V$ is taken as $\| v \|_V = \langle F'(v), v \rangle$, then

$$
|e^{n+1}|^2 \leq \frac{C_2^2}{1 + C_2^2} |e^n|^2, \quad \forall n \geq 1.
$$

Above and also later, $C_s = C_2 C_1$.

2. If $F$ is third order continuously differentiable, then

$$
|e^{n+1}| \to 0 \text{ as } n \to \infty, \quad \text{and} \quad |e^{n+1}|^2 \leq \beta_n |e^n|^2, \quad \forall n \geq 1,
$$

and the error reduction factor $\beta_n$ satisfies $\lim_{n \to \infty} \beta_n = \frac{c_2^2}{1 + c_2^2} < 1$, which means the asymptotic convergence rate only depends on $C_s$ and $K$. 

2 Application of the Space Decomposition to a Two-level Domain Decomposition Method

We use the space decomposition Algorithm 1 for a two-level overlapping domain decomposition method. For a given domain $\Omega$, we first divide it into coarse mesh subdomains, and then refine each coarse mesh subdomain to get fine mesh divisions for $\Omega$. In the following examples, domain $\Omega$ is taken as $[0,1] \times [0,1]$. Uniform mesh is used both for the coarse mesh division and the fine mesh division. Let $\Omega_i, i = 1, 2, \ldots$ be a coarse mesh division of $\Omega$, see Figure 1, we then enlarge each $\Omega_i$ to $\Omega_i^\varepsilon = \{ T \in T_h, \text{dist}(T, \Omega_i) \leq \delta \}$ to get overlapping subdomains. Here $\{T_h\}$ denotes the fine mesh division for $\Omega$.

The union of $\Omega_i^\varepsilon$ covers $\Omega$ with overlaps of size $2\delta$. Let us denote the piecewise linear finite element space with zero traces on the boundaries $\partial \Omega_i^\varepsilon$ as $S_0^h(\Omega_i^\varepsilon)$, and denote $S_0^h$, $S_0^H$ as the coarse and fine mesh finite element spaces respectively. One can show that

$$ S_0^h = S_0^H + \sum S_0^h(\Omega_i^\varepsilon). $$

For the overlapping subdomains, assume that there are $m$ colors such that each subdomain $\Omega_i^\varepsilon$ can be marked with one color, and the subdomains with the same color will not intersect with each other. For suitable overlaps, we have $m = 4$, see Figure 1. Let $\Omega_i^0$ be the union of the subdomains of the $i^{th}$ color, and $V_i = \{ v \in S_0^h \mid v(x) = 0 \text{ if } x \not\in \Omega_i^0 \}$. By denoting subspaces $V_0 = S_0^H$ and $V = S_0^h$, we find that decomposition (2.9) means

$$ V = V_0 + \sum_{i=1}^4 V_i, $$

and so the two-level method is a way to decompose the finite element space. Moreover, let $V = H_0^1(\Omega)$ and $F$ be the corresponding energy function of linear equation (1.2), then the constants in (1.5) and (1.6) are:

$$ C_1 = C \sqrt{1 + \frac{H^2}{\delta^2}} , \quad C_2 = C_m. $$

The proof for (2.11) can be found in different places, we refer to page 608 of Xu [Xu92] and Tai and Espedal [TE96]. By requiring $\delta = c_0 H$, where $c_0$ is a given constant, we have that $C_1$ and $C_2$ are independent of the mesh parameters $h$ and $H$, and the number of the subdomains. So if the proposed algorithm is used, its error reduction per step does not depend on $h$ and $H$.

3 Applications to Linear Elliptic Problems

We apply Algorithm 1 to solving linear problem (1.2). As was shown above, the two-level method is a space decomposition method. With the coarse mesh, the number of the subspaces is $m = 5$. For Algorithm 1, we define $w_i^{n+1} = \sum_{k < i} v_k^{n+1} + v_i^{n+1} +$. 
Figure 1 The coloring of the subdomains and the coarse mesh grid

\[ \sum_{k>i} u^k_i \text{ and } w^{n+1}_{i-1} = w^n. \] In each subdomain of the \( i \)th color, the subproblem needs to be solved is

\[ \begin{align*}
(a \nabla u^{n+1}_i, \nabla v_i) &= (f, v_i), & \forall v_i \in S^h_0(\Omega_i), \\
w^{n+1}_i &= w^{n+1}_{i-1} \text{ on } \partial \Omega_i^c,
\end{align*} \] (3.12)

and \( w^{n+1}_i = w^{n+1}_{i-1} \) in \( \Omega \setminus \Omega_i \). For the coarse mesh problem, if we let \( w^{n+1}_H = w^{n+1}_0 - w^n \), then it satisfies

\[ (a \nabla (u^n + w^{n+1}_H), \nabla v_H) = (f, v_H), \quad \forall v_H \in S^h_0(\Omega). \] (3.13)

After the computation of the subdomain problems and the coarse mesh problem, we set \( u^{n+1} = u^{n+1}_H \). Note that the subdomains with the same color do not intersect with each other, so in computing the \( i \)th color subdomain solutions, the computation is done in parallel in each of the subdomains of the \( i \)th color. One observes that this is the standard multiplicative Schwarz method for linear elliptic equations. In the literature, this method is often symmetrised and then accelerated by conjugate gradient method, see [SBG96]. In the next example, we try to see the convergence without using the extra acceleration.

**Example 1** In this example, Algorithm 1 is tested for the case that \( a = e^{xy}, u = \sin(3\pi x) \sin(3\pi y) \). For a given \( N \), the coarse mesh size is taken as \( H = Hx = Hy = \frac{1}{N} \). The fine mesh is then taken as \( h = hx = hy = \frac{1}{N} \). Each subdomain is extended by \( M \) elements to get overlaps. The initial guess is taken as the coarse mesh solution \( u_H \). Figure 2 illustrates the computed solution and computed error function. Table 1 shows the convergence property. For different tests with \( h, hy \in [\frac{1}{128}, 1] \), i.e. with unknowns \( \leq 15625 \), and with overlap size \( \delta \approx \frac{H}{5} \), the computed solution always converges to the global finite element solution in less than 8 steps.

4 Applications to Linear Interface Problems
Figure 2  The computed solution with $H=1/10$, $h=1/100$, $M=2$.

Table 1  Maximum error with $H=1/10$, $h=1/100$, $M=2$.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>max-error</th>
<th>reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0729</td>
<td>0.24</td>
</tr>
<tr>
<td>2</td>
<td>0.0166</td>
<td>0.23</td>
</tr>
<tr>
<td>3</td>
<td>0.0036</td>
<td>0.22</td>
</tr>
<tr>
<td>4</td>
<td>0.0017</td>
<td>0.46</td>
</tr>
<tr>
<td>5</td>
<td>0.0015</td>
<td>0.88</td>
</tr>
</tbody>
</table>
Example 2  We solve a linear interface problem. The coefficients are taken as $a = c(x)e^{xy}$ where $c(x)$ is piecewise constant and $c(x) = 1$ or $10^4$, (see Figure 3). The global finite element solution is first computed. After that, the problem is computed by Algorithm 1 and the error between the iterative domain decomposition solution and the global fine mesh solution is calculated. The mesh sizes are $hx = hy = \frac{1}{100}$. The algorithm converges for arbitrary initial guesses. Each subdomain is extended by 2 elements to get overlap. The convergence is similar as the smooth problem.

5 Applications to Nonlinear Elliptic Problems

In the literature, domain decomposition methods and multilevel methods have been intensively studied for linear elliptic problems. For nonlinear problems, it is hard to get some general convergence estimates. For literature results related to nonlinear problems, see [CD94], [CGKT94], [LSL89], [MX95], [Tai92]-[Tai94a], [Xu94], etc. The proposed algorithm of this work can be applied to linear problems (1.2) as well as nonlinear problems (1.3).

The Gauss-Newton method (Matlab subroutine fminu) is used to solve the minimisation problem (1.7). Without using the domain decomposition, the original problem is simply too large and costly to be solved.

Example 3  We use an analytical solution $u = \sin(2\pi x) \sin(2\pi y)$ for (1.3) to test Algorithm 1. Figure 4 and Table 2 show the computational results with fine mesh $hx = hy = \frac{1}{100}$, and coarse mesh $Hx = Hy = \frac{1}{10}$. Each subdomain is extended by 2
**Figure 4** The computational results for the nonlinear problem by Algorithm 1.

![Plots of initial error, computed solution, computational error, and true solution](image)

**Table 2** Maximum error for the nonlinear problem by Algorithm 1.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>max-error</th>
<th>reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.135</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.0257</td>
<td>0.19</td>
</tr>
<tr>
<td>3</td>
<td>0.0049</td>
<td>0.19</td>
</tr>
<tr>
<td>4</td>
<td>0.0012</td>
<td>0.24</td>
</tr>
<tr>
<td>5</td>
<td>0.0007</td>
<td>0.60</td>
</tr>
<tr>
<td>6</td>
<td>0.0007</td>
<td>1.05</td>
</tr>
</tbody>
</table>

elements to get overlaps. The initial guess is the coarse mesh solution. The value of s is 3. Numerical tests show that the algorithm converges for arbitrary initial guess and the error reduction does not depend on the initial guess. The dependency of the convergence on the overlapping size and on the number of subdomains is the same as for the linear problem (1.2).
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Nonoverlapping Domain Decomposition Methods for Inverse Problems

Karl Kunisch and Xue-Cheng Tai

1 Introduction

Inverse problems related to the estimation of coefficients of partial differential equations are ill-posed. Practical applications often use the fit-to-data output-least-squares method to recover the coefficients. In this work, we develop parallel nonoverlapping domain decomposition algorithms to estimate the diffusion coefficient associated with elliptic differential equations. In order to realize the domain decomposition methods, we combine the function decomposition approach of [Tai95a] and the augmented Lagrangian techniques of [IK90, KT97b]. The output-least-squares method minimizes the output error over the whole domain. When decomposing the domain into nonoverlapping subdomains the output error over the whole domain equals the sum of the output errors in the subdomains. Thus, by borrowing ideas from [Tai95a], parallel methods can be used to find the minimizer. In this approach the partial differential equation arises as a constraint in the optimization problem whose proper treatment is essential. We incorporate it by an augmented Lagrangian technique.

To present the approach we consider the model problem

\[
\begin{aligned}
-\nabla \cdot (q \nabla u) &= f & \text{in } & \Omega \\
u &= 0 & \text{on } & \partial \Omega
\end{aligned}
\]  

(1.1)

where \( \Omega \) is a domain with boundary \( \partial \Omega \), \( q \in L^\infty(\Omega) \) and \( q \geq \alpha > 0 \) and \( f \in L^2(\Omega) \) is a given function. The problem consists in estimating the functional parameter \( q \) from an observation \( u_d \) of the state variable \( u \). The idea that will be described for this model problem can be extended to other parameter estimation problems of partial differential equations.

The fit-to-data formulation for the above estimation problem is given by

\[
(P) \quad \begin{cases}
\min & \frac{\|q - q_d\|^2_V}{\|q\|^2_V} + \frac{1}{2}\|u - u_d\|^2_H, \\
\text{subject to } & (q,u) \text{ satisfying (1.1)}.
\end{cases}
\]
Here $| \cdot |_N$ denotes a norm or seminorm on $H^2(\Omega), q_d$ is an initial guess for the parameter and $\beta \geq 0$ stands for the regularization parameter. Thus $(P)$ represents a regularized least-squares formulation with the partial differential equation as a constraint. When decomposing the domain $\Omega$ into nonoverlapping subdomains the output error in the whole domain $\Omega$ equals the sum of the output errors in the subdomains. Thus, by borrowing ideas from [Tai95a, Tai95b, Tai94], parallel methods can be used to find the minimizer. However, the partial differential equation which arises as a constraint in $(P)$ represents an essential difficulty. This constraint will be incorporated by an augmented Lagrangian technique of [IK90],[KT97b]. Domain decomposition methods for solving the state equation (1.1) for given $q$ and $f$ have been extensively studied. There is a vast literature of which we only mention some relevant classical papers [BPS86], [BW86] and [MQ89].

2 The Domain Decomposition Approach

Through out this work $\Omega$ is assumed to be a two-dimensional, bounded, simply connected convex domain with piecewise smooth boundary. We decompose $\Omega$ into finitely many nonoverlapping subdomains. The decomposition is carried out in such a way that all subdomains are marked with two colours, say white and black. Subdomains do not intersect each other and the union of their closures equals the closure of $\Omega$. Moreover subdomains with the same colour do not meet each other along edges but rather only at most at one corner. We denote by $\Omega_1$ and $\Omega_2$ the union of the white and black subdomains respectively, Let $\Gamma_1 = \partial \Omega_1$ and $\Gamma_2 = \partial \Omega_2$. Then the interfaces between the subdomains are $\Gamma = \Gamma_1 \cap \Gamma_2 = \Gamma_1 \setminus \partial \Omega = \Gamma_2 \setminus \partial \Omega$. We shall utilise the following notation:

$$
V_i = \{ v \mid v \in H^1(\Omega_i), \quad v = 0 \text{ on } \Gamma_i \cap \partial \Omega\},
W_i = \{ v \mid v \in H^2(\Omega_i)\},
K_i = \{ v \mid v \in H^2(\Omega_i), \quad v \geq \alpha > 0 \text{ a.e. in } \Omega_i\}, \text{ for } i = 1, 2,
$$

$$
X_1 = W_1 \times W_2 = \{ v \mid v_{|\Omega_i} \in H^2(\Omega_i), \quad i = 1, 2\},
X_2 = V_1 \times V_2 = \{ v \mid v_{|\Omega_i} \in H^1(\Omega_i), \quad i = 1, 2, \quad v = 0 \text{ on } \partial \Omega\},
K = K_1 \times K_2 = \{ v \mid v_{|\Omega_i} \in H^2(\Omega_i), \quad i = 1, 2, \quad v \geq \alpha > 0 \text{ a.e. in } \Omega\},
X = X_1 \times X_2.
$$

Except for $K_i$ and $K$ the above sets represent Hilbert spaces with their conventional inner products and norms. Each of the subdomains $\Omega_1$ and $\Omega_2$ may consist of some disconnected components. Thus $W_1$, for example, can equivalently be expressed as $\prod_{j=1}^m H^2(\Omega_{1j})$, where $m$ denotes the number of disconnected components $\Omega_{1j}$ of $\Omega_1$. The functions from $X_1$ and $X_2$ have jumps along the interfaces of $\Omega_1$ and $\Omega_2$.

For $x \in X$ we shall use the notation $x = (q_1, q_2, u_1, u_2) = (q, u)$. The function-space formulation of $(P)$ is given by

$$(P) \quad \left\{ \begin{array}{l}
\min \quad \frac{1}{2} |q - q_d|_N^2 + \frac{1}{2} |u - u_d|_H^2,
\text{subject to } (q, u) \in K \times H_0^1(\Omega) \text{ satisfying (1.1).}
\end{array} \right.$$
Here \((q, u)\) is called solution to (1.1) if
\[
(q \nabla u, \nabla v)_\Omega = (f, v) \quad \text{for all } v \in H_0^1(\Omega).
\]

Using the fact that \(q \in L^\infty(\Omega)\) provided that \(q \in K\), it is simple to argue the existence of a solution \(x^* = (q^*, u^*)\) to (P). Next we define the mappings
\[
e_1 : X \to V_1, \quad e_2 : X \to V_2,
\]
such that for \(x \in X, e_1(x) \in V_1\) and \(e_2(x) \in V_2\) are the solutions to the following problems (2.2) and (2.4):
\[
\begin{align*}
(\nabla e_1, \nabla v_1)_{\Omega_1} + (e_1, v_1)_{\Omega_1} &= (q_1 \nabla u_1, \nabla v_1)_{\Omega_1} - (f, v_1)_{\Omega_1}, \quad \text{for all } v_1 \in H_0^1(\Omega_1), \\
e_1 &= u_1 - u_2 \text{ on } \Gamma, \\
e_1 &= 0 \text{ on } \partial \Omega \cap \Gamma_1.
\end{align*}
\]
(2.2)

For any \(v \in V_2\), let \(Rv\) be an extension to \(\Omega_1\) satisfying \(Rv = 0\) on \(\partial \Omega \cap \Gamma_1\), \(Rv = v\) on \(\Gamma\), and
\[
||Rv||_{H^1(\Omega_1)} \leq C_1 ||v||_{H^1(\Omega_2)},
\]
with constant \(C_1\) independent of \(v \in V_2\). Note that the harmonic extension operator \(R_H\) defined by \(R_Hv = 0\) on \(\partial \Omega \cap \Gamma_1\), \(R_Hv = v\) on \(\Gamma\) and
\[
(\nabla R_Hv, \nabla \phi)_{\Omega_1} = 0, \quad \forall \phi \in H_0^1(\Omega_1)
\]
satisfies the required properties. For numerical purposes we prefer to use a different extension which will be introduced in section 5. With \(R\) thus defined, let \(e_2 \in V_2\) be the solution to
\[
\begin{align*}
(\nabla e_2, \nabla v_2)_{\Omega_2} + (e_2, v_2)_{\Omega_2} &= (q_2 \nabla u_2, \nabla v_2)_{\Omega_2} - (f, v_2)_{\Omega_2}, \\
+ (u_2 - u_1, v)_{\partial \Omega_2} + (q_1 \nabla u_1, \nabla u_1)_{\Omega_1} - (f, Rv)_{\Omega_1}, \text{ for all } v \in V_2, \\
e_2 &= 0 \text{ on } \partial \Omega \cap \Gamma_2.
\end{align*}
\]
(2.4)

With \(e_1\) and \(e_2\) defined we introduce \(e : X \to X_2\) by
\[
e(x) = (e_1(x), e_2(x)).
\]

We choose \(| \cdot |_N\) in (P) to be the piecewise \(H^2(\Omega)\) norm on \(\Omega_1\) and \(\Omega_2\) and define
\[
J_1(x) = \frac{\beta}{2} ||q_1 - q_d||_{H^2(\Omega_1)}^2 + \frac{1}{2} ||u_1 - u_d||_{H^1(\Omega_1)}^2,
\]
\[
J_2(x) = \frac{\beta}{2} ||q_2 - q_d||_{H^2(\Omega_2)}^2 + \frac{1}{2} ||u_2 - u_d||_{H^1(\Omega_2)}^2,
\]
\[
J(x) = J_1(x) + J_2(x).
\]

We shall focus on the minimization problem
\[(PP) \quad \min_{(q, u) \in K \times X_2, \ (q, u) \neq 0} J(x)\]

Its relation to (P) is established in the following lemma: (see [KT97a])

\textbf{Lemma 2.1} \(x^* = (q^*, u^*)\) is a minimizer of \((PP)\) if and only if it is a minimizer of \((P)\).
3 The Augmented Lagrangian Method

In this section we develop parallel nonoverlapping domain decomposition algorithms for (PP). In [Tai95a, Tai95b] the following problem was considered:

$$\min_{x \in K} \sum_{i=1}^{m} F_i(x), \quad K \subseteq V.$$ 

Under the assumption that $K$ is convex and closed in the Hilbert space $V$ and that the functions $F_i$ are convex or uniformly convex several parallel algorithms based on the augmented Lagrangian method were obtained. Problem (PP) does not fit into this class of problems since the constraints of (PP) are not convex. We shall therefore combine the ideas from [Tai95a, Tai95b] and the techniques from [IK90], [KT97b] to overcome this difficulty.

Let us review some of the results of [KT97b] and consider

$$e(q, u) = \min_{q, u} \beta \left\| q - q_d \right\|^2_{X_1} + \frac{1}{2} \left\| u - u_d \right\|^2_{X_2}.$$  \hspace{1cm} (3.5)

In [KT97b], the constraint $e$ is assumed to have the special structure

$$e(q, u) = b(q, u) + l_1(q) + l_2(u) + \tilde{f},$$

with $b : X \to Y$, $l_i \in \mathcal{L}(X_i, Y)$, $\tilde{f} \in Y$, $(q_d, u_d) \in X$, $X = X_1 \times X_2$, and $b$ a bounded bilinear form satisfying

$$\|b(q, u)\|_Y \leq \|b\| \|q\|_{X_1} \|u\|_{X_2} \text{ for all } (q, u) \in X.$$ 

Here $X_1, X_2$ and $Y$ are real Hilbert spaces. In the context of Section 2 the spaces $X_i$ assume the specific meaning explained there and $Y = X_2$. For any $q \in X_1$ let $A_q \in \mathcal{L}(X_2, Y)$ denote the operator defined by

$$A_q v = b(q, v) + l_2(v).$$

Under the conditions

(H1) $e$ is continuous from the weak topology on $X$ to the weak topology on $Y$,

(which guarantees the existence of a solution $x^* = (q^*, u^*)$ to (3.5)),

(H2) $A_{q^*}$ is a homeomorphism from $X_2$ to $Y$;

(H3) $\|u^* - u_d\|_{X_2} \|(A_{q^*})^{-1}\|_{\mathcal{L}(Y, X_2)} \|b\| \leq \sqrt{2}$;

the solution $x^*$ to (3.5) is unique and the following

**Algorithm 1**

**Step 1.** Choose $\lambda_0, c > 0, \sigma \in (0, c]$. For $n = 1, 2, \ldots$ do:

**Step 2.** Determine $x^n$ as the solution to

$$(P_{aux}) \min_{x} L_c(x, \lambda^{n-1}) \text{ over } x \in K \times X_2.$$ 

**Step 3.** set $\lambda^n = \lambda^{n-1} + \sigma e(x^n).$
produces a sequence \( \{x^n\} \) such that \( \lim_{n \to \infty} x^n = x^* \). If \( q^* \in \text{int} \ K \) and \( \sigma \) is chosen appropriately then \( x^n \) converges linearly in \( X \) to \( x^* \). Moreover \( \lambda^n \) converges weakly in \( Y \) to \( \lambda^* \), where \( \lambda^* \) is the Lagrange multiplier associated to the constraint \( e(x) = 0 \).

In the above algorithm \( L_c(x, \lambda) \) is the augmented Lagrangian functional

\[
L_c(x, \lambda) = \frac{3}{2} \| q - q_d \| X_1^2 + \frac{1}{2} \| u - u_d \| X_2^2 + (\lambda, e(x))_Y + \frac{C}{2} \| e(x) \| Y^2.
\]

In [KT97a], it was shown that (PP) fits into the general framework of problem (3.5) and that (H1) - (H3) are satisfied.

4 Nonoverlapping Domain Decomposition for \( (P_{aux}) \)

In this section we describe a Gauss-Seidel iteration to solve \( (P_{aux}) \). We utilised the decomposition of \( \Omega \) into \( M \) white and \( M \) black subdomains as described at the beginning of Section 2 and use \( M \) parallel processors. Each processor takes care of a white and a neighbouring black subdomain.

Let us recall the augmented Lagrangian functional that appears as the cost functional in \( (P_{aux}) \):

\[
L_c(x, \lambda) = J_1(x) + J_2(x) + (\lambda_1, e_1(x))_{\mathcal{V}_1} + (\lambda_2, e_2(x))_{\mathcal{V}_2}
\]

\[
+ \frac{\alpha}{2} \| e_1(x) \|_{\mathcal{V}_1}^2 + \frac{\beta}{2} \| e_2(x) \|_{\mathcal{V}_2}^2,
\]

and \( x = (q_1, q_2, u_1, u_2) = (q, u) \in X \). We note that \( J_i \) is only a function of \( x_i = (q_i, u_i), i = 1, 2 \). The coupling between \( x_1 \) and \( x_2 \) occurs through the boundary constraints described by \( e_1 \) and \( e_2 \). In the Gauss-Seidel algorithm \( L_c(x, \lambda) \) is minimized with respect to \( x \) in the following order: \( q_1 \rightarrow u_1 \rightarrow q_2 \rightarrow u_2 \). The algorithm is:

Algorithm 2

(i) Choose \( u^{n,0} \in X_2, q_2^{n,0} \in W_2 \) if \( n = 1 \), else set \( u^{n,0} = u^{n-1} \), \( q_2^{n,0} = q_2^{n-1} \).

(ii) For \( k = 1, 2 \ldots \) do:

a) \( L_c(q_1^{n,k}, u_1^{n,k-1}, q_2^{n,k-1}, u_2^{n,k-1}, \lambda^{n-1}) \leq L_c(q_1^{n,k}, u_1^{n,k-1}, q_2^{n,k-1}, u_2^{n,k-1}, \lambda^{n-1}) \),

for all \( q_1 \in K_1 \).

b) \( L_c(q_1^{n,k}, u_1^{n,k}, q_2^{n,k-1}, u_2^{n,k-1}, \lambda^{n-1}) \leq L_c(q_1^{n,k}, u_1^{n,k}, q_2^{n,k-1}, u_2^{n,k-1}, \lambda^{n-1}) \),

for all \( u_1 \in \mathcal{V}_1 \).

c) \( L_c(q_1^{n,k}, u_1^{n,k}, q_2^{n,k}, u_2^{n,k-1}, \lambda^{n-1}) \leq L_c(q_1^{n,k}, u_1^{n,k}, q_2^{n,k}, u_2^{n,k-1}, \lambda^{n-1}) \),

for all \( q_2 \in K_2 \).

d) \( L_c(q_1^{n,k}, u_1^{n,k}, q_2^{n,k}, u_2^{n,k}, \lambda^{n-1}) \leq L_c(q_1^{n,k}, u_1^{n,k}, q_2^{n,k}, u_2^{n,k}, \lambda^{n-1}) \),

for all \( u_2 \in \mathcal{V}_2 \).

The sequences \( \{u_1^{n,k}\} \) and \( \{q_2^{n,k}\} \) converge to the solution of \( (P_{aux}) \), see [KT97a].

5 Numerical Tests.

Experiments for one and two dimensional problems were carried out. Uniform triangular mesh and linear finite element functions were used for 2D approximations.
Table 1 The numerical errors of the first 10 steps.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>err$^2_q$</th>
<th>err$^q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.03938</td>
<td>0.3363</td>
</tr>
<tr>
<td>2</td>
<td>0.02473</td>
<td>0.01972</td>
</tr>
<tr>
<td>3</td>
<td>0.0191</td>
<td>0.007926</td>
</tr>
<tr>
<td>4</td>
<td>0.01607</td>
<td>0.004409</td>
</tr>
<tr>
<td>5</td>
<td>0.01418</td>
<td>0.002879</td>
</tr>
<tr>
<td>6</td>
<td>0.01292</td>
<td>0.002071</td>
</tr>
<tr>
<td>7</td>
<td>0.01204</td>
<td>0.001589</td>
</tr>
<tr>
<td>8</td>
<td>0.01142</td>
<td>0.001273</td>
</tr>
<tr>
<td>9</td>
<td>0.01096</td>
<td>0.001055</td>
</tr>
<tr>
<td>10</td>
<td>0.01064</td>
<td>0.0008957</td>
</tr>
</tbody>
</table>

For a given $q^*$ and $f$, the observation $u_d$ is obtained by adding uniformly distributed random numbers in $[-\delta, \delta]$ to the finite element solution at the nodal points. In the simulations, Algorithm 2 is applied to find the minimizer of $(P_{aux})$ and only 3 iterations are performed between the subproblems a)–b)–c)–d) in our computations. A very simple extension operator is used in the computations by choosing $Rv = v$ in $\Omega_2$ and $Rv(x_i) = 0$ if $x_i$ is an inner node of $\Omega_1$. Condition (2.3) is fulfilled with a constant $C_1$ depending on the mesh size $h$. Our one dimensional tests show that the convergence rate does not depend on the size of the extension. This may be due to the fact that the most important source for inaccurate reconstruction of $q$ is the ill-posedness of the estimation problem.

From our numerical experiments, we find that there are two issues that require special care in using Algorithm 2. First, it must be guaranteed that the subproblems a) and c) of Algorithm 2 are identifiable when decomposing the domain. Sufficient conditions for the identifiability can be found in [IK94]. Second, identifying $q_2$ from c) of Algorithm 2 is very sensitive to observation errors and the errors caused by the initial values. One way to overcome such a problem is to choose the boundary conditions according to the flow directions. Dirichlet boundary conditions shall be used in the outflow boundaries and Neumann boundary conditions need to be used on the inflow boundaries. This is beyond the scope of the present work and shall be reported in detail in [KT97a].

Figure 1 depicts a typical numerical result. We identify $q(x, y) = e^{xy}$ from $u(x, y) = \sin(3\pi x)\sin(3\pi y)$. The domain $\Omega = (0, 1) \times (0, 1)$ is divided into $3 \times 3 = 9$ subdomains. Dirichlet boundary conditions are used for the subdomains at the 4 corners and the one in the middle. Extension operators are used for the other subdomains. Observation error is added with $\delta = 0.01$. In the computations, we use mesh size $h = 1/30$, $c = 100$, $\sigma = 100$, and $\beta = 0.1$. The convergence for the first 10 iterations are shown in Table 1. In the table, $err^2_q = \|q^n_q - q^*\|_{L^2(\Omega_1)} + \|q^n_2 - q^*\|_{L^2(\Omega_2)}$ and $err^q = \|q^n_1 - q^{n-1}_1\|_{L^2(\Omega_1)} + \|q^n_2 - q^{n-1}_2\|_{L^2(\Omega_2)}$. 
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Capacitance Matrix Preconditioning

Karina Terekhova

1 Introduction

Iterative methods, widely used for solutions of large linear systems require preconditioning as an essential part. The advent of parallel computers motivates a search for preconditioners suitable for parallel processing.

A domain decomposition approach can satisfy this demand. The domain of definition of the problem is partitioned into subdomains, and the original problem is substituted by an equivalent one, defined on the internal boundaries (interfaces) separating the subdomains. This smaller problem is solved by an iterative method, usually with the help of preconditioning to accelerate the convergence. A preconditioner in this case must be an easily invertible approximation to the interface operator, also called the capacitance matrix, or the Schur complement.

A good approximation to the Schur complement of a linear system can be constructed algebraically by investigating its numerical structure. This idea was introduced by M. Dryja [Dry82] and developed in a paper by G. Golub and D. Mayers [GM83] that referred to the symmetric 2D case. This paper shows how the underlying reasoning can be extended to design a similar preconditioner for other elliptic problems.

2 Problems in Two Dimensions

Let us consider a symmetric model problem $\Delta u = f$ defined on a rectangular region subdivided into two rectangular parts with homogeneous Dirichlet conditions imposed on the outer boundary. The Schur complement $S$ is then symmetric and positive definite. To solve the equation for $S$ efficiently we need the preconditioning matrix $M$ to be close to $S$ and especially for the eigenvalues of $M^{-1}S$ to be clustered as closely as possible.

Examination of the Schur complements in some particular cases shows that the elements of $S$ are dependent mainly on the distance from the diagonal, $|i - j|$, with
the largest element on the diagonal, the elements decreasing quite rapidly as $|i - j|$ increases.

This suggests that a useful approximation to $S$ may be found by letting the boundaries of the two subdomains move to infinity. Then the setting is: find the solutions of Laplace’s equation in the two half-planes, the solution being required to vanish at infinity and also at all points on the dividing axis, except at the origin, where it is equal to one.

Denoting by $r$ and $s$ the Cartesian indices along and normal to the interface in a uniform two-dimensional grid we have

$$
\begin{align*}
  &u_{r,s-1} + u_{r,s+1} + u_{r+1,s} + u_{r-1,s} - 4 u_{r,s} = 0 \\
  &u_{r,s} \to 0 \text{ as } r \to \pm \infty, s \to \infty \\
  &u_{r,0} = 0 \ (r \neq 0) \\
  &u_{0,0} = 1
\end{align*}
$$

Defining the generating function

$$
\phi_s(t) = \sum_{r=-\infty}^{\infty} t^r u_{r,s}
$$

we obtain the solution from the characteristic equation

$$
\phi_s(t) = \left[ 2 - \frac{1}{2} \left( t + \frac{1}{t} \right) - \left( \left\{ 2 - \frac{1}{2} \left( t + \frac{1}{t} \right) \right\}^2 - 1 \right) \right]^{1/2}
$$

The residuals at the grid points on the axis are given by

$$
\rho_r = u_{r-1,0} + u_{r+1,0} + 2 u_{r,1} - 4 u_{r,0}
$$

for which the generating function is

$$
\psi(t) = \left( t + \frac{1}{t} - 4 \right) \phi_0 + 2 \phi_1 = -2 \left[ \left\{ 2 - \frac{1}{2} \left( t + \frac{1}{t} \right) \right\}^2 - 1 \right]^{1/2}
$$

We then expand $\psi$ in positive and negative powers of $t$ to obtain $\rho_r$ which is the coefficient of $t^r$.

$$
\rho_r = \frac{1}{2\pi} \int_{-\pi}^{\pi} -2 \cos r\theta \ [(2 - \cos \theta)^2 - 1]^{1/2} d\theta = -\frac{4}{\pi} \int_{0}^{\pi} \cos 2k\alpha \ \sin \alpha [1 + \sin^2 \alpha]^{1/2} d\alpha
$$

A possible preconditioner then is $M^{(1)}_{ij} = \rho |i-j|$. Full details can be found in [GM83].

The described method can be applied with some changes to a convection-diffusion equation of the form

$$
-\varepsilon \Delta u + a \ u_x + b \ u_y = f,
$$
where $\varepsilon, a$ and $b$ are constants with $a \geq 0, b \geq 0, \varepsilon > 0$, and where $\varepsilon$ may be small compared with $a$ and $b$. As before, the problem is defined on a rectangular region subdivided into two rectangular parts. The Schur complement is, of course, unsymmetric, but the dependence of its elements on the distance from the diagonal is still quite clear. This justifies approximation of the problem with the boundaries of the region moving away to infinity, just as in the symmetric case. Upon upwind finite differencing the system to solve is

$$\begin{align*}
\begin{cases}
  u_{r,s+1} + u_{r+1,s} + A u_{r-1,s} + B u_{r,s-1} - C u_{r,s} = 0 \\
  u_{r,s} \to 0 \text{ as } r \to \pm \infty, s \to \infty \\
  u_{r,0} = 0 \ (r \neq 0) \\
  u_{0,0} = 1
\end{cases}
\end{align*}$$

where $A = 1 + ah/\varepsilon$, $B = 1 + bh/\varepsilon$, $C = 2 + A + B$.

Again, $\rho_r$ is the coefficient of $t^r$ and the residuals on the axis are finally

$$\rho_r = \frac{1}{2\pi} \int_{-\pi}^{\pi} \cos r \theta \left( \frac{2\sqrt{A} \cos \theta - C}{2B} \right)^{1/2} d\theta$$

so the preconditioner should be defined as

$$M_{ij} = A^{-\frac{1-i\beta}{2 \pi}} \rho_{|i-j|}.$$

Note that the preconditioner is unsymmetric and its elements grow rapidly above the diagonal and decrease under it.

As the preconditioner contains an exponential quantity $A^{-\frac{1-i\beta}{2 \pi}}$ which depends on the parameter $\alpha$ of the problem, evaluation of the solution far from the interface may cause floating point precision loss. A sufficient number of interfaces and a suitable choice of the grid size $h$ should be used in order to avoid this problem.

### 3 Problems in Three Dimensions

Let us consider a model problem $\Delta u = f$ defined on a cube subdivided into two parts by a plane.

The reasoning for the two-dimensional model problem applies to the three-dimensional one if the relevant changes are made to the formulation of the discretised infinite problem. Thus, after the outer boundaries have moved to infinity, we have

$$\begin{align*}
\begin{cases}
  u_{r+1,s,t} + u_{r-1,s,t} + u_{r,s-1,t} + u_{r,s+1,t} + u_{r,s,t+1} + u_{r,s,t-1} - 6 u_{r,s,t} = 0 \\
  u_{r,s,t} \to 0 \text{ as } r \to \pm \infty, s \to \pm \infty, t \to \infty \\
  u_{r,s,0} = 0 \ (r, s \neq 0) \\
  u_{0,0,0} = 1
\end{cases}
\end{align*}$$

We solve the discretised problem for the generating functions, and then separate the desired residuals as coefficients of double Fourier series. The residuals obtained are

$$\rho_{r,s} = -\frac{8}{\pi^2} \int_0^\pi \int_0^\pi \cos r \alpha \cos s \beta \left( [3 - \cos \alpha - \cos \beta]^2 - 1 \right)^{1/2} d\alpha d\beta$$
These residuals, ordered with respect to the ordering of variables in the original problem, form the preconditioner. It can be dense if all residuals are used, or it can take block-diagonal or banded forms if we substitute the residuals which are close to zero in some sense by zeroes. This does not usually cause the loss of convergence properties and gives the obvious advantage of easy inversion.

4 Results

In this section we discuss the practical aspects of applying the capacitance matrix preconditioner, serially and in parallel, to model and real-life test problems in two and three dimensions. All industrial examples were supplied by Elf Geoscience Research Centre. They were obtained from convection-diffusion equations modelling the process of oil recovery.

Methods

The particular iterative method used in the numerical experiments is BiCGSTAB, proposed by H. van der Vorst (see [vdV92]). In it two solves of the subproblems and two applications of the preconditioner are required per iteration. The preconditioner is calculated and inverted in advance, so its application is computationally cheap. The most time-consuming operation is, therefore, solving the subproblems. Exact solvers (Gaussian elimination), direct solvers (for example, fast Fourier transform solver) and various iterative techniques are proposed in the literature for this purpose.

We used the ORTHOMIN algorithm with the nested factorisation preconditioner as a solver for subproblems in three dimensions. ORTHOMIN is an optimal and minimal conjugate-gradient-like algorithm showing fast reliable convergence at the expense of relatively high storage requirements.

Many problems relevant for the industrial applications take block diagonal form after discretisation. This particular structure of their matrices can be exploited to achieve efficient solution of subproblems. The algorithm of nested factorisation preconditioning, although not easily adapted to deal with general sparse matrices, is particularly good for block tridiagonal ones. The algorithms of ORTHOMIN and of recursive evaluation of the nested factorisation preconditioner is given in [ACP81].

The nested factorisation preconditioner can hardly be parallelised without considerable loss of efficiency because of data interdependence. However, ORTHOMIN with the nested factorisation preconditioning make a fast and predictable serial solver of the 3D subproblems in a parallel iterative solution process preconditioned by the capacitance matrix preconditioner.

Parallel Model

The parallel program was written following the bulk-synchronous parallel (BSP) paradigm.

The BSP model, introduced by L. Valiant in 1990 ([Val89]), implements the idea of portable parallel software. A BSP computation consists of a number of asynchronous supersteps during which the processors can issue requests for non-local read or write
Table 1  2D: Nonsymmetric model problem

<table>
<thead>
<tr>
<th></th>
<th>Direct solver</th>
<th>Neumann preconditioner</th>
<th>New preconditioner</th>
</tr>
</thead>
<tbody>
<tr>
<td>32 × 32</td>
<td>n/a</td>
<td>22</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>time</td>
<td>75</td>
<td>126</td>
</tr>
<tr>
<td></td>
<td>Mflops</td>
<td>2.4</td>
<td>7.9</td>
</tr>
<tr>
<td>64 × 64</td>
<td>n/a</td>
<td>39</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>time</td>
<td>1259</td>
<td>1727</td>
</tr>
<tr>
<td></td>
<td>Mflops</td>
<td>40.1</td>
<td>114.2</td>
</tr>
</tbody>
</table>

Table 2  3D: Nonsymmetric model problem of size 44 × 17 × 14 solved serially

<table>
<thead>
<tr>
<th>Subdomains</th>
<th>time</th>
<th>iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>80</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>82</td>
<td>7</td>
</tr>
</tbody>
</table>

operations. Each superstep is followed by a synchronisation session which ensures that all information exchange is completed.

The total cost of a BSP computation can be expressed in terms of separate computation, communication and synchronisation costs, combined with the parameters of the computer reflecting its performance in computation, communication and synchronisation. Variation of these costs with the change in the number of processors is predictable, as well as the performance of a particular parallel computer running a given algorithm.

We have obtained the portable cost estimates for the capacitance matrix preconditioner in combination with BiCGSTAB. The computational cost of one iteration of the proposed algorithm is

3D: \( O\left(\frac{n}{p} + gn^{2/3} + t \right) \)

2D: \( O\left(\frac{n}{p} + gn^{1/2} + l \right) \)

where \( n \) is the number of grid points, \( p \) is the number of processors, \( g \) characterises the communication throughput and \( l \) is the synchronisation latency of the parallel computer.

The cost of an iteration of unpreconditioned BiCGSTAB is of the same order of magnitude. This means that the capacitance matrix preconditioner increases the cost of a BiSGCTAB iteration only by a constant factor. The great reduction in the number of iterations justifies the small extra cost of preconditioning.

Test Cases

The preconditioner was tried on model and real-life examples, both in two and three dimensions. Two-dimensional examples were solved serially, examples in three
dimensions serially and in parallel.

The serial programs were run on a SUN SPARC workstation; the parallel program was run on several workstations connected via a network. All programs were written in Fortran 77 using double precision arithmetic.

The model problems in two dimensions were derived from the convection-diffusion equations of the form described in Section 2. The coefficients $a$ and $b$ varied in the range $[0, 5]$ with $\varepsilon$ a constant varying between $10^{-7}$ and 1 in different runs. The results presented in Table 1 are for a typical case with $a = 2$, $b = 1$, $\varepsilon = 10^{-6}$. Reduction in residuals by nine orders of magnitude was achieved in each run.

Table 2 contains the number of iterations and runtimes in seconds for a three-dimensional model problem solved sequentially.

Table 3 contains the results of solving a typical model problem in parallel.

### Table 3 3D: Model problem of size $46 \times 19 \times 5$ solved in parallel

<table>
<thead>
<tr>
<th>Processors</th>
<th>Serial (time)</th>
<th>BSP (time)</th>
<th>iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>59</td>
<td>31</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>61</td>
<td>18</td>
<td>3</td>
</tr>
</tbody>
</table>

5 Conclusions

The capacitance matrix preconditioner for nonsymmetric matrices described in this paper has shown encouraging results in comparison with the established way of preconditioning. It possesses good scalability and convergence properties and can be applied to the problems with variable coefficients as well as constant ones.

The new method of preconditioning was designed and tested on problems in two and three dimensions discretised with the five-point upwinding on a regular grid. It is specifically intended for use in parallel computation and it has proved to possess two important qualities — naturally decoupled structure and closeness to the interface operator, resulting in accelerated convergence in many important industrial problems.
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Hybrid Newton-Krylov/Domain Decomposition methods for Compressible Flows

Moulay D. Tidriri

1 Introduction

Newton-Krylov methods have been shown to be very efficient for the solution of compressible flows [CGKT94], [Tid95a]-[Tid96]. On the other hand, domain decomposition methods provide efficient algorithms suitable for the parallel computing environment. In this study we are interested to two important classes of domain decomposition methods. The first class corresponds to the classical Schwarz-based domain decomposition methods. These methods reduce the solution of a given global problem into the solution of local problems and have potential applications on parallel computing environment. The second class is more recent and corresponds to the domain decomposition time marching algorithm [TT94]-[JF96] and [Tid92]-[Tid95b]. This method was introduced initially to solve complex physical problems in which many different phenomenon occur. In this report we study the combination of these two classes of domain decomposition methods with Newton-Krylov matrix-free algorithms.

In the next section we study the first hybrid method. The study of the second hybrid method is performed in section 3. The last section is devoted to some conclusions.

2 First Hybrid Newton-Krylov/Domain Decomposition Methods

Euler Solver

The bidimensional Euler Equations in conservative form are written

\[ W_t + F(W)_x + G(W)_y = 0, \]

where \( W = (\rho, \rho u, \rho v, e)^T, \) \( F = (\rho u, \rho u^2 + p, \rho uv, u(e + p))^T, \) and \( G = (\rho u, \rho uv, \rho v^2 + p, v(e + p))^T. \) In these expressions \( \rho \) is the density, \( u \) and \( v \) are the velocity components,
\( e \) is the internal energy, \( p \) is the pressure defined by \( p = (\gamma - 1)(e - \rho(u^2 + v^2)/2) \), and finally, \( \gamma \) is a constant with \( \gamma \approx 1.4 \) for air. After transforming the variables into the curvilinear coordinates

\[
\tau = t, \quad \xi = \xi(x, y), \quad \eta = \eta(x, y),
\]

we obtain the following set of equations

\[
\tilde{W}_\tau + (\tilde{F})_\xi + (\tilde{G})_\eta = 0, \tag{2.1}
\]

where \( \tilde{W} \) and the contravariant flux vectors, \( \tilde{F} \) and \( \tilde{G} \), are defined in terms of the Cartesian fluxes and the Jacobian determinant of the coordinate system transformation, through \( \tilde{W} = J^{-1} W \), \( \tilde{F} = J^{-1} (\xi W + \xi_x F + \xi_y G) \), \( \tilde{G} = J^{-1} (\eta W + \eta_x F + \eta_y G) \), and \( J = \frac{\partial (\xi, \eta)}{\partial (x, y)} \). An implicit finite volume discretization of the equation (2.1) together with a flux splitting approach yields the following nonlinear system

\[
f(W^{n+1}) = 0. \tag{2.2}
\]

A linearization of first order in time yields the standard defect-correction method

\[
A \delta W^n = b. \tag{2.3}
\]

The different fluxes involved above are computed using Roe’s approximate Riemann solver [Roe81]. In (2.3), the Jacobians are evaluated using Van Leer’s scheme. In the fully implicit form the boundary conditions are implemented through: \( \partial W / \partial \tau = -f_b(W) \). In this case, the CFL number may be adaptively advanced according to: \( \text{CFL}^{n+1} = \text{CFL}^n \cdot \frac{||f(W)||}{||f(W)||^{n-1}} \), where the superscript refers to the iteration in time. For more details we refer to [MBW88] and [Tid95a].

**Description of the Preconditioned Newton-Krylov matrix-free algorithms**

The preconditioned Newton-Krylov matrix-free method [BS90], applied to the fully implicit nonlinear system (2.2), yields the following algorithm

- Define \( \delta W^n_k \), an initial guess.
- For \( k = 0, 1, 2, \cdots \) until convergence do

  \[
  \text{Solve} \quad M^{-1} \frac{f(W^n_k + \epsilon \delta W^n_k) - f(W^n_k)}{\epsilon} = -M^{-1} f(W^n_k). \tag{2.4}
  \]

  \[
  \text{Set} \quad W^{n+1}_k = W^n_k + \delta W^n_k.
  \]

The selection of the parameter \( \epsilon \) is discussed in [Tid95b]. The preconditioner \( M^{-1} \) is constructed using an approximation similar to that used to derive the matrix \( A \) of the defect-correction procedure (2.3). This results in a combined discretization in which
for each linear step (2.4) of the Newton iteration the preconditioner is not derived from the actual higher-order system. Instead, this preconditioner is derived using an approximation of the Jacobian matrix that employs a lower-order discretization in a similar fashion to defect-correction procedure. In this study the preconditioner corresponds to the parallel Schwarz domain decomposition preconditioner which will be described in the next section and the Krylov methods correspond to GMRES [SS86].

Additive and Multiplicative Schwarz methods

Considering an overlapping decomposition of the physical polygonal domain, the multiplicative Schwarz algorithm for the solution of the linear system (2.3) or (2.4) corresponds to:

\[(I - O_I)v = g,\]  \hspace{1cm} (2.5)

with an appropriate \(g\). Above, \(O_I = (I - P_{N_{sd}}) \cdots (I - P_1)\), \(N_{sd}\) is the number of subdomains, and \(P_i = R_i^T A_i^{-1} R_i^T\). \(A_i\) are the local matrices and \(R_i\) are the algebraic restrictions while \(R_i^T\) are the algebraic extensions. The additive Schwarz method corresponds to

\[\sum_{i=1}^{N_{sd}} P_i v = g,\]  \hspace{1cm} (2.6)

with an appropriate \(g\).

Numerical Results

The test problem on which we study the performance of the methodology described above corresponds to a NACA0012 steady transonic airfoil at an angle of attack of 1.25 degrees and a freestream Mach number of 0.8 using the C-grids 128 x 32 cells. All calculations in this section are performed on the same Sparc10 machine. Since we are dealing with different methods which require varying amounts of work at each time step we believe that the CPU time is the only true measure for comparing them. The steady state regime is declared when the nonlinear residual norm reaches a value of (or less than) \(10^{-5}\). The Schwarz-based domain decomposition solver uses the PETSc library that was developed at Argonne National Laboratory [GS93]. In Table 1, we present the iteration count (number of nonlinear iterations) and CPU time (in seconds) for steady transonic flow at convergence using Schwarz algorithms in combination with defect correction procedures. The treatment of the boundary conditions is implicit and the CFL number is equal to 100. In Table 2, we present the iteration count and CPU time (in seconds) for steady transonic flow at convergence using Schwarz algorithms in combination with Newton-Krylov matrix-free methods. The treatment of the boundary conditions is also implicit and the starting CFL number is 30. Comparing the two tables, we observe that the additive Schwarz algorithm combined with Newton-Krylov matrix-free method reduces the CPU time by almost 50\% for the various decompositions studied here, as compared to its combination with defect correction procedures (see [Tid96]).
Table 1  Schwarz methods combined with defect-correction procedures.

<table>
<thead>
<tr>
<th>Decomp</th>
<th>Block Jacobi</th>
<th>Add. Schwarz</th>
<th>Mult. Schwarz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Iter CPU</td>
<td>Iter CPU</td>
<td>Iter CPU</td>
</tr>
<tr>
<td>2 x 2</td>
<td>547 8911</td>
<td>553 11096</td>
<td>566 9123</td>
</tr>
<tr>
<td>4 x 4</td>
<td>540 9114</td>
<td>552 11899</td>
<td>577 9717</td>
</tr>
<tr>
<td>8 x 8</td>
<td>539 11430</td>
<td>546 16215</td>
<td>574 11482</td>
</tr>
</tbody>
</table>

Table 2  Schwarz methods combined with preconditioned Newton-Krylov matrix-free methods.

<table>
<thead>
<tr>
<th>Decomp</th>
<th>Block Jacobi</th>
<th>Add. Schwarz</th>
<th>Mult. Schwarz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Iter CPU</td>
<td>Iter CPU</td>
<td>Iter CPU</td>
</tr>
<tr>
<td>2 x 2</td>
<td>31 5474</td>
<td>31 6102</td>
<td>33 8409</td>
</tr>
<tr>
<td>4 x 4</td>
<td>32 5384</td>
<td>28 5708</td>
<td>30 4759</td>
</tr>
<tr>
<td>8 x 8</td>
<td>32 6594</td>
<td>35 7493</td>
<td>25 4106</td>
</tr>
</tbody>
</table>

3 Second Hybrid Newton-Krylov/Domain Decomposition Methods

Navier-Stokes Equations

Let us consider the compressible Navier-Stokes equations which we formally write either as

\[
\frac{\partial W}{\partial t} + \text{div}[F(W)] = 0 \quad \text{on } \Omega \quad \text{(conservative form)}
\]

or as

\[
\frac{\partial U}{\partial t} + T(U) + D(U) = 0 \quad \text{on } \Omega \quad \text{(non conservative form)}
\]

with \( W = (\rho, \rho v, \rho E) \) and \( U = (\rho, v, \theta) \) as the conservative and nonconservative variables, \( F = F_C + F_D \) as the total flux (convective and viscous part), and \( T \) and \( D \) the convective and viscous terms in the nonconservative form of the Navier-Stokes equations. The problem consists in computing a steady solution of these equations, with boundary conditions

- \( \rho v, \rho E \) given on \( \Gamma_e \) (exterior limit of the domain),
- \( \rho \) given on \( \Gamma_e \cap \{x, v(x) \cdot n \leq 0\} \) (inflow),
- \( v = 0 \) on the body \( \Gamma_b \) (no slip),
- \( \theta = \theta_b \) on the body \( \Gamma_b \).

The strategy discussed below couples a global conservative scheme, defined on the whole domain, and based on a finite volume space discretization [RS88], and a local
approximation, defined in the neighborhood of the body, which is presently based on a mixed Finite Element approximation of the nonconservative Navier-Stokes equations [BGD+89].

The General Coupling Strategy

For coupling external Navier-Stokes equations, with local Navier-Stokes equations, we introduce two domains, a global one $\Omega$, a local one $\Omega_V$ included in $\Omega$, and an interface $\Gamma_i$ (Fig. 1). The global solution $W$ on $\Omega$ and the local solution $U_{loc}$ on $\Omega_V$, which both satisfy the Navier-Stokes equations, are matched by the following boundary conditions, inspired of Schwarz overlapping techniques:

\[
\begin{cases}
W = \text{ given imposed value on } \Gamma_e, \\
n \cdot \sigma(W) \cdot \tau = n \cdot \sigma(U_{loc}) \cdot \tau \text{ on the body } \Gamma_b, \text{ (equality of friction forces)} \\
q(W) \cdot n + n \cdot \sigma(W) \cdot u = q(U_{loc}) \cdot n \text{ on } \Gamma_b, \text{ (equality of total heat fluxes)} \\
v \cdot n = 0 \text{ on } \Gamma_b \\
U_{loc} = 0 \text{ on } \Gamma_b U_{loc} = W \text{ on the interface } \Gamma_i.
\end{cases}
\]

Above, $n, \sigma, n$ and $n, \sigma, \tau$ respectively denote the normal and the tangential force exerted by the body on the flow, with $n$ the unit normal vector to the body oriented towards its interior.

The calculation of $U_{loc}$ and $W$ satisfying the above boundary conditions is then obtained by the time marching algorithm, which was introduced in [TT94]-[JFB96] and [Tid92]-[Tid95b]) and which leads to the following algorithm: **Initialization**

1. Guess an initial distribution of the conservative variable $W$ in the global domain
\[ \Omega ; \]

2. Advance in time this distribution by using the global Navier-Stokes solver on \( N_1 \) time steps, with Dirichlet type boundary conditions on the body \( \Gamma_b \);

3. Deduce from this result an initial distribution of the local variable \( U_{loc} \) on the interface \( \Gamma_i \) and in the local domain \( \Omega_V \);

4. Advance in time this distribution by using the local solver on \( N_2 \) time steps with Dirichlet boundary conditions on \( \Gamma_i \) and \( \Gamma_b \).

**Iterations**

5. From \( U_{loc} \), compute the friction forces \( n \cdot \sigma(U_{loc}) \cdot \tau \) and heat flux \( q(U_{loc}) \cdot n \) on the body \( \Gamma_b \);

6. Advance the global solution in time (\( N_1 \) steps) by using the global Navier-Stokes solver with the above viscous forces as boundary conditions on \( \Gamma_b \);

7. From \( W \), compute the value of \( U_{loc} \) on the interface \( \Gamma_i \);

8. Using this new value as Dirichlet boundary conditions on \( \Gamma_i \), advance the local solution in time (\( N_2 \) steps) and go back to step 5 until convergence is reached.

This algorithm completely uncouples the local and the global problems, which can therefore be solved by independent solvers. A parallel version is also quite possible although it is generally wiser to use parallel solvers within steps 6 and 8.

**Global and Local Solvers**

To solve the global conservative Navier-Stokes equations we use the hybrid finite volume/finite element method in which the convective flux is computed by an Osher approximate Riemann solver. The resulting linear system is solved by a block relaxation method. The local nonconservative Navier-Stokes equations are discretized by mixed finite elements (\( P_1 \) for \( \rho \) and \( \theta \), \( P_1 \) on the subdivided \( P_2 \) grid for the velocity). The resulting nonlinear local system is solved by using the preconditioned Newton-Krylov matrix-free method described in 2 with diagonal preconditioner. We refer to [Tid95a] for more details.

**Numerical Results**

The test problem consists of a two dimensional flow around an ellipse, with 0 angle of attack, \( M_\infty = 0.85 \), Reynolds number = 100, and a wall temperature \( T_W = 2.82T_\infty \). First, we have calculated the Navier-Stokes solution employing the global nonconservative solver alone on a mesh that has 4033 nodes and 7942 elements for the \( P_1 \) grid and 16184 nodes and 32120 elements for the grid \( P_2 \). We then performed a calculation using the coupling algorithm described above on a global mesh that has 1378 nodes and 2662 elements and a local mesh that has 1114 nodes and 4282 elements. On Figure (2) we show a CPU time comparisons of the two calculations which were performed on an Apollo DN 10000. This figure shows the excellent performance of Newton-Krylov matrix-free method used to solve the local model through the domain decomposition time-marching algorithm as compared to its use in the standard approach (see [Tid95a]).
4 Conclusions

In this study we have studied the combination of Newton-Krylov matrix-free algorithms with two classes of domain decomposition methods. In both cases we have given numerical applications to compressible Euler and Navier-Stokes equations that illustrate the performance of the resulting hybrid algorithms.
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Multidomain Finite Elements and Finite Volumes for Advection-Diffusion Equations

M.-C. Ciccoli, R. L. Trotta

1 Introduction

New interface conditions are proposed for domain decomposition methods in the advectively dominated limit of advection-diffusion problems.

Domain decomposition methods are interesting for several reasons. They allow a simplification of the geometry, a reduction of the size of the problems, and the use of different physical and/or numerical models on the different subdomains in order to get a more accurate modelization of the flow. Furthermore DD methods are easily parallelizable.

Unfortunately, DD algorithms that work well for viscosity dominated flows can perform very badly for convectively dominated flows. This is due to the fact that the matching conditions, although mathematically correct, may not respect the hyperbolic limit of the advection-diffusion equation.

The adaptive DD algorithms enforce the appropriate interface condition in respect with the “direction of the wind”. We are interested in the capability of these algorithms to efficiently solve an advection-diffusion equation in view to apply them to the Navier-Stokes equations.

Experiments in this article have been made using two different discretization methods: finite element and finite volume/finite element.

We investigate the properties of the Adaptive Dirichlet Neumann (ADN) and the Adaptive Robin Neumann (ARN) algorithms, proposed by Carlenzoli and Quarteroni [CQ95]. We also study the performances of two new algorithms denoted d-ADN and d-ARN which are damped versions of the ADN and ARN algorithms and have been constructed to improve the convergence of the ADN and ARN algorithms. We will see that the d-ADN and d-ARN algorithms do not get exactly the right solution, but the error they introduce is acceptable for small diffusion coefficient which is the case we are interested in and they converge significantly faster than the ADN and ARN algorithms.
Regarding other recent works on domain decomposition methods for advection-diffusion problems, we mention [NR95], and [TB95]. These two works are made in the framework of finite difference discretizations. In [NR95] A Schur type formulation with outflow boundary conditions using overlapping subdomains decomposition is constructed, while in [TB95] a way to improve the Schwarz algorithm convergence for advection-dominated cases is proposed.

2 The Advection-Diffusion Boundary Value Problem

Let $\Omega$ be a bounded, connected, open subset of $\mathbb{R}^2$ with a Lipschitz continuous boundary $\partial \Omega$ and denote by $\mathbf{n}$ the unit outward normal direction on $\partial \Omega$. Let $\mathbf{b} = \mathbf{b}(x)$ denote the given flow velocity, $\varepsilon = \text{const} > 0$ denote the diffusivity, and $\alpha \geq 0$ the absorption coefficient. Let $\{\partial \Omega^{in}, \partial \Omega^{out}\}$ be a partition of $\partial \Omega$, where

$$
\partial \Omega^{in} = \{x \in \partial \Omega \mid \mathbf{b} \cdot \mathbf{n} < 0\} \quad \text{inflow boundary}
$$

$$
\partial \Omega^{out} = \partial \Omega \setminus \partial \Omega^{in} \quad \text{outflow boundary}.
$$

The scalar steady advection-diffusion boundary value problem consists of finding $u = u(x)$ $\forall x \in \Omega$ such that

$$(AD) \quad \begin{cases}
L_x u := -\varepsilon \Delta u + \text{div}(\mathbf{b}u) + \alpha u = f & \text{in } \Omega \\
u = g & \text{on } \partial \Omega,
\end{cases}$$

where the given body source $f : \Omega \to \mathbb{R}$ and $g : \partial \Omega \to \mathbb{R}$ are prescribed data.

In the advection-dominated regime, i.e. when $\varepsilon \ll 1$ the solution $u$ will vary rapidly in layers of width $O(\varepsilon)$ at the outflow boundary $\partial \Omega^{out}$ and in layers of width $O(\sqrt{\varepsilon})$ across characteristic curves issuing from discontinuous boundary data.

If layers arise, the numerical method may produce oscillatory solution, if this situation is not properly faced, resorting either to a stabilization method, like SUPG, GALS, DW (see [BBF92]) or to an upwind formulation.

DD methods are interesting for such problems because, beyond the classical reasons, the problem can be stabilized only in the subregions where it is necessary.

3 Adaptive DD Methods

To simplify our presentation, we consider a partition of the initial domain $\Omega$ into two nonoverlapping subdomains, $\Omega_1$ and $\Omega_2$. The generalization to several subdomains is straightforward. Let $\Gamma$ be the interface between $\Omega_1$ and $\Omega_2$, $\Gamma = \partial \Omega_1 \cap \partial \Omega_2$. Let $u_i$ be the restriction of $u$ on $\Omega_i$ and $\mathbf{n}_i$ the outward normal unit vector on $\Gamma$.

The multidomain formulation can be obtained by decoupling the resolution in $\Omega_1$ from the resolution in $\Omega_2$, and by assigning properly matching conditions on the interface $\Gamma$. Natural transmission conditions arise from the requirement that $u$ is the solution to the overall problem (hence, in particular, $u$ is sought in a precise functional space), and that $u_k$ must be the restriction of $u$ to $\Omega_k$, $k = 1, 2$. 

For elliptic problems these conditions are the continuity of the solution and the continuity of the flux across the interface $\Gamma$.

The well known Dirichlet/Neumann algorithm (see [BW86] and [MQ89]) assigns, at each iteration of the procedure, a Dirichlet condition to one subdomain and a Neumann condition to the other one.

It works well for viscous flows, but for advection dominated problems can produce at each iteration nonphysical layers because the matching condition may not respect the hyperbolic limit of the advection-diffusion equation. The Dirichlet condition at the outflow, prescribing specific values, can generate artificial layers.

This idea is the basis of the adaptive DD methods proposed by Carlenzoli and Quarteroni in 1993. The first method proposed is the ADN method; in this algorithm, a Dirichlet condition is imposed at the part of the interface (on $\Gamma_i^{in}$) where the “flow is coming in” the domain, inversely a Neumann condition is used where (on $\Gamma_i^{out}$) the “flow is going out of” the domain. The Adaptive Dirichlet/Neumann algorithm starts with $(u_1^0, u_2^0)$ and constructs the iterates $(u_1^k, u_2^k)$ by solving the following problems:

\[
\begin{align*}
L_i u_1^k &= f & \text{in } \Omega_i \\
u_1^k &= \theta u_2^{k-1} + (1 - \theta) u_1^{k-1} & \text{on } \Gamma_i^{in} \\
\frac{\partial u_1^k}{\partial n_1} &= -\frac{\partial u_2^{k-1}}{\partial n_2} & \text{on } \Gamma_i^{out}
\end{align*}
\]

(ADN) \hfill (3.2)

\[
\begin{align*}
L_2 u_2^k &= f & \text{in } \Omega_2 \\
u_2^k &= \theta u_1^k + (1 - \theta) u_2^{k-1} & \text{on } \Gamma_2^{in} \\
\frac{\partial u_2^k}{\partial n_2} &= -\frac{\partial u_1^k}{\partial n_1} & \text{on } \Gamma_2^{out}
\end{align*}
\]

$\theta$ is a relaxation parameter introduced to improve the convergence of the algorithm.

The other adaptive domain decomposition method, ARN, arises from the fact that for advection dominated problems the continuity has to be weakly enforced [Qua90]. Thus, in the ARN algorithm, the Dirichlet condition is replaced by a Robin condition, that means we impose:

\[
\varepsilon \frac{\partial u_1}{\partial n_1} - \mathbf{b} \cdot \mathbf{n}_1 u_1 = -\varepsilon \frac{\partial u_2}{\partial n_2} + \mathbf{b} \cdot \mathbf{n}_2 u_2 \quad \text{instead of} \quad u_1 = u_2 \quad \text{on } \Gamma_i^{in}
\]

The two approaches, ADN and ARN, are equivalent if $\varepsilon \to 0$ and $\Gamma_i^0 = \{ \mathbf{x} \in \Gamma \mid \mathbf{b} \cdot \mathbf{n}_i = 0 \}$ is negligible. For more details on the two algorithms, see [Tro95], [Cic].

The Damped Versions

It is well known that for pure hyperbolic equations (i.e. $\varepsilon = 0$) the boundary conditions have to be given only on the inflow part of the boundary. As far as domain decomposition methods are concerned, one has to give also the transmission conditions, but only on the inflow part of the interface $\Gamma$. But, even in the case $\varepsilon = 0$, the DD algorithms enforce a derivative continuity at the outflow part of the interface. This slows down the convergence rate of the algorithms.

This remark leads to the construction of two new algorithms denoted $d$-ADN (damped ADN) and $d$-ARN (damped ARN) by changing the Neumann condition of the normal derivative continuity into the hyperbolic outflow condition.
Of course, the damped algorithms do not provide exactly the right solution for \( \varepsilon \neq 0 \). In particular, the error between two d-ARN solutions at the interface satisfies the inequality

\[
\int_{\Gamma} \left( b, n_1 - \frac{\varepsilon}{2} \right) (u_1 - u_2)^2 \leq \frac{\varepsilon}{2} \int_{\Gamma} \left( \frac{\partial u_2}{\partial n_2} \right)^2
\]

This error decreases proportionally to \( \varepsilon \) and is, obviously, equal to zero for \( \varepsilon = 0 \).

We are satisfied if the order of the error introduced by the damped formulation is the same as this of the discretization error.

We refer to [Tro96] and [Cic] for a more complete analysis of the errors of the damped methods.

The Discretized DD Algorithms

We do not give extended explanations for the discretizations of the DD algorithms. See [Tro96] for the finite element discretization and to [Cic] for the finite volume/finite element discretization. In the finite element approximation we discretize the advection-diffusion equation using a P1 Galerkin method. In the mixed finite volume/finite element formulation, we use an upwind finite-volume approximation for the convective term and a finite-element approximation using the \( P_1 \) basis function for the diffusive term.

4 Validation on Test Cases

The schemes are implemented on a cluster of an IBM RS/6000 (model 560 and 950) workstations connected by Ethernet, as well as on IBM-9706-SP1 parallel distributed memory machine. We have used both the finite element and finite volume/finite element discretizations.

Extended experiments have been made to test the capability of the adaptive algorithms to solve convection-dominated problems. We refer to [Tro96] and [Cic] for details. We only give here the conclusions we draw from the test cases we computed. We were particularly interested in the dependence of the algorithms on the diffusion parameter \( \varepsilon \), on the mesh size, on the position of the interfaces, on the number of subdomains and on the presence of crosspoints in the decomposition.

We notice that the convergence of the ADN and ARN algorithms does not depend on \( \varepsilon \), when sufficiently small (which are the cases we are interested in). The convergence is also not sensitive to mesh size. On the contrary, the convergence depends on the position of the interface and on the number of subdomains. Such is the general behaviour for all the algorithms.

The choice of the relaxation parameter is very important. In fact a good choice of \( \theta \) can accelerate the convergence rate. An analysis of the best value of \( \theta \) is made in [GGQ]. We observe that, for ADN the number of iterations needed to reach convergence is always lower than for ARN, but for ADN \( \theta \) changes a lot with different problems, \( \varepsilon \), and number of subdomains. On the contrary, for ARN, in the advection dominated cases, the best convergence is always achieved for \( \theta = 1 \), making this method easier to use.
Figure 1  Numerical solution of the thermal boundary layer problem

For the damped algorithms (d-ADN and d-ARN) the convergence depends on $\varepsilon$, even when small. But the number of iterations to reach convergence is quite small, sometimes twenty times lower than this needed with the ADN or ARN algorithms. The d-ARN algorithm has a bit faster convergence than the d-ADN.

On the two following paragraphs we present two test cases to illustrate the behaviour of the algorithms. The first computation uses a finite element discretization, the second a finite volume/finite element discretization.

Thermal Boundary Layer Problem

This classical benchmark problem, undertakes to find the solution of

$$-\varepsilon \Delta u + 2y u_x = 0 \quad \text{on} \quad \Omega = (0,1) \times (0,0.5)$$

with boundary conditions $u = 1$ for boundary sides $x = 0$ and $y = 0.5$, $u = 0$ for boundary side $y = 0$ and $u = 2y$ for $x = 1$. The problem has two zones of large gradient.

We divide the domain in two subdomains:

$\Omega_1 = (0,0.7) \times (0,0.5)$ with $21 \times 41$ uniformly spaced grid points

$\Omega_2 = (0.7,1) \times (0,0.5)$ with $41 \times 41$ uniformly spaced grid points.
We apply ADN, ARN and d-ARN to problem with $\varepsilon = 10^{-4}$, and we obtain the numerical solution plotted in Fig. 1. The number of iteration needed is 14 for ADN ($\theta = 0.83$), 19 for ARN ($\theta = 1$) and 2 for d-ARN ($\theta = 1$).

Unsteady Calculation — Reservoir Problem

In this section, we show how to extend the algorithms to unsteady calculations. We solve the unsteady advection-diffusion equation:

$$\frac{\partial u}{\partial t} - \varepsilon \Delta u + \text{div}(bu) = 0$$

The first-order Euler implicit scheme applied to the previous problem is:

$$\frac{u^{n+1} - u^n}{\Delta t} - \varepsilon \Delta u^{n+1} + \text{div}(bu^{n+1}) = 0$$

or:

$$\frac{u^{n+1} - \varepsilon \Delta u^{n+1} + \text{div}(bu^{n+1})}{\Delta t} = \frac{u^n}{\Delta t}$$

We identify the usual formulation by denoting: $a = \frac{1}{\Delta t}$, $f = \frac{u^n}{\Delta t}$. We apply the DD algorithms at each time iteration.
The test case we present now models the saturation of oil in a porous media. A Dirichlet condition \((u = 1)\) is imposed on the boundary \(y = 0\). On the other sides, homogeneous Neumann conditions are imposed. The initial conditions are:

\[
\begin{aligned}
    u &= 1 & \text{on } y &= 0 \\
    u &= 0 & \text{elsewhere.}
\end{aligned}
\]

For this calculation, the viscosity \(\varepsilon\) is taken equal to \(10^{-4}\). The velocity field at one of the interfaces can be seen on Fig. 2. We observe that the direction of the velocity changes very often at the interfaces. This is a rather difficult test for the Adaptive DD algorithms.

The entire mesh has 101 \(\times\) 101 points. We use a partition in five subdomains. The interfaces are situated at \(x = 0.2, \ x = 0.4, \ x = 0.6, \ x = 0.8\), and are parallel to the flow direction. Seven hundred and ninety two points are situated on the interfaces.

At each time step, the d-ADN algorithm requires seven or eight iterations to reach the \(10^{-4}\) convergence stopping criterion. We refer to [Cic] to have more details on the test case solution. By making this calculation, we wanted to know the behaviour of the Adaptive DD algorithms in a real test case in which the interface treatment is particularly complex. And we observed that the d-ADN algorithm is quite efficient and needs a low and constant number of iterations along the time steps.

5 Conclusion

For advection dominated advection-diffusion problems, adaptive methods are certainly superior, because they take into account the direction of the “wind”.

By looking at the results obtained, we can conclude that the ADN method is not as robust as the ARN, because of the difficulties arising in the choice of the best parameter \(\theta\). But, a theoretical convergence analysis of the ADN algorithm would provide a way to choose the optimal \(\theta\) and ADN could be more efficient than ARN, in terms of number of iterations, when \(\varepsilon\) becomes small. It must be also underlined that ADN performs well even for large \(\varepsilon\). The damped versions of the ADN and ARN algorithms accelerate convergence and reduce very significantly the number of iterations needed for a computation. For problems with sufficiently small diffusion, the d-ADN algorithm will provide a faster convergence. And if a discontinuous solution is acceptable, the d-ARN algorithm seems to be the most suited method.

In the first step, we have tested the performances of these adaptive algorithms on an advection-diffusion model problem to analyze their behaviour.

Several developments of our work are possible. One could be the adaptation of the algorithms to the Navier-Stokes equations and to the coupling of the Euler and Navier-Stokes equations. Another could be the use of adaptive methods as preconditioners. And, of course, the development of a mathematical theory would be very helpful.
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A Funaro-Quarteroni Procedure for Singularly Perturbed Elliptic Boundary Value Problems

M. Garbey, L. Viry, O. Coulaud

1 Introduction

We analyze the Funaro-Quarteroni alternative procedure for the solution of singular perturbation problems. We show that for an appropriate choice of the domain decomposition, one obtains a fast convergent iterative scheme with no relaxation that resolves the boundary layers. The convergence is superlinear with respect to the singular perturbation parameter in the following sense: the amplification factor is \( o(\epsilon) \). We give sharp estimates of the interface position and convergence rates for homogeneous domain decomposition in one dimensional space. This analysis can be generalized in a two dimensional space on a disk ([GVC96]). We extend our results to heterogeneous domain decomposition arising in a simplified model of an electromagnetic problem. Our method has been implemented with finite difference approximations and finite element codes (Modulef).

2 Boundary Layers in One-dimensional Space

**Homogeneous Domain Decomposition**

In this section, we consider a linear second-order singular perturbation problem of the following type:

\[
\begin{align*}
L_\epsilon \phi &= -\epsilon \phi'' + \phi = F \text{ in } \Omega = (0, 1); \\
\phi(0) &= \alpha_0; \quad \phi(1) = \alpha_1.
\end{align*}
\]

(2.1)

\( \epsilon \) is a small positive parameter, \( \epsilon \in [0, \epsilon_0] \) for some \( \epsilon_0 > 0 \). Problems of this type exhibit boundary layers usually at both ends of the interval. This trivial one dimensional problem will be used as a motivation for our method. In order to get fast convergence for the Funaro-Quarteroni iterative solver (F.Q) with no relaxation parameter, the domain decomposition must be properly designed. We restrict ourselves to the case of a single boundary layer in the neighborhood of 1. According to the
asymptotic analysis we should split the domain $\Omega$ into two subdomains $\Omega_{\text{inner}} = (a, 1)$ and $\Omega_{\text{outer}} = (0, a)$ where $a > 0$. $\Omega_{\text{inner}}$ covers the boundary layer at 1 and $\Omega_{\text{outer}}$ covers the domain of validity of the regular approximation. In order to make it easier to get sharp estimates in the maximum norm, we are going to use the finite difference framework. We keep the mesh in each subdomain regular and adapt the domain decomposition to the boundary layer stiffness. This should be very efficient on a parallel computer. Let us denote $h_1$ (respectively $h_2$) the mesh size on $\Omega_{\text{outer}}$ (respectively $\Omega_{\text{inner}}$). Let us denote $L^h_i, i = 1, 2$ the discretized operator that corresponds to $L$. We will also restrict ourselves to the case where we have the same asymptotic order of grid points in each subdomain, i.e

$$h_1 \approx \frac{h_2}{1-a} \approx \frac{1}{N},$$

in order to balance the amount of work in each subdomain.

**Dirichlet-Neumann Scheme**

To solve (2.1), we introduce the following iterative procedure [FQZ88]

$$\begin{cases}
L^h_1 \phi^p_{\text{outer}} = F & \text{in } \Omega_{\text{outer}}, \\
\phi^p_{\text{outer}}(0) = \alpha_0 ; \quad \phi^p_{\text{outer}}(a) = \phi^p_{\text{inner}}(a) \\
L^h_2 \phi^{p+1}_{\text{inner}} = F & \text{in } \Omega_{\text{inner}}, \\
\phi^{p+1}_{\text{inner}}(0) = \alpha_1 ; \quad \frac{\phi^{p+1}_{\text{inner}}(a + h_2) - \phi^{p+1}_{\text{inner}}(a)}{h_2} = \frac{\phi^p_{\text{outer}}(a) - \phi^p_{\text{outer}}(a - h_1)}{h_1}
\end{cases} \quad (2.2)$$

To start the scheme, we impose an artificial boundary condition at point $a$. We use the same finite difference scheme in each subdomain with Dirichlet boundary condition at $a$ in $\Omega_{\text{outer}}$ and Neumann boundary condition at $a$ in $\Omega_{\text{inner}}$.

We will proceed with the analysis of this iterative method in three steps: firstly we define the best interface location between the subdomains, based on a truncation error analysis, secondly we derive from the stability property of the discretized operator the rate of damping of the artificial boundary condition error. Lastly we combine these two results to get an estimate of convergence of the iterative solver to the exact solution of the differential problem (2.1).

The technique of demonstration is quite elementary but uses two types of small parameters: first the space steps $h_1$, second the small singular perturbation parameter $\epsilon$. Our goal is to find the best path in the parameter space $(h_1, \epsilon)$ which provides superlinear convergence and optimal uniform approximation.

**First Step: interface position**

We wish to determine the optimal interface position $a$, which minimizes the maximum error in both subdomains under the constraint that we have the same asymptotic order of mesh points $N$ inside each subdomain. In this part, we neglect the artificial boundary condition error inherent to the Funaro-Quarteroni alternate $(F, Q)$ procedure. This error will be taken care of later on.

Let $\phi_{\text{outer}}$ (respectively $\phi_{\text{inner}}$) be the restriction of $\phi$ to $\Omega_{\text{outer}}$ (respectively $\Omega_{\text{inner}}$).
We define the following errors:

\[ e_{\text{outer}} = \max_{\Omega_{\text{outer}}} |\phi_{\text{outer}} - \phi_{\text{outer}}^h| \]
\[ e_{\text{inner}} = \max_{\Omega_{\text{inner}}} |\phi_{\text{inner}} - \phi_{\text{inner}}^h| \]

A classical centered finite difference scheme applied to \(-\varepsilon u'' + u = f\) with exact Dirichlet boundary conditions gives

\[ e_{\text{outer}} \approx \varepsilon h^2 a^2 \max_{\Omega_{\text{outer}}} |\frac{d^4}{dx^4} \phi| \]

The analysis of the inner subdomain approximation with mixed exact boundary conditions gives two truncation errors, which we should consider in addition to the discretization error of the Neumann boundary condition. We have

\[ e_{\text{inner}} \approx \varepsilon h^2 (1 - a)^2 \max_{\Omega_{\text{inner}}} \left| \frac{d^4}{dx^4} \phi \right| + h^2 \frac{R}{1 - R} \max_{\Omega_{\text{inner}}} \left| \frac{d^2}{dx^2} \phi \right|, \quad (2.3) \]

where \( R = 1 + \frac{t^2}{2\varepsilon} + \frac{2a}{\varepsilon}(1 + \frac{t^2}{2\varepsilon}) \).

We first notice that the truncation errors defined above depend strongly on the property of the solution that we want to approximate in each subdomain.

Let \( \phi_0 \) be the outer expansion of \( \phi \) and \( \Theta(x, \varepsilon) \) be the corrector i.e.

\[ \Theta(x, \varepsilon) = \phi(x, \varepsilon) - \phi_0(x, \varepsilon) \approx \exp(-\eta), \]

in the boundary layer with \( \eta = \frac{1 - \varepsilon}{\varepsilon} \). We show that the truncation error is dominated by the behavior of the corrector as in ([Gar96]).

Secondly we remark that the error in both subdomains is coupled because the Neumann boundary condition for the inner domain is only an approximation of a derivative in the outer domain. Thus we need to compute directly the error between the exact solution of the continuous problem and the formal limit of (2.2) when \( p \to \infty \).

**Lemma 1** Let \( \tilde{\phi} = (\tilde{\phi}_{i,j})_{i=0 \ldots N, j=1,2} \) be the solution of the following linear system.

\[
\begin{aligned}
L^h \hat{\phi}_{i,1} &= F \quad i = 1, \ldots N - 1, \\
L^h \hat{\phi}_{i,2} &= F \quad i = 1, \ldots N - 1, \\
\hat{\phi}_{0,1} &= \alpha_0; \hat{\phi}_{N,1} = \hat{\phi}_{0,2}; \hat{\phi}_{N,2} = \alpha_1, \\
\frac{\hat{\phi}_{i,2} - \hat{\phi}_{i,1}}{h_2} &= \frac{\hat{\phi}_{N,1} - \hat{\phi}_{N-1,1}}{h_1},
\end{aligned}
\]

where \( L^h \phi_i = -\varepsilon \frac{\hat{\phi}_{i+1} - 2\hat{\phi}_i + \hat{\phi}_{i-1}}{h} + \phi_i \).

Let \( M \) be the composite grid \( M = M_{\text{outer}} \cup M_{\text{inner}} \), with

\[
\begin{aligned}
M_{\text{outer}} &= \{x_{i,1} = i(\frac{1}{N}); i = 0 \ldots N\} \\
M_{\text{inner}} &= \{x_{i,2} = a + i\left(\frac{1-a}{N}\right); i = 0 \ldots N\}
\end{aligned}
\]

Let us suppose that \( N^{-1} \approx \sqrt{\varepsilon} \delta \) with \( \delta \gg 1 \) and \( \| \cdot \|_{\infty} \) be the maximum norm on the composite grid \( M \).

Under the previous hypothesis concerning the discretization and approximation of the operators in each subdomain, \( \| \phi - \tilde{\phi} \|_{\infty} \) is asymptotically minimum when

\[ 1 - a \sim \sqrt{\varepsilon} \log(\varepsilon^{-2}) \]
• second step: Damping of artificial boundary errors

The convergence of the method depends essentially on the way an error which is introduced at the artificial interface propagates inside the subdomain.

In [Gar96] it is shown that we may have fast convergence with relatively small overlap even if we apply the straightforward Schwarz alternate procedure with Dirichlet boundary conditions. We will prove that the F.Q procedure may also have fast convergence and that the choice of boundary conditions is critical.

Let us consider the F.Q iterative procedure applied to the following homogeneous problem:

$$\begin{align*}
L_i^0 e_{0,i}^P &= 0; \\
N_1^0 e_{0,1}^P &= 0; \\
N_2^0 e_{0,2}^P &= 0;
\end{align*}$$

with a domain decomposition given by (Lemma 1), i.e. $b = 1 - a \approx \sqrt{\epsilon \log \epsilon^{-1}}$. The discretized operator satisfies a maximum principle and we can show that:

$$|e_{0,1}^P| = |e_{N,1}^{P+1}| \geq \max_{i=0,\ldots,N-1}|e_{i,1}^P|$$

and

$$|e_{0,2}^P| \geq \max_{i=0,\ldots,N}|e_{i,2}^P|.$$  

We will call damping factor a real $\xi$ such that: $|e_{0,2}^{P+1}| \leq \xi |e_{0,2}^P|$, $\forall P$.

**Lemma 2** Let $\phi^{P}_{\text{outer}}$ and $\phi^{P}_{\text{inner}}$ defined by the iterative scheme:

$$\begin{align*}
L^1 \phi^{P}_{\text{outer}} &= F \text{ in } \Omega_{\text{outer}}; \\
\phi^{P}_{\text{outer}}(0) &= \alpha_0; \\
L^2 \phi^{P+1}_{\text{inner}} &= F \text{ in } \Omega_{\text{inner}}; \\
\phi^{P+1}_{\text{inner}}(0) &= \alpha_1; \\
\frac{\phi^{P+1}_{\text{inner}}(a + h_2) - \phi^{P+1}_{\text{inner}}(a)}{h_2} &= \frac{\phi^{P}_{\text{outer}}(a) - \phi^{P}_{\text{outer}}(a - h_1)}{h_1}.
\end{align*}$$

Let $a$ be the interface position between the subdomains such that $1 - a \approx \epsilon^{1/2} \log \epsilon^{-1}$. Suppose that $N^{-1} \approx \epsilon^{1/2} \delta$, with $\delta \gg 1$. Then the amplification factor of the iterative scheme is:

$$\xi \approx \delta^{-1}.$$  

• third step: Convergence to the solution of the ODE problem and uniform approximation

**Theorem 1** Let $\phi$ be the solution of the Dirichlet problem

$$L[\phi] = -\epsilon \phi + \phi = F; \quad \phi(0) = \alpha_0, \quad \phi(1) = \alpha_1$$

Let

$$\phi^P = \begin{cases} 
\phi^{P}_{\text{outer}} & \text{on } M_{\text{outer}} \\
\phi^{P}_{\text{inner}} & \text{on } M_{\text{inner}}
\end{cases}$$

Let $\| \cdot \|_\infty$ be the maximum norm on the composite grid $M_{\text{outer}} \cup M_{\text{inner}}$.

Let us suppose that:

$$N^{-1} \approx \sqrt{\epsilon \delta}, \quad b \approx \sqrt{\epsilon \log(\epsilon^{-2})} \quad \text{with} \quad \delta \gg 1$$

Then

$$\| \phi - \phi^P \|_\infty \leq C(\xi^P + \epsilon \delta),$$

with

$$\xi \approx \delta^{-1}.$$
Neumann-Dirichlet Scheme

We are going to show that the choice of the boundary conditions at the artificial interface is critical. Let us consider now the F.Q method with Neumann boundary condition at \( a \) in \( \Omega_{outer} \) and the Dirichlet boundary condition at \( a \) in \( \Omega_{inner} \). The scheme gives:

\[
\begin{align*}
L^{h_1} \phi_{outer}^p &= F \quad \text{on} \quad \Omega_{outer}, \\
\frac{\phi_{outer}^{p+1}(a) - \phi_{outer}^p(a - h_1)}{h_1} &= \frac{\phi_{inner}^p(a + h_2) - \phi_{inner}^p(a)}{h_2} \quad ; \quad \phi_{outer}^p(0) = c_0, \\
L^{h_2} \phi_{inner}^p &= F \quad \text{on} \quad \Omega_{inner}, \\
\phi_{inner}^p(1) &= a_1; \quad \phi_{inner}^p(a) = \phi_{outer}^p(a). 
\end{align*}
\]  

(2.4)

To start the scheme, we impose an artificial boundary condition at point \( a \). We show that the best choice for the interface position in terms of accuracy is \( 1 - a \approx \sqrt{\epsilon} \log \epsilon^{-1} \) since the formal limit of (2.4) is identical to the formal limit of (2.2). However, this procedure is then highly unstable:

**Theorem 2** Let us assume that \( h_1 \gg h_2 \) and \( h_1 \gg \sqrt{\epsilon} \). Then the amplification factor of the iterative procedure satisfies \( \xi \sim \frac{h_1}{h_2} \) and the F.Q procedure with no relaxation is highly unstable.

With the same principle as below, we proved that we obtain a fast convergence with a good approximation on problems having different operators for each subdomain with the Neumann-Dirichlet scheme. Therefore we found the F.Q. algorithm very interesting for singularly perturbed transmission problems for which the overlapping domain decomposition technique does not be used.

**Heterogeneous Domain Decomposition**

In this section, we consider a linear second-order transmission problem of the following type:

\[
\begin{align*}
L_1 \phi = -\epsilon \phi'' + \phi &= F \quad \text{in} \quad \Omega_1 = (0, A); \\
L_2 \psi &= \psi'' = G \quad \text{in} \quad \Omega_2 = (A, 1); \\
\phi(A) &= \psi(A); \quad \phi'(A) = \psi'(A); \\
\phi(0) &= 0; \quad \psi(1) = 0. 
\end{align*}
\]  

(2.5)

\( \epsilon \) is a small positive parameter, \( \epsilon \in [0, \epsilon_0] \) for some \( \epsilon_0 > 0 \). In addition we assume the compatibility condition that all derivatives of \( F \) vanish in \( 0 \). This very simple model is introduced to study the convergence of an heterogeneous domain decomposition based on the F.Q method. We observe that the domain decomposition is dictated by the definition of the transmission problem and that there is no overlap of the subdomains on \( A \).

**Asymptotic Analysis**

We studied the boundary layer of (2.5) in ([DLTO+96]) and observed that it is a singular perturbation problem with a weak layer of \( \sqrt{\epsilon} \) thickness located to the left of \( A \).
First Numerical Procedure

The asymptotic analysis suggests that the computation domain should be split into three subdomains \( \Omega_1 = (O, B) \), \( \Omega_2 = (B, A) \) and \( \Omega_3 = (A, 1) \) where the intermediate subdomain is used to resolve the boundary layer. We assume that \( F \) vanishes in the neighbourhood of 0 and that the space step \( h_i \) for each subdomain satisfies the asymptotic relation \( h_1 \approx \frac{h_3}{A-B} \approx h_3 \approx \frac{1}{N} \). with \( b = A - B \ll 1 \).

We are going to study the heterogeneous \( F, Q \) procedure for such problem. According to the previous analysis, we adopted the \( F, Q \) procedure with the D-N boundary conditions to resolve the layer and with the N-D boundary conditions to resolve the transmission problem. The iteration procedure is as follows:

\[
\begin{aligned}
L_1^h \phi^p &= F \text{ in } \Omega_1; \\
\phi^p(0) &= \phi^p_1(h_1) ; \quad \phi^p(B) = \phi^p_2(B) ; \\
L_2^h \psi^p &= G \text{ in } \Omega_2; \\
\psi^p(A) &= \phi^p_2(A) ; \quad \psi^p(1) = 0 ; \\
L_3^h \phi^{p+1} &= F \text{ in } \Omega_3; \\
\phi^{p+1}_2(B + h_2) - \phi^{p+1}_2(B) &= \frac{\phi^p(B) - \phi^p(B - h_1)}{h_1} ; \\
\phi^{p+1}_2(A) - \phi^{p+1}_2(A - h_2) &= \frac{\psi^p(A + h_3) - \psi^p(A)}{h_3} .
\end{aligned}
\tag{2.6}
\]

The proof of convergence of this scheme is very similar to that of the previous section. It can be proved that:

**Lemma 3** Let \( (\tilde{\phi}, \tilde{\psi}) \) with \( \tilde{\phi} = (\tilde{\phi}_{i,j})_{i=0...N,j=1,2} \) and \( \tilde{\psi} = (\tilde{\psi}_i)_{i=0...N} \) be the solution of the linear system that is the formal limit of (2.6) when \( p \to \infty \). Let \( M \) be the composite grid \( M = M_1 \cup M_2 \cup M_3 \), with

\[
\begin{aligned}
M_1 &= \{x_{i,1} = i(\frac{B}{N}); i = 0...N\} \\
M_2 &= \{x_{i,2} = B + i(\frac{A-B}{N}); i = 0...N\} \\
M_3 &= \{x_{i,2} = A + i(\frac{1-A}{N}); i = 0...N\} \\
\end{aligned}
\]

Let us suppose that \( N^{-1} \approx \sqrt{\epsilon} \delta \), with \( \delta \gg 1 \). Let \( \| \cdot \|_\infty \) be the maximum norm on the composite grid \( M \).

Under the previous hypothesis concerning the discretization and approximation of the operators in each subdomain, \( \max(\| \phi - \tilde{\phi} \|_\infty, \| \psi - \tilde{\psi} \|_\infty) \) is asymptotically minimum when \( b = A - B \approx \sqrt{\epsilon} \log(\epsilon^{-1}) \).

**Proof:** see ([DLTO+96])

We have then the following convergence property of the iterative scheme (2.6),

**Lemma 4** Let \( B \) be the interface position defined as in Lemma 3. Suppose that \( N^{-1} \approx \epsilon^{1/2} \delta \), with \( \delta \gg 1 \). Then the amplification factor of the iterative scheme is:

\[\xi \approx \delta^{-1}.\]
Proof: We only need to look at the following homogeneous problem,

\[
\begin{cases}
L^h e_i^P = 0 \text{ in } \Omega_1; \\
e_1^P = e_0^P; \quad e_{N,1}^P = e_0^P; \\
L^h e_i^P = 0 \text{ in } \Omega_2; \\
e_0^P; \quad e_{N,i}^P = 0; \\
L^h e_{i+1}^P = 0 \text{ in } \Omega_2; \\
e_{N,1}^P - e_{N-1,1}^P; \\
e_{N,2}^P - e_{N-1,2}^P; \\
h = e_{N,3}^P; \quad e_{N,3}^P = 0.
\end{cases}
\] (2.7)

We obtain for the first subdomain: \( e_{i,1}^P = e_{N,1}^P R_{i-1}^P + R_{i-1}^F, \forall i \),

with \( R = 1 + \frac{h^2}{2} + \frac{h^4}{8} \sqrt{1 + \frac{h^2}{2}} \approx \delta^2 \). We have then

\[ e_{i,1}^P \leq e_{N,1}^P, \forall i < N. \]

For the second subdomain, we have \( e_{i,3}^P = \frac{N-1}{N} e_{0,3}^P \), and then \( e_{i,N}^P \leq e_{0,3}^P \).

And for the third subdomain:

\[ e_{i,2}^P = h e_{0,2}^P \left( \frac{R_{i-N+1}^P}{(R_s - 1)(R_{N+1}^P - R_{N}^P)} + \frac{R_{N-1-i}^P}{(R_s - 1)(R_{N-1}^P - R_{-N}^P)} \right) \]

\[ -h e_{0,3}^P \left( \frac{R_{i}^P}{(R_s - 1)(R_{N}^P - R_{N-1}^P)} + \frac{R_{i-1}^P}{(R_{s-1} - 1)(R_{N+1}^P - R_{N}^P)} \right), \]

where \( R_s = 1 + \frac{h^2}{2} + \frac{h^4}{8} \sqrt{1 + \frac{h^2}{2}} \).

Using \( R_s - 1 \approx \frac{h^4}{8} \), we obtain then

\[ e_{0,2}^P \approx \delta^{-1} e_{0,2}^P + 2\varepsilon \exp \left( -\frac{h}{\sqrt{e}} \right) e_{0,2}^P \]

\[ e_{N,2}^P \approx \varepsilon e_{N,2}^P + 2\varepsilon \exp \left( -\frac{h}{\sqrt{e}} \right) e_{N,2}^P. \]

We conclude that the amplification factor of the method is then asymptotically \( \delta^{-1} \).

Combining Lemma 3 and Lemma 4 we have finally,

**Theorem 3** With the notations defined above, we have:

\[
\max(\| \phi - \phi_P^0 \|_\infty, \| \psi - \psi_P^0 \|_\infty) \leq C(\xi \varepsilon + \delta^2), \quad \text{with} \quad \xi \sim \delta^{-1}.
\]

Proof: The proof is a straightforward application of Lemma 3 and Lemma 4.

**Composite Method: Schwarz and F.Q.**

Let us use now the *Schwarz alternate procedure* to solve the layer. We keep the F.Q scheme with N - D boundary conditions, solving for the transmission condition in A.

We restrict ourselves to an overlap minimum i.e one cell of step \( h \), between \( \Omega_1 = [0,a] \) and \( \Omega_2 = [b,1] \) (with \( 0 < b < a < 1 \)).

Furthermore, to simplify the demonstration, we impose that the grids of the subdomains \( \Omega_1 \) and \( \Omega_2 \) coincide at the boundary points.

It can be proved that \( \max(\| \phi - \phi_P \|_\infty, \| \psi - \psi_P \|_\infty) \) is asymptotically minimum when
$A - b \approx \sqrt{\tau \log(e^{-1})}$

We have then the following convergence property of the iterative scheme.

**Lemma 5** Let $B$ the interface position defined above. Suppose that $N^{-1} \approx \epsilon^{1/2} \delta$, with $\delta \gg 1$. Then the amplification factor of the iterative scheme is:

$$\xi \approx \sqrt{\tau \log(e^{-1})} \delta$$

Combining these results, we have finally.

**Theorem 4** With the notations defined above, applying the F.Q and Schwarz mixed method, we have:

$$\max(\|\phi - \phi^p\|_\infty, \|\psi - \psi^p\|_\infty) \leq C(\xi^p + \epsilon \delta^2), \quad \text{with} \quad \xi \sim \delta \epsilon \log e^{-1}$$

### 3 Boundary Layers in Two-dimensional Space

Applying some comparison lemmas, we can extend all previous results obtained in a one dimensional space to a two dimensional space with strip domain decomposition. We referred to preprint ([GVC96]) for the detailed of the analysis. We have also applied them to a two dimensional singular perturbed transmission problem that arises in electromagnetic theory [Cou92]. The model is as follows:

$$
\begin{aligned}
-\epsilon \Delta u + a(r, \theta) u &= 0 \text{ on } \Omega_1 = ]0, A[ \times ]0, 2\pi[, \\
-\Delta u &= j(r, \theta) \text{ on } \Omega_2 = ]A, 1[ \times ]0, 2\pi[, \\
u_-(A) &= u_+(A); u_-(A) = u_+(A); \\
u(R_\infty, \theta) &= 0 \text{ for } \theta \in (0, 2\pi),
\end{aligned}
$$

where $\Omega_1$ is a disk of radius one, $\Omega_2$ is a ring for $r \in (1, R_\infty)$; typically $j$ represents the current density in the inductor, $\Omega_1$ is the domain of the liquid metal, $\Omega_2$ is the
domain with no conduction, and the boundary layer in Ω₁ corresponds to the well known skin effect. This problem has then been numerically efficiently solved using three subdomains with regular finite difference meshes inside each subdomain, and a very large aspect ratio of the mesh width between the subdomains according to our a priori analysis. The method can then be parallelized at various levels but it is still useless since our test case is a small academic problem. Figure1 shows the solution in domain Ω₁ with the domain decomposition that corresponds to the regular part and the boundary layer. Figure2 shows the global solution. We have also tested our method with finite element discretization and unstructured grids using modulef [BPA88]; we keep the radius of the elements per subdomain asymptotically equivalent to the space grid used on the finite difference scheme and find good agreement.
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One-level Krylov-Schwarz Domain Decomposition for Finite Volume Advection-diffusion

P. Wilders and G. Fotia

1 Introduction

We consider the two-dimensional advection-diffusion equation discretized with cell-centered finite volumes and the trapezoidal time integration scheme. Several aspects of Krylov-Schwarz domain decomposition will be discussed. The name Krylov-Schwarz refers to methods in which Schwarz domain decomposition is used as a preconditioner for a Krylov subspace method, see the preface of [KX95].

Our interests in domain decomposition are more practical than theoretical. Our goals are towards solving large-scale 'real-life' problems. As such, it is important to work with a method that is not too difficult to implement. One-level Schwarz methods belong to this class. Our attention is drawn by nonoverlapping Schwarz methods (sometimes called Schwarz with minimal overlap), because the use of nonoverlapping subdomains facilitates the implementation. Of course, there is a price to be paid; the number of ddm-iterations will grow if the number of subdomains increases. With a two-level method this might be improved. However, it is not easy to formulate and implement the coarse grid correction. In a parallel environment it is even an open question whether the elapsed time will actually go down if a coarse grid correction is included. Moreover, we are dealing with a time-dependent problem and there is some evidence, see [Cai91], that the behaviour of one-level methods is quite acceptable in this case. Our numerical experiments will confirm this statement to some extent.

In this paper the emphasis is on the description and performance of the domain decomposition iteration. We can only briefly touch upon our experiences with the present method for solving practical problems on parallel computers. We refer the interested reader to [VWMF96] for details on this issue.

The outline of this paper is as follows: Section 2 describes the equations and
the discretization. In Section 3 we formulate the interface equations, which establish a reduction of the Schwarz-preconditioned system to a small set of equations involving interface variables only. Section 4 describes our main field of application, single phase tracer flow in a porous medium. In Section 5 we present some numerical results concerning the scalability properties of the ddm-iteration. Finally, Section 6 draws some conclusions and makes some remarks concerning future research.

2 Equations and Discretization

We consider a scalar conservation law of the form

\[ \frac{\partial c}{\partial t} + \nabla \cdot [ve - D \nabla c] = 0, \quad x \in \Omega \subseteq \mathbb{R}^2, \quad t > 0. \tag{2.1} \]

The coefficients \( v \), \( \nu \) and \( D \) are time-independent. We are interested in the advection-dominated case, i.e., the diffusion tensor \( D \) depends on small parameters. For the spatial discretization we employ the cell-centered finite volume method. This leads to the semi-discrete system

\[ M \frac{dc}{dt} = Bc. \tag{2.2} \]

\( M \) is a diagonal matrix, containing the cell values of the coefficient \( \nu \) multiplied with the area of the cell.

\( B \) is a sparse matrix with nonzero entries at places defined by the molecule of the discretization; for simple discretizations \( B \) is a constant matrix. In order to be able to capture regions with high gradients, advanced nonlinear approximations of the advection terms are often needed, involving sensors and switch functions or limiters. In such a case the entries of \( B \) depend on \( c \). We assume that \( B \) is a differentiable function of \( c \), which enables us to reach the highest level of time accuracy. We set

\[ J = \frac{\partial Bc}{\partial c}. \tag{2.3} \]

For the time-discretization of (2.2) we employ the linearly implicit trapezoidal rule in delta- or incremental formulation, i.e.,

\[ \left( \frac{M}{\tau_n} - \frac{1}{2}J^n \right) \delta^n = (Bc)^n, \quad \delta^n = c^{n+1} - c^n. \tag{2.4} \]

Here, \( \tau_n \) denotes the time step. The scheme is second-order accurate in time.

Omitting indices, (2.4) is denoted with

\[ A\delta = b, \quad A = \frac{D}{\tau_n} - \frac{1}{2}J^n, \quad b = (Bc)^n. \tag{2.5} \]

The purpose of this paper is to discuss the iterative solution of (2.5) by means of an one-level Krylov-Schwarz domain decomposition method with ILU-preconditioned Bi-CGSTAB for the inversion of the subdomain problems.
3 The Interface Equations

The domain $\Omega$ is divided into $p$ nonoverlapping subdomains $\Omega_q$, $q = 1, \ldots, p$. The interfaces between the subdomains are an ensemble of some edges of the cells of the finite volume mesh. The nodal points are in the center of the cells (cell-centered finite volumes) and this means that there are no nodal points on the interfaces between subdomains. The set of nodal points is denoted with $z_i$, $i \in I$. Define the disjunct index sets $I_q$ such that $i \in I_q$ if $z_i \in \Omega_q$. We may partition the matrix $A$ according to these index sets and next define the block Jacobi iteration matrix $N$. For the sake of simplicity we take $p = 2$ (two subdomains) and in this case there holds

$$
A = \begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{bmatrix}, \quad N = \begin{bmatrix}
A_{11} & 0 \\
0 & A_{22}
\end{bmatrix}.
$$

(3.6)

The block Jacobi matrix $N$ is put forward as the preconditioner, i.e. we consider

$$
N^{-1}A\delta = N^{-1}b.
$$

(3.7)

It is well-known, e.g. see [SBG96], that nonoverlapping additive Schwarz and block Jacobi, such as presented above, present identical preconditioners.

In classical substructuring or Schur complement methods the final equations to be solved are formulated in terms of the unknowns associated with nodal points on the interfaces. It is known and used for theoretical purposes that some of the substructuring methods allow for a formulation as a Schwarz method, see [SBG96] and quoted references. It is also possible to go the other way around and to reduce the Schwarz system (3.7) to a smaller set of equations. This has some practical advantages, e.g. the memory requirements (put forward by GMRES) are minimized and the parallel implementation is easier, see [VWM96]. In the remainder of this section we will briefly describe the main idea behind the reduction, further details may be found in [BW95].

Interface cells are defined as those cells of the finite volume mesh of which the discretization molecule crosses one or more interfaces between subdomains. All other cells are called interior cells. In Figure 1 the interface cells are sketched in the case of a structured quadrilateral finite volume mesh with a 9-point discretization molecule. Figure 2 does the same for an unstructured triangular finite volume mesh with a 10-point discretization molecule. Variables associated with nodal points from the interface

**Figure 1** Interface cells, 9-point molecule, quadrilaterals.

**Figure 2** Interface cells, 10-point molecule, triangles.

cells are called interface variables and all other variables are called interior variables.
With \( \alpha \) we denote the vector of interface variables, with \( \beta \) the vector of interior variables, and we partition the vector \( \delta \) of unknowns accordingly, i.e. \( \delta = [\alpha, \beta]^T \). Let \( R = [I \ 0] \) and \( Q = [0 \ I] \) be the restriction matrices mapping \( \delta \) to \( \alpha \), respectively \( \delta \) to \( \beta \); \( R^T \) and \( QT \) are the corresponding trivial injection matrices.

Now, let \( \delta \) be arbitrary and set \( \alpha = R\delta, \beta = Q\delta \). The block Jacobi matrix \( N \) and the original matrix \( A \) are identical for rows corresponding to interior cells. This means that

\[
(N - A)Q^T \beta = 0, \quad (N - A)\delta = (N - A)R^T \alpha .
\]

As a consequence (3.7) is equivalent with

\[
\begin{bmatrix}
  P & 0 \\
  T & I
\end{bmatrix}
\begin{bmatrix}
  \alpha \\
  \beta
\end{bmatrix} =
\begin{bmatrix}
  g \\
  h
\end{bmatrix},
\]

with

\[
P = RN^{-1}AR^T, \quad T = QN^{-1}AR^T, \quad g = RN^{-1}b, \quad h = QN^{-1}b.
\]

From (3.9) we see that (3.7) can be reduced to the interface equations

\[
P\alpha = g.
\]

GMRES is applied to the reduced system (3.10).

The interface equations (3.10) have been described starting from a basic situation. Generalizations are possible, see [BW95]. Here, we only mention that vertex-centered finite volumes can be treated as well. It suffices to double the unknowns on the interfaces and to augment the system (2.5) similar to [Tan92].

It can be shown that there is equivalence between the interface equations (3.10) and a certain preconditioned Schur system, see [WB96]. The Schur system encountered here is of a more general type than the one encountered in the classical substructuring method. Similar equivalence properties have been established in [BW89], [CG92].

4 Tracer Flow in a Porous Medium

Modeling of two-component single-phase miscible flow is an important issue in reservoir engineering, e.g. see [Ewi83], [Lak89], both per se or as a step towards understanding the numerical properties of more complex multi-phase and multi-component models. The mathematical model describing incompressible miscible flow consists of the transport equation (2.1) for the concentration of the solvent coupled with an elliptic equation for the pressure:

\[
-\nabla.(a\nabla p) = 0, \quad x \in \Omega, \quad t > 0.
\]

Darcy’s law states that the advective velocity \( v \) in (2.1) can be obtained from \( v = -a\nabla p \).
In the case of tracer flow the coefficient $a$ in (4.11) does not depend on the concentration and/or time and the Darcy velocity is computed only once. Our numerical experiments concern a tracer flow. There holds $a = k/\mu$ with $k(x)$ the permeability of the reservoir and $\mu$ the viscosity. In the computations we have used strongly heterogeneous real-life permeability data provided by Agip S.p.A.

In [FQ96] it has been argued that a convenient numerical approximation can be based upon a triangular mixed finite method for (4.11) combined with a cell-centered unstructured finite volume approach for the transport equation (2.1), using the same grid. We employ the linear Brezzi-Douglas-Marini (BDM) element with piecewise constant pressure, e.g., see [BF92]. A variant of the JST-scheme, [JM86], [WFM94], has been adopted for the approximation of the advective terms. The JST-scheme is a central scheme stabilized with a nonlinear artificial dissipation term containing both harmonic and biharmonic operators. The scheme has originally been developed for the solution of nonlinear hyperbolic equations with emphasis on capturing shock fronts and high gradient internal layers with a moderate level of numerical diffusion, see [JST81].

**Figure 3** Velocity field.

**Figure 4** Concentration at .6 PVI.

Our test problem is the quarter of five-spots, a square region with an injection well in the lower left corner and a production well in the upper right corner. In Figure 3 we present the computed velocity field. Figure 4 shows the computed concentration: a front is moving from the injection well to the production well and the wiggles along some horizontal parts of the contour lines are caused by the plotting procedure. A maximal Courant number of $O(40)$ was used in the transport solver. Further physical details can be found in [WFM94]. Both figures illustrate nicely the complexity due to heterogeneity and it shall be clear that fine grids are indispensable in this type of applications.
5 Numerical Results

The square region $\Omega$ is divided into $p$ equal sized block shaped subdomains. We fix the number of unknowns $N$ in each subdomain, i.e. $N = 3200$. The total size $n$ of the discrete problem is $n = pN$, i.e. $n$ is growing linearly with the number of subdomains. In a parallel context this is called a memory constrained scaling methodology. Increasing the number of subdomain implies a decreasing spatial grid size and in such a case it is important to take application parameters into account. From the theory of hyperbolic difference schemes it is well-known that the Courant number is the vital similarity parameter and, therefore, we scale such that Courant numbers are fixed. This means that both the spatial grid size and the time-step $\tau$ will change if the number of subdomains varies. Domain decomposition methods are not studied often in such a context. Normally, the total size $n$ of the discrete problem is fixed. Nevertheless, questions related to a growing problem size are important if the goal is to use a distributed parallel environment for enlarging the size of the problems treated.

Let us consider a single time step. With $M_p$ we denote the number of matrix-vector multiplications with the matrix $R$ from the interface equation (3.10). There holds $M_p = O_p + 1$, with $O_p$ the number of GMRES ddm-iterations (outer iteration). The subdomain problems are solved iteratively with ILU-preconditioned Bi-CGSTAB (inner iteration). With $I_p(k)$ we denote the number of inner iterations in the $k$-th matrix-vector multiplication and with $\bar{I}_p$ the average number of such iterations, i.e.

$$\bar{I}_p = \frac{1}{M_p} \sum_{k=1}^{M_p} I_p(k).$$

Table 1 presents the measured $O_p$ and $\bar{I}_p$, averaged over the full time interval. The number of ddm-iterations is moderate and increases at an acceptable rate if the number of subdomains grows. It should be remarked, that the overlap parameter $H/h$ is a constant in Table 1 as a consequence of the scaling procedure. ILU-preconditioned Bi-CGSTAB turns out to be very effective, which confirms earlier investigations done in [WFM94].

<table>
<thead>
<tr>
<th></th>
<th>$p = 4$</th>
<th>$p = 9$</th>
<th>$p = 16$</th>
<th>$p = 25$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O_p$</td>
<td>10.1</td>
<td>10.8</td>
<td>12.5</td>
<td>13.1</td>
</tr>
<tr>
<td>$\bar{I}_p$</td>
<td>2.6</td>
<td>3.4</td>
<td>3.9</td>
<td>4.5</td>
</tr>
</tbody>
</table>

Let $T_1$ denote the elapsed time per time step on a sequential computer. The final effect of the numbers found in Table 1 can be measured by means of the normalized
sequential time $T_i/p$. The results can be found in Table 2. The loss of performance, caused by a degrading numerical efficiency, is quite moderate.

Table 2 $T_i/p$, the normalized sequential time per time step.

<table>
<thead>
<tr>
<th></th>
<th>p=4</th>
<th>p=9</th>
<th>p=16</th>
<th>p=25</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>.63</td>
<td>.71</td>
<td>.87</td>
<td>.93</td>
</tr>
</tbody>
</table>

6 Final Remarks

One-level nonoverlapping Schwarz is one of the easiest to implement domain decomposition preconditioners. We have investigated the method for time-dependent advection-diffusion and the performance turns out to be satisfactory for practical purposes. The number of ddm-iterations, found in Table 1, is still somewhat high. A more advanced preconditioner, like adaptive Robin-Neumann, will certainly lead to an improvement at this point.
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Optimization of Flexible Coupling in Domain Decomposition for a System of PDEs

H. T. M. Van Der Maarel and A. W. Platschorre

1 Introduction

Domain decomposition (DD) may be applied to boundary-value problems for various reasons, ranging from the wish to solve the discretized problem on a (massively) parallel machine or a cluster of scalar machines, to the necessity to use different mathematical or numerical models in different parts of the domain of definition, or the need of a flexible modeling technique on complex domains. In any case, the performance of domain decomposition methods is of utmost importance. For an application running on a parallel architecture, computing time may be duly saved, in spite of the overhead imposed by the domain decomposition method. The performance of a DD method becomes especially a factor of importance when such a method is to be used in a non-parallel environment. In that case there is no gain in wall-clock time for the method, which could compensate for the method’s overhead. Then, the benefits of possible gain in modeling-flexibility or possibly a higher accuracy of results obtained with a DD method, must compensate for the DD method’s overhead cost.

In the present paper we report on the optimization of a flexible coupling technique for a system of PDEs.

Optimization of Interface Conditions

We consider a two-grid DD method for a system of partial differential equations. For our analysis the domain of definition is divided into two disjoint subdomains, on each of which a subproblem is defined. The subproblems are artificially decoupled. The coupling between the subproblems, such that the substructured problem becomes equivalent to the original problem, is restored in the iteration scheme applied on the level of the subproblems. The convergence of this iteration scheme and hence the performance of the DD method, depends strongly on the equations (interface conditions) that are used to restore the coupling of the subproblems. The proposed
method features the optimization of a set of parameters which appear in the interface conditions. Optimization is considered w.r.t. the convergence rate of the additive Schwarz method used in the subproblem iteration scheme.

The Generalized Schwarz Coupling and Convergence

A flexible coupling mechanism is obtained by introducing a set of free parameters in the interface conditions. An optimal set of values for the parameters in a given problem is obtained when the best convergence rate of the subproblem-iteration, over all possible values that these parameters can take, is achieved. The optimal values depend on the specific problem at hand, as well as on the choices made for the substructuring, the discretization used to obtain a set of algebraic equations and the iteration scheme on the level of subproblems to solve this set of equations.

Our starting point is the optimization of a flexible coupling technique proposed by Tan and Borsboom [TB93] and Tan [Tan95]. This method is based on a generalization of the classical Schwarz algorithm, known as ‘Generalized Schwarz Splitting’ by Tang [Tan92]. For a one-dimensional two-point boundary-value problem Tang obtained an increase in convergence rate, with the asymptotic convergence factor changing from 0.91 for the classical Alternating Schwarz Method (requiring 60 iterations to satisfy his convergence criterion) to $10^{-1}$ (requiring only 3 iterations to satisfy his criterion) for Tang’s generalized Schwarz method. Tan and Borsboom applied Tang’s generalized Schwarz to a two-dimensional advection-diffusion problem and obtained an asymptotic convergence factor of 0.3. Their even-more-generalized Schwarz method, with interface conditions including second-order cross-derivatives, gives an asymptotic convergence factor of 0.06. The latter method is the generalized Schwarz method that we adopt as a starting point for our method and which we will extend for use with a set of PDEs.

We consider a DD method for a system of $n$ linear partial differential equations, discretized with a finite-difference scheme. The domain of definition $\Omega$ is divided in two parts denoted by $\Omega_i$, $i = 1, 2$, with a common boundary $\Gamma$. For the interface conditions on iteration level $m$ of the subproblem defined on $\Omega_i$, we use a discretization of the general interface condition

$$
u_i^{(m)} + \alpha \frac{\partial u_i^{(m)}}{\partial n} + \beta \frac{\partial u_i^{(m)}}{\partial t} + \gamma \frac{\partial^2 u_i^{(m)}}{\partial t \partial n} = 0,$$

$$u_i^{(m-1)} + \alpha \frac{\partial u_i^{(m-1)}}{\partial n} + \beta \frac{\partial u_i^{(m-1)}}{\partial t} + \gamma \frac{\partial^2 u_i^{(m-1)}}{\partial t \partial n}.$$

Here $n$ and $t$ denote normal and tangential directions on $\Gamma$, respectively. The discretized interface conditions involve the values the unknown function variables across the interface $\Gamma$.

A local mode analysis is applied to reveal the relation between the interface parameters $\alpha$, $\beta$, and $\gamma$ on the one hand and the asymptotic convergence rate of the iteration process on the other hand. From this analysis the sensitivity of the convergence rate as depending on the interface parameters can be studied, which seems to be an important issue for the practical application of the proposed DD method.

Finally an optimization algorithm is applied, which is used to obtain an optimal set of values for the parameters in each of the interface equations. Unfortunately, it
appears that for the cases considered, the optimal set of interface parameters and the corresponding asymptotic convergence factors are very close to the classical Dirichlet-Dirichlet domain coupling of Schwarz’ original method.

2 Model Equations and Discretization

The area of application that we will concentrate on in the future, is part of the field of viscous CFD for ship hydrodynamics. Therefore, our target is the incompressible, steady Navier-Stokes equations.

The Reduced Navier-Stokes Equations

The method for the Navier-Stokes equations that we consider is based on a finite-difference discretization of the steady equations in generalized coordinates. This method features the neglect of diffusion in the ‘main stream’ direction (parabolization) and a downward discretization of the pressure derivative in this direction. The result is called partially parabolized or reduced discretization of the Navier-Stokes equations. In a Cartesian coordinate system \((x, y)\) in \(R^2\) and for \((x, y) \in \Omega \subset R^2\), they are given by

\[
\begin{align*}
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} &= 0, \\
\frac{u}{\partial x} + v \frac{\partial u}{\partial y} + p \frac{\partial u}{\partial x} - D \frac{\partial^2 u}{\partial y^2} &= 0, \\
u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + p \frac{\partial v}{\partial y} - D \frac{\partial^2 v}{\partial y^2} &= 0,
\end{align*}
\]

where \(u : \Omega \rightarrow R\) and \(v : \Omega \rightarrow R\) are Cartesian velocity components in \(x\) and \(y\) direction, respectively and where \(p : \Omega \rightarrow R\) denotes the (generalized) pressure. The constant \(D > 0\) is the diffusion coefficient. The above set of equations is supplemented with an appropriate set of boundary conditions.

In this paper we consider a model for the reduced Navier-Stokes equations. This model will be used in a local mode analysis for a domain-decomposition method which requires the model to be linear. Since the discretization of the pressure gradient plays an important role in our Navier-Stokes method, we will not adhere to the usual set of convection-diffusion equations as a model for analysis. The linearization of the reduced Navier-Stokes equations that we use includes convection and diffusion of momentum, driven by a known convection field with a constant diffusion coefficient and driven by the unknown pressure gradient. Furthermore, the continuity equation is kept in the model. From the physical point of view this equation will act as a constraint on the
pressure field. The model equations considered are then given by

\[
\begin{align*}
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} &= 0, \\
\frac{\partial u}{\partial x} + b \frac{\partial u}{\partial y} + \frac{\partial p}{\partial x} - D \frac{\partial^2 u}{\partial y^2} &= 0, \\
\frac{\partial v}{\partial x} + b \frac{\partial v}{\partial y} + \frac{\partial p}{\partial y} - D \frac{\partial^2 v}{\partial y^2} &= 0,
\end{align*}
\]

again supplemented with an appropriate set of boundary conditions. Here, \( a : \Omega \to R \) and \( b : \Omega \to R \) are the Cartesian components of the convection field in \( x \) and \( y \) direction, respectively. Without loss of generality we will assume \( a, b > 0 \). The main stream direction is chosen to be in the \( x \) direction, which leads to the property \( a > b \). For physical relevance, we will assume that \( (a, b) \) is divergence-free. The domain is assumed to be subdivided in two subdomains, with a common boundary \( \Gamma \). In his paper \( \Gamma \) is assumed to be perpendicular to the main stream direction \( x \).

The Discretized Equations

The discretization that we use is a standard finite-difference discretization. In this paper the first derivatives of velocity components are discretized with the first-order upwind finite-difference formula. Second-order derivatives are discretized with standard second-order finite-differences. The pressure derivative is discretized with the first-order accurate, downwind finite-difference. See Hoekstra [Hoe92] for more information on the particular choice for the discretization.

The domain \( \Omega \) is divided in two domains \( \Omega_i, i = 1, 2 \). A discrete approximation of a function \( u_k : \Omega_k \to R, k = 1, 2 \), is denoted by \( u_k^{i,j} = u_k(i\Delta x, j\Delta y), 0 \leq i \leq I_k + 1 \) and \( 0 \leq j \leq J + 1 \). Here, \( \Delta x \) and \( \Delta y \) denote constant step sizes in \( x \) and \( y \) direction, respectively. Following this scheme, the discretized equations are given by

\[
\begin{align*}
\frac{u_k^{i,j} - u_k^{i-1,j}}{\Delta x} + \frac{u_k^{i,j} - v_k^{i,j-1}}{\Delta y} &= 0, \\
\frac{a u_k^{i,j} - u_k^{i-1,j}}{\Delta x} + b \frac{u_k^{i,j} - u_k^{i,j-1}}{\Delta y} + \frac{p_k^{i+1,j} - p_k^{i,j}}{\Delta x} - D \frac{v_k^{i,j+1} - 2v_k^{i,j} + v_k^{i,j-1}}{\Delta y^2} &= 0, \\
\frac{a v_k^{i,j} - v_k^{i-1,j}}{\Delta x} + b \frac{v_k^{i,j} - v_k^{i,j-1}}{\Delta y} + \frac{p_k^{i+1,j} - p_k^{i,j}}{\Delta y} - D \frac{u_k^{i,j+1} - 2u_k^{i,j} + u_k^{i,j-1}}{\Delta y^2} &= 0.
\end{align*}
\]

The general interface conditions are discretized using central finite differences. Following Tan and Borsboom in [TB93], the coefficient \( \gamma \) for the cross-derivative terms in the interface conditions is taken equal to \( \beta \Delta x \), thus reducing the number of free parameters, while we may still be confident to obtain a considerable increase in convergence rate for an optimal set of parameters. For the model problem the interface
equations on \( \Gamma \) are given by

\[
\begin{align*}
\frac{1}{2}(u_2^{1,j} + u_2^{0,j}) + \frac{\alpha_1}{\Delta x}(u_2^{1,j} - u_2^{0,j}) + \frac{\beta_1}{2\Delta y}(u_2^{0,j+1} - u_2^{0,j-1}) &= \\
\frac{1}{2}(u_1^{1,j} + u_1^{0,j}) + \frac{\alpha_1}{\Delta x}(u_1^{1,j} - u_1^{0,j}) + \frac{\beta_1}{2\Delta y}(u_1^{0,j+1} - u_1^{0,j-1}), \\
\frac{1}{2}(v_2^{1,j} + v_2^{0,j}) + \frac{\alpha_2}{\Delta x}(v_2^{1,j} - v_2^{0,j}) + \frac{\beta_2}{2\Delta y}(v_2^{0,j+1} - v_2^{0,j-1}) &= \\
\frac{1}{2}(v_1^{1,j} + v_1^{0,j}) + \frac{\alpha_2}{\Delta x}(v_1^{1,j} - v_1^{0,j}) + \frac{\beta_2}{2\Delta y}(v_1^{0,j+1} - v_1^{0,j-1}), \\
\frac{1}{2}(p_1^{1,j} + p_1^{0,j}) + \frac{\alpha_3}{\Delta x}(p_1^{1,j} - p_1^{0,j}) + \frac{\beta_3}{2\Delta y}(p_1^{0,j+1} - p_1^{0,j-1}) &= \\
\frac{1}{2}(p_2^{1,j} + p_2^{0,j}) + \frac{\alpha_3}{\Delta x}(p_2^{1,j} - p_2^{0,j}) + \frac{\beta_3}{2\Delta y}(p_2^{0,j+1} - p_2^{0,j-1}).
\end{align*}
\]

3 Fourier Analysis

For the set of algebraic equations defined above and an additive Schwarz iteration scheme, we perform a local mode analysis. Therefore, we supplement the set of equations with Dirichlet boundary conditions on the inlet and outlet parts of the domain boundary.

Denote an approximation after \( m \) iterations with \( u_k^{(m)} = \bigcup_{i,j} u_{i,j}^{(m)} \). Similar notations will be used for other grid functions. We assume solutions which are periodic in \( y \). Discrete Fourier transformation in the direction along the interface \( \Gamma \) gives for the error components after the \( m \)th iteration

\[
\begin{align*}
\epsilon_k^{i,j}(m) &= u_k^{i,j}(m) - u_k^{i,j(*)} = \sum_{s=0}^{J-1} \rho_{i,s,k} e^{ij\theta_s}, \\
f_k^{i,j}(m) &= v_k^{i,j}(m) - v_k^{i,j(*)} = \sum_{s=0}^{J-1} \sigma_{i,s,k} f^{ij\theta_s}, \\
g_k^{i,j}(m) &= p_k^{i,j}(m) - p_k^{i,j(*)} = \sum_{s=0}^{J-1} \tau_{i,s,k} g^{ij\theta_s},
\end{align*}
\]

where \( \theta_s = \frac{2\pi s}{J}, s = 0, \ldots, J - 1 \) and \( \rho_{i,s,k}, \sigma_{i,s,k} \) and \( \tau_{i,s,k} \) are the discrete Fourier transforms. The superscript (*) indicates exact solution of the algebraic equations.

For each Fourier mode \( s \) the transformed equations for the Fourier transforms \( \rho_k, \sigma_k \) and \( \tau_k \) of the errors \( e_k^{i,j}, f_k^{i,j} \) and \( g_k^{i,j} \) can be written as

\[
\begin{pmatrix}
\rho_k \\
\sigma_k \\
\tau_k
\end{pmatrix}_{s,k} =
\begin{pmatrix}
1 & -a & H_s e^{-i\theta_s} \\
0 & \frac{a}{G_s} & -H_s e^{-i\theta_s} \\
0 & \frac{a}{G_s} & -H_s e^{-i\theta_s}
\end{pmatrix}
\begin{pmatrix}
\rho_{k-1} \\
\sigma_{k-1} \\
\tau_{k-1}
\end{pmatrix}_{s,k},
\]

where \( a = G_s H_s e^{-i\theta_s} \).
where
\[ G_s = a + b \frac{\Delta x}{\Delta y} (1 - e^{-i\theta_s}) - 2D \frac{\Delta x}{\Delta y^2} (\cos \theta_s - 1), \]
\[ H_s = \frac{\Delta x}{\Delta y} (e^{i\theta_s} - 1), \]
and where we used \( \tau_i = \tau_{i+1}, i = 0, \ldots, J_k \). The above recurrence relation has a general solution, which can be written as
\[
\begin{pmatrix}
\rho_i \\
\sigma_i \\
\tau_i
\end{pmatrix}
= R_{k,s} \lambda_{s,1} \epsilon_1 + S_{k,s} \lambda_{s,2} \epsilon_2 + T_{k,s} \lambda_{s,3} \epsilon_3.
\]
Here \( \lambda_{s,n} \) denotes the \( n \)th eigenvalue of the recurrence matrix, with a corresponding eigenvector \( \epsilon_n \), \( n = 1, 2, 3 \).

If we now make Fourier transforms of the boundary conditions and interface equations, the iteration index \( m \) for the additive Schwarz iteration enters the equations, and we can readily derive an iteration equation for \( z_s^{(m)} = (R_{1,s}^{(m)}, S_{1,s}^{(m)}, T_{1,s}^{(m)})^T \). Here the derived algebraic relations between \( S_{1,s}, T_{1,s} \) and \( R_{1,s} \) and between \( R_{2,s} \) and \( S_{2,s} \) and \( T_{2,s} \) are used to eliminate \( S_{1,s}, T_{1,s} \) and \( R_{2,s} \). The iteration can be written as
\[ M_z^{(m)} = N_z^{(m-1)}. \]

The \( 3 \times 3 \) matrix \( M \) has a very simple structure and can be easily inverted analytically. The eigenvalues \( \chi_i(M^{-1}N), i = 1, 2, 3 \), of the iteration matrix \( M^{-1}N \), the spectral radius \( \rho(M^{-1}N) = \max_i |\chi_i(M^{-1}N)| \) and asymptotic convergence factor \( \rho_\infty(M^{-1}N) = \max_{\theta} |\chi_i(M^{-1}N)| \) can be determined. The asymptotic convergence factor depends on the free parameters in the interface conditions.

4 Optimization of the Interface Conditions

The asymptotic convergence rate as a function of the free parameters in the interface conditions can be studied. In order to choose an optimization algorithm to find the best possible asymptotic convergence rates, a better understanding of and insight in the asymptotic convergence rate as a function of the free parameters is a prerequisite.

Convergence Factor

The convergence factor is the maximum over all Fourier modes and the three eigenvalues of the iteration matrix. While changing the free parameters, the asymptotic convergence factor may be reached at a different eigenvalue and/or at a different Fourier mode. So, even if the eigenvalues for a fixed Fourier mode depend \( C^1 \) continuously on the free parameters, \( \rho_\infty \) is not necessarily a \( C^1 \) continuous function of the parameters. The discrete set of Fourier modes may be extended to include all modes \( 0 < \theta < 2\pi \). Then, in general, the asymptotic convergence factor as a function of the free parameters will only be non-differentiable at the intersection points \( \chi_i = \chi_j \), \( i \neq j \). Therefore, any technique used for the optimization of the free parameters
in the interface conditions with respect to convergence factor should not require the 
derivative of the asymptotic convergence factor with respect to the free parameters. An 
example of the convergence factor as a function of a free parameter is given in Figure 1. 
Here the coefficient of the $x$ component of the pressure gradient is varied, while the 
coefficients are fixed (at there optimal values). It appears that the convergence factor

![Figure 1 Asymptotic convergence factor as a function of $\alpha_3/\Delta x$.](image)

is quite strongly dependent on the interface parameters, which makes a sensible choice 
for these parameters even more important.

**Optimization**

The optimal values of the free parameters can be computed by applying an appropriate 
minimization algorithm. However, any of the classical minimization schemes will fail 
in general, unless the starting value is chosen sufficiently close to the solution. This 
is particularly so for the present case, since the asymptotic convergence factor as a 
function of the free parameters appears to have a number of local minima.

We apply a minimization algorithm by Powell [Pow64], which is based on a one-
dimensional or line minimization algorithm. The line minimizations are consecutively 
applied in mutually conjugate directions, which are constructed during the minimization 
process. As a line minimization an inverse parabolic interpolation scheme is used.

As an example, we present in Table 1 the results of a numerical optimization of the 
free parameters and their corresponding (optimal) convergence factors for the model 
problem, as predicted by the Fourier analysis presented in this paper. We considered

<table>
<thead>
<tr>
<th>$I$</th>
<th>$\alpha_1/\Delta x$</th>
<th>$\beta_1/\Delta y$</th>
<th>$\alpha_2/\Delta x$</th>
<th>$\beta_2/\Delta y$</th>
<th>$\alpha_3/\Delta x$</th>
<th>$\beta_3/\Delta y$</th>
<th>$\rho_\infty$</th>
<th>$\rho_\infty^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>-0.3941</td>
<td>0.0986</td>
<td>-0.2022</td>
<td>10.67</td>
<td>-0.0672</td>
<td>-0.0012</td>
<td>0.567</td>
<td>0.594</td>
</tr>
<tr>
<td>100</td>
<td>-0.0799</td>
<td>0.2937</td>
<td>0.0607</td>
<td>17.47</td>
<td>-0.0607</td>
<td>0.0576</td>
<td>0.561</td>
<td>0.594</td>
</tr>
</tbody>
</table>
a domain $\Omega = (0, 2) \times (0, 1)$ and used a constant convection field with $\frac{\partial u}{\partial x} = 0.1$, Péclet number $\text{Pe} = \frac{\alpha \Delta x}{\nu} = 10^4$ and number of steps in $i$ direction $I_1 = I_2 = I$. The table also contains the asymptotic convergence factor $\rho_{as}$ for the classical Schwarz method, as predicted with the Fourier analysis. Unfortunately, it appears that the optimal value of the asymptotic convergence factor is not significantly different from that of the classical Schwarz method. In an experiment which numerically solves the discretized problem in the present DD context, using the optimal interface parameters from Table 1, the convergence factor was found to be 0.60. This is in good agreement with the theoretical convergence factors presented in Table 1.

5 Concluding Remarks

The DD method presented involves optimization of interface conditions with respect to the convergence rate of the additive Schwarz iteration scheme used on the level of the subproblem blocks. As such, the method may be considered a generalized Schwarz splitting method. We considered a first-order accurate discretization of a model for the reduced Navier-Stokes equations and an interface perpendicular to the main stream direction. The interface equations involve the unknown function values, first-order derivatives in normal and tangential direction and the second-order cross-derivative term.

For the rather simple discretization used, a Fourier analysis for the additive Schwarz iteration can be done analytically with the aid of modern tools from computer algebra.

The Fourier analysis revealed the relation between the asymptotic convergence rate and the free parameters in the interface conditions.

In general, the asymptotic convergence rate is a non-smooth function of the free parameters. The minimization of Powell may be used to obtain a local minimum in the asymptotic convergence factor as a function of the parameters. However, this function may have a substantial number of local minima, and such a minimization method is not suited for general application.

Unfortunately, the minimum convergence factor for the generalized interface conditions as obtained by the optimization, is only slightly smaller than the convergence factor for the classical Dirichlet-Dirichlet coupling of the original Schwarz method. This is contrary to the expectations, based on results obtained by Tang [Tan92] and Tan and Borsboom [TB93].

The reason for this may be the one-sided upwind and downwind discretization of the various terms in the PDEs considered. Furthermore, early in our analysis we decided to make the coefficient of the cross-derivative term in the interface conditions equal to the coefficient of the tangential-derivative term in the interface conditions. This choice was based on the results obtained by Tan and Borsboom, who with the same choice for a scalar advection-diffusion equation have been rather successful. For the present case this choice may be less appropriate.

The minimum convergence factor seems to be quite sensitive to the choice of the parameters in the interface condition. However, further research has shown that, in the case considered and the specific choices that we made, the optimal convergence rate itself is not very sensitive for problem parameters such as convection angle, the
mesh Péclet number or the number of grid cells used.
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Intelligent Interfaces of a Schwarz Domain Decomposition Method via Genetic Algorithms for Solving Nonlinear PDEs: Application to Transonic Flows Simulations

Jacques Periaux, Bertrand Mantel and Hong Quan Chen

1 Introduction

Genetic Algorithms (GAs) mimic natural selection based on the Darwinian Survival of the Fittest principle. These evolution algorithms inspired from biology share digital information and have been introduced by J.H. Holland [Hol92]. A fitness function is chosen to classify individuals of a population in terms of their adaptation to their environment. Those individuals are candidate solutions of a minimization problem and have a digital DNA representation by binary strings. The robustness of Genetic Algorithms rely essentially on genetic recombination involving selection, crossover, and mutation random operators. They are able to explore very large search spaces to find near-global minima whilst traditional methods with gradient information may fail.

An implementation of GAs for the solution of nonlinear flow problems using domain decomposition methods is presented. It is shown that the conventional Schwarz iterative methods for the matching of overlapped subdomain solutions can be extended to nonlinear situations with a genetic treatment at the interfaces. The fitness function considered in this problem is the distance of local solutions on the overlapping regions. Intelligent interfaces act by disseminating genetic information at one node located on the interface to neighbors for appropriate boundary conditions. Combining the domain decomposition method with the evolution process, converged genetic solutions of transonic shocked flows in nozzles and around lifting multi airfoils are computed successfully.

A particular emphasis is given to the effect of discretization on convergence speed and parallel properties of the evolution method. The available results show that the new method based on local niching strategy has the potential to remove
the dependence of mesh size without a preconditioner and can be also very easily implemented on a distributed parallel computer due to its inherent parallelism.

2 Brief Description of Genetic Algorithms

In order to construct implementations of GAs for the solution of nonlinear flow problems using domain decomposition methods, we will briefly restate some of the principle of optimization available in open literature using GAs. Consider a parameter optimization problem of minimizing the cost index $J = f(x)$, where the parameter is $x$. The first step of optimization process is to code the parameter $x$ as a finite-length string because GAs work with a coding of the parameter set. Here we take a binary string, say of length 8, such that the lower bound $X_{mx}$ for the variable maps to 00000000 and the upper bound $X_{max}$ maps to 11111111, with a linear mapping in between. The length of string is governed by the required accuracy of the solution. Keep in mind that in general, the string might represent a possible solution to the problem parameterized.

With the described coding, a population of randomly generated strings, say of population size $N$, would be used as a starting point of the GAs. The strings are then decoded and evaluated to obtain a quantitative measure of how well (fitness values) they behave as possible problem solutions, and transformed to form next generation of size $N$ by using GA-operators. This process continues for successive generations until convergence is achieved or a near optimal solution is found. We can see that the operators play the leading role in the whole processing of the GAs.

There are many existing GA-operators. Among them, three operators: reproduction, crossover, and mutation (which is widely known as the simplest form of a genetic algorithm, namely SGA [Gold91]), are used for many practical uses. Reproduction is a process by which strings with better fitness values receive correspondingly large numbers of copies in the following generation, which is similar to the concept of “survival of the fittest” in the Darwinian theory. The reproduction operator can be implemented artificially in a number of ways, such as Roulette Wheel Selection. In this paper we use Tournament Selection [Gold91], a simple method of implementing reproduction, to fill up the mating pool where newly reproduced strings are placed and await the action of the other operators.

After reproduction, the operator crossover follows in three steps. First, two newly produced strings are randomly chosen as parents from the mating pool. Second, a position along the two strings is selected uniformly at random. Finally, based on a probability crossover $P_c$, the paired strings exchange all characters following the crossing site. Clearly, the crossover propagates a structured random information exchange between better fitted parents to produce two offsprings which are expected to combine the better fitted characters of their parents. The operator that merely causes a random alteration of a string position based on probability $P_m$ is called mutation. In present case, this involves changing a bit 1 to a 0 and vice versa. In general, the mutation operator improves the population diversity and prevents the convergence to local minima. For a more thorough discussion of the theoretical foundations of the GAs see the works of J. H. Holland [Hol89] and D. E. Goldberg [Gold89].
3 Implementations of GAs for the Domain Decomposition Problem

Description of the Problem

The problems of transonic flows in a nozzle and particularly the flows around a lifting airfoil will be investigated in this paper. In order to present general idea of implementations of genetic algorithms for the domain decomposition problem, we will first describe the problem based on the flows in a simple nozzle for sake of simplicity. As shown in Figure 1, we decompose the computational domain $\Omega$ into two subdomains $\Omega_1$ and $\Omega_2$ with overlapping $\Omega_{12}$ whose interfaces are denoted by $\gamma_1$ and $\gamma_2$. We shall take values, $\bar{g}_1$ on $\gamma_1$ and $\bar{g}_2$ on $\gamma_2$, as extra boundary conditions in order to obtain solution in each subdomain. Using domain decomposition techniques, the problem can be reduced to minimize the following function:

$$J(\bar{g}_1, \bar{g}_2) = \frac{1}{2} \| \Phi_1 - \Phi_2 \|^2,$$

where $\Phi_1$ and $\Phi_2$ are the solutions in the overlapping subdomain $\Omega_{12}$, $\| \cdot \|$ denotes an appropriate norm and $\bar{g}_i$ the decoded values of genetic $g_i$ representation. In the following sections we will present new derivative-free methods of optimization to minimize the above function $J$ based on genetic algorithms.

Figure 2 Subdomains with marked overlappings (mesh size: 87 × 15)
Implementation 1 without niching

For the function being optimized, the variables are rewritten in a code to form a structured string that GAs can directly operate on. For the problem described above, binary codings for multiparameters are used, and we only code $g_i$, which can be

$$\tilde{g}_i; \; i = 1, N \quad (N \; \text{parameters})$$

each $\tilde{g}_i$ is coded in $l_i$ bits, thus the length of the string can be $L = \sum_i l_i$.

Figure 3  Iso-Mach lines in each subdomain, Mach= 0.8, Attack= 0.0°

Let us consider population size 25 (i.e. 25 strings). GAs decode each string to return the values of $g_i$. With $g_i$ known, we can compute the solutions of the domain $\Omega_1$, namely $\Phi_1$. Like Schwarz's alternative method, we take $g_2$ based on $\Phi_1$, (i.e. $g_2 = \Phi_1 |_{\gamma_2}$), thus the solution, $\Phi_2$, in the domain $\Omega_2$ can be calculated. Now, we send both values in overlapping to cost function:

$$J(\tilde{g}) = \frac{1}{2} \| \Phi_1 - \Phi_2 \|^2.$$  \hspace{1cm} (3.2)

Thus, each string has cost value. New generation of strings can be produced by performing GA-operators and applying survival of the fittest principle.

Implementation 2 with niching

Similar to the Implementation 1 of GAs, we make parameters in each overlapping subdomain belong to one local niche. In each local niche, choose one or several parameters as important parameters. All important parameters are then coded but
Figure 4  Non-lifting case, Mach= 0.8, Attack= 0.0°

![Diagram showing the distribution of fitness values.](image)

The nested values can be calculated as

\[
\Delta_i = g_{1i} - \tilde{g}_{1i}
\]

(3.3)

each \( \Delta_i \) can be coded now in \( l_i \) bits. Keep in mind that \( \Delta_i(i = 2, N) \) are nested values and the length of \( l_i(i \geq 2) \) can be short as compared with that for key parameter. This means that we can use local niching strategy to keep the proper representation space, which may reduce the effect of the size of discretization.

In this paper we predict \( \Delta_i \) based on numerical information, which can be written as

\[
\Delta_i^{n+1} = g_{1i}^n - \tilde{g}_{1i}^n
\]

(3.4)

where the superscript \( n \) is corresponding to the \( n \)-th generation and \( g_{1i}^n \) are obtained from the previous solution \( \Phi_3 \) in the domain \( \Omega_2 \). For simplicity the values of \( \Delta_i \) can be kept the same in one generation and can be updated with the fittest individual of the previous evaluations.
4 Results and Discussion

The methods presented have been tested for the solution of nonlinear transonic flows in a nozzle with two or three subdomains of two different mesh sizes. Significant improvements of the implementation with niching have been achieved as compared with the method without niching. The numerical results show that the new method based on local niching strategy can accelerate the speed of convergence and has the potential to remove the dependence of mesh size without a preconditioner (see [PC96] and [PMC96] for details).

For the computations presented here, transonic flows past a lifting or non-lifting airfoil with multi subdomains are considered as further extension. The extension can be carried out in a straightforward way. The formulae of fitness function can be rewritten as follows:

\[ J(\tilde{g}_1, \tilde{g}_2, \ldots, \tilde{g}_k) = \sum_{i=1}^{K} J(\tilde{g}_i) \]

where \( K \) is the number of subdomain and \( \tilde{g}_i \) are the decoded values of genetic \( g_i \) representation on each interface of subdomains.

As shown in Figure 2, we decompose the whole domain in 5 subdomains and hence with 5 marked overlappings, which are placed symmetrically. The C-mesh, consisting of \( 87 \times 15 \) was used. This means that on each interface of overlapping we have more than 15 parameters. Based on the local niching strategy, we choose one parameter for each interface as the key parameter. In the present case, 5 key parameters, which are located on the body surface, are to be coded to form a multi parameter string. It should be emphasized that two of these points are located just at the trailing edge, where the cutting lines are located in order to have unique potential. As a result, the circulation can be calculated based on potential values of these two coded points. This means that the lifting circulation is coded implicitly and is fixed for each evaluation, which is different from the traditional method for iteratively determining the circulation. Thus the present case is quite complicated as compared with that used in the nozzle.
The numerical results for both non-lifting case with Mach = 0.80 and angle of attack = 0° and lifting case with Mach = 0.75 and angle of attack = 2.0° are presented in the Figures 3-6. It should be noted that the results of the non-lifting case are obtained by forcing symmetric conditions, such as zero circulation, which results in reducing the search space, thus it appears to have fast convergence as compared with that of lifting case. The iso-Mach lines of figures show the continuity of the solution in the overlapping subdomains. It should be mentioned that the method presented can benefit parallelism from both GAs and domain decomposition methods.

5 Conclusion

The conventional Schwarz iterative method can be extended to nonlinear situations with the genetic treatment on the interface of subdomain without preconditioner and the method presented has the potentiality to avoid the effect of the size of discretization. The solutions of other PDEs using the same concept of GAs are currently under investigation.
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The Overlapping Component Mode Synthesis Method: The Shifted Eigenmodes Strategy and the Case of Selfadjoint Operators with Discontinuous Coefficients

Isabelle Charpentier, Florian De Vuyst, and Yvon Maday

1 Introduction

The Component Mode Synthesis (CMS) method is a domain decomposition strategy for the approximation of eigenmodes of partial differential elliptic operators. It makes use of local functions that are the eigenmodes of the same global operator but restricted over each subdomain. The first local eigenfunctions suitably extended over the whole domain (plus eventually some interface modes, see [CB68] for more details) are then used to span a discrete space that allows one to approximate the global eigenmodes through a Galerkin-type strategy. Whereas the standard method, based on a nonoverlapping domain decomposition, is of low order of accuracy, our variant [CDM96a] relies on an overlapping domain decomposition

$$\Omega = \bigcup_{k=1}^{K} \Omega^k,$$

and produces a method of infinite order accuracy (see below for the definition). The analysis and the first results we have presented in [CDM96a] deal with the case of a constant coefficient operator and the computation of the spectrum, starting from the lowest eigenmode. We generalize here the domain of application of the method by first introducing the shifted eigenmode strategy and secondly by considering elliptic operators with discontinuous coefficients.

This paper is divided as follows:
2 Computing Eigenmodes of Energy Close to a Given One

For both engineering and mathematical purposes, it is sometimes attractive only to compute a part of the spectrum: low, medium or high frequencies. Conventional finite element or component mode synthesis methods are known not to be so efficient in the approximation of large eigenvalues. Indeed, in order to approximate high frequency eigenmodes, the trial functions of the discrete spaces have to be able to reproduce these modes. This generally requires high dimensional discrete spaces inducing a corresponding algebraic system that quickly becomes very large. Hence, the restriction in spectrum comes from the restriction in computational range.

Provided that all the first local eigenmodes are present in the discrete space, it has been shown in [CDM96a] that the overlapping method provides an infinite order of accuracy in the following sense: suppose that all the eigenmodes of energy less than \( \bar{\lambda} \) are used; then the convergence is controlled by a constant times \( (\bar{\lambda})^p \) for any \( p \) for the approximation of all the global eigenmodes of energy less than \( \bar{\lambda} \).

We here prove that the use of the only local basis functions with energy close to the expected value is sufficient to capture the expected mode with an infinite order of accuracy.

For the sake of simplicity, we present this “shifted eigenmodes strategy” applied to the Laplace operator, but it can be extended to any linear elliptic selfadjoint operator.

Presentation and Numerical Analysis of the Shifted Eigenmodes Strategy

Let \( \lambda^* \) be a given positive real value. We are interested in the following problem: find a pair \( (\lambda, u) \in \mathbb{R}^+ \times H_0^1(\Omega) \) such that \( \lambda \) is close to \( \lambda^* \) and

\[
\begin{align*}
-\Delta u &= \lambda u \text{ in } \Omega, \\
u &= 0 \text{ over } \partial\Omega.
\end{align*}
\]

(2.2)

On the subdomain \( \Omega^k \), we consider the same problem as (2.2) quoted here as (2.2)\(^k\) where \( \Omega \) is replaced by \( \Omega^k \). We denote by \( \{\lambda^k_i, u^k_i\}_{i=1}^{k=1,K} \) the corresponding eigenmodes ranged in increasing order of eigenvalue. We denote by \( \tilde{u}^k_i \) the extension of \( u^k_i \) by 0 over \( \Omega \).

Definition - Let \( \alpha \) be a positive constant. The shifted mode strategy consists in considering a Galerkin method based on the discrete space \( X_{\alpha,\lambda^*} \), spanned by all local eigenmodes \( \{\tilde{u}^k_i\}_{i=m_k,M_k} \), where \( m_k \) and \( M_k \) (\( m_k < M_k \)) are some integers chosen such that

\[
\lambda_{m_k}^k < \lambda^* - \alpha < \lambda^* + \alpha < \lambda_{M_k}^k \text{ for all integer } k \text{ in } \{1, ..., K\},
\]
This problem is defined by: find a pair \((\mu, v) \in \mathbb{R}^+ \times X_{\alpha, \lambda^*}\) such that
\[
\forall w \in X_{\alpha, \lambda^*}, \quad \int_{\Omega} \nabla v \nabla w = \mu \int_{\Omega} vw.
\]
(2.3)

We now give the following result:

**Proposition [error estimate] -** There exists a positive constant \(C(p)\), \(p \in \mathbb{N}\) such that for any solution \((u, \lambda)\) of (2.2) with
\[
\lambda^* - \alpha < \lambda < \lambda^* + \alpha,
\]
the following error estimate holds for one of the eigenmode \((\mu, v)\) of problem (2.3):
\[
\|u - v\|_{H^1_0(\Omega)} \leq C(p) \left[ \left( \frac{\lambda_{m_h+1}}{\lambda} \right)^p + \left( \frac{\lambda}{\lambda_{m_h+1}} \right)^p \right] \quad \text{for any } p \in \mathbb{N}.
\]
(2.4)

The above estimate expresses that the method is of infinite order of accuracy since it is better than any fixed order.

**Sketch of the proof.** - From the standard abstract results on the numerical analysis of the Galerkin approximation, it is well-known (see Châtelin [Cha83] for example) that the proof of the previous proposition reduces itself into the evaluation of the distance (in the \(H^1_0\)-norm)
\[
\text{dist}
\left(u, \ \text{span}(u^k_{i=1,M})_{i=m_h,M_h}\right).
\]

In order to evaluate this distance, we follow the same strategy as in [CDM96a]. A regular partition of unity \(\{\chi_k\}_{k=1,K}\) is first associated to the domain decomposition of \(\Omega\). We are now looking for the ability of the functions \((u^i_{i=m_h,M_h})\) to approximate the function \(\chi_k u\). Because the set of functions \(\{u^i_{i=1,\infty}\}\) spans the space \(H^1_0(\Omega^k)\), there exists a \(L^2\)-summable family of coefficients \(\{\alpha_i^k\}\) such that
\[
\chi_k u = \sum_{i=1}^{+\infty} \alpha_i^k \tilde{u}_i^k.
\]

We then approximate \((\chi_k u)\) by a truncated series
\[
\chi_k u \approx \tilde{u}^k \overset{\text{def}}{=} \sum_{i=m_h}^{M_h} \alpha_i^k \tilde{u}_i^k,
\]
so that the term \(\sum_{k=1}^K \sum_{i=m_h}^{M_h} \alpha_i^k \tilde{u}_i^k\) will be a candidate for bounding the distance from above. We are left to estimate in the \(H^1_0\)-norm the quantities
\[
\chi_k u - \tilde{u}^k = \left\{ \sum_{i=1}^{m_h-1} \alpha_i^k \tilde{u}_i^k + \sum_{i=M_h+1}^{+\infty} \alpha_i^k \tilde{u}_i^k \right\}.
\]
Two residual terms are present. The second one was already considered in the analysis of the initial version of the method (see [CDM96a]) and decays exponentially fast:

$$\left\| \sum_{i=M_n+1}^{+\infty} \alpha_i^k \hat{a}_i^k \right\|_{L^2(\Omega)} \leq c(p) \left( \frac{\lambda}{\lambda_{M_n+1}} \right)^p \forall p \in N. \quad (2.5)$$

Recalling that \( u \) is an eigenvalue of the original problem, we write

$$\alpha_i^k = \int_{\Omega} (\chi_k u) u_i^k$$

$$= \int_{\Omega} u (\chi_k \hat{a}_i^k)$$

$$= \frac{1}{\lambda} \int_{\Omega} -\Delta u (\chi_k \hat{a}_i^k)$$

$$= \frac{1}{\lambda} \int_{\Omega} u [-\Delta (\chi_k \hat{a}_i^k)].$$

Iterating this argument \( p \) times leads to

$$\alpha_i^k = \frac{1}{\lambda^p} \int_{\Omega} u [-\Delta]^p (\chi_k \hat{a}_i^k) \quad (2.6)$$

From \((2.2)^k\), there exists a positive constant \( C(p) \) such that

$$\left\| [-\Delta]^p (\chi_k u_i^k) \right\|_{L^2(\Omega)} \leq C(p) \left( \lambda_{m_k-1} \right)^p, \quad (2.7)$$

and the result thus follows from \((2.5), (2.6)\) and \((2.7)\).

**One-dimensional Numerical Tests**

In this section we consider the following eigenvalue problem with constant coefficients: _find all pairs \((\lambda, u) \in \mathbb{R}^+ \times H_0^1([0,1])\) such that_

\[
\begin{cases}
- u''(x) = \lambda \ u(x) \ for \ all \ x \ in \ [0,1], \\
u(0) = u(1) = 0.
\end{cases}
\]

Let us assume that \([0,1]\) is split into \( K \) overlapping sets

$$]0,1[ = \bigcup_{k=1}^{K} ]a_k, b_k[.$$

Here, the exact local eigenvalues are known: \( \lambda_{i}^k = \left[ \frac{\pi}{b_k-a_k} \right]^2 \). This will help us in the numerical experiments for verifying the infinite order of convergence. On each subdomain \( \Omega^k = [a_k, b_k[ \), we denote by \( N_k \) the number of consecutive local eigenmodes between \( \lambda_{m_k} \) and \( \lambda_{M_k} \) of the partial differential problem set on \( \Omega^k \), surrounding the eigenvalue \( \lambda^k \) we want to identify.
Table 1  Identification of the spectrum \( \{ \lambda_{min}, \ldots, \lambda_{max} \} \) with precision of order \( 10^{-6} \) for decompositions \( D_1 \) and \( D_2 \), and with precision \( 10^{-4} \) for \( D_3 \).

<table>
<thead>
<tr>
<th>( N )</th>
<th>( \lambda^* )</th>
<th>( D_1 )</th>
<th>( D_2 )</th>
<th>( D_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>88, 120</td>
<td>86, 121</td>
<td>91, 115</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>185, 220</td>
<td>183, 221</td>
<td>189, 221</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>385, 420</td>
<td>383, 421</td>
<td>386, 421</td>
<td></td>
</tr>
<tr>
<td>510</td>
<td>495, 531</td>
<td>493, 531</td>
<td>496, 531</td>
<td></td>
</tr>
</tbody>
</table>

From the previous numerical analysis (see (2.4)), it is natural to tune the different pairs \( (N_k, \lambda_{mk}) \) such that

\[
\frac{N_1}{\Omega^1} \approx \frac{N_2}{\Omega^2} \approx \cdots \approx \frac{N_K}{\Omega^K}
\]

and

\[
\frac{\lambda_{mk}}{\lambda^*} \approx \frac{\lambda^*}{\lambda_{Mk}} \quad \text{for } k = 1, \ldots, K.
\]

It thus appears that the accuracy of the discretization only depends on the parameter \( n = \frac{N_1}{\Omega^1} \) since all the others are then deduced from the relations

\[
\frac{N_k}{\Omega^k} = n, \quad \lambda_{mk} = \frac{\lambda^*}{\lambda_{Mk} + N_k \pi^2} \quad \text{for } k = 1, \ldots, K.
\]  

(2.8)

Numerical experiments - We use our overlapping CMS method on the three following interval decompositions of \( \Omega \) to highlight its accuracy:

\[
\begin{align*}
D_1 & : \emptyset = \left[0, 0.4]\cup\left[0.3, 0.7]\cup\left]0.6, 1]\right. , \quad K = 3, \\
D_2 & : \emptyset = \left[0, 0.75]\cup\left]0.5, 1]\right. , \quad K = 2, \\
D_3 & : \emptyset = \left[0, 0.6]\cup\left]0.6, 1]\cup\left[0.3, 0.7]\right. , \quad K = 3.
\end{align*}
\]

Table 1 indicates the part of the spectrum surrounding the eigenvalue \( \lambda^* \) that has been identified with a relative error of order \( 10^{-6} \) or \( 10^{-4} \).

Remark [unexpected discrete eigenvalues] - Particular unexpected eigenvalues may appear in the approximate spectrum. The abstract results on the approximation of eigenmodes (see Châtelin [Cha83]) indicate that (in all good cases) there exists a sequence of discrete eigenvalues that converges towards each exact eigenvalue. This does not prevent that, at some fixed discretization, there may exist spurious eigenmodes that eventually will converge towards an exact one that may be still far away. The problem is more present in the shifted method than in the non shifted one since the convergence is not monotonic. We are indeed not certain that the discrete eigenvalues are larger than the exact ones.

In order to cure the problem, we propose two different solutions.

1. Let \( A \) be the (discrete) stiffness matrix built from all the first local eigenmodes. For each approximate eigenpair \( (\tilde{\lambda}, \tilde{u}) \), we compare the vector \( (A\tilde{u} - \tilde{\lambda}\tilde{u}) \) to zero.
(using the euclidian $\ell_2$-norm for example); if the difference is small, then $(\bar{\lambda}, \bar{\mu})$ is a good approximation of an exact eigensolution. But this technique is expensive since it requires to build up the complete (large) matrix that we expected to avoid. Nevertheless, it is not so expensive as computing the eigenmodes of the total matrix $A$.

2. Another cheaper strategy is to define a set of test cases with slight variations of parameters (number of local basis functions, size of subdomains) and compare the different results. It is reasonable to think that an unexpected approximate eigenvalue is strongly dependent on the parameters of a computation and then will appear or disappear for slight variations of the parameters. This is a manner to localize these spurious modes. We have experimented this approach and it has given good results.

The Shifted Eigenmodes Strategy for Two-dimensional Problems

We extend here the shifted eigenmodes strategy to the multidimensional case. As before, it consists in choosing appropriate local modes according to the eigenvalue we want to approximate.

For the numerical experiments, we present the method using the Laplace operator defined on the unit square. The eigenvalues are analytically known:

$$\lambda_{kl} = (k^2 + \ell^2) \pi^2, \quad k, \ell \in \mathbb{N}.$$ 

The unit square is splitted up into three overlapping subdomains

$$\bigcup_{k=1}^{3} \Omega^k = ]0, 0.6[ \times ]0, 1[ \cup ]0.4, 1[ \times ]0, 0.7[ \cup ]0.25, 1[ \times ]0.4, 1[.$$ 

We denote by $\lambda_{m_k}$ and $\lambda_{M_k}$ two eigenvalues of the problem

$$- \Delta u = \lambda u \text{ on domain } \Omega^k,$$

$$u_{|\partial \Omega^k} = 0, \quad (2.9)$$

such that, as suggested by (2.4),

$$\frac{\lambda_{m_k}}{\lambda^*} \approx \frac{\lambda_{M_k}}{\lambda^*}, \quad (2.11)$$

where $\lambda^*$ is the eigenvalue we are interested in. Since the closed form of the global solution is known, the relation between the number of local modes $N_k$ and the other parameters is roughly

$$N_k \approx \frac{\lambda_{M_k} - \lambda_{m_k}}{|\Omega^k|}. \quad (2.12)$$

As in the one-dimensional case, a coherent choice of the number of local eigenvalues determines the accuracy of the CMS method.

In order to identify a significant part of the spectrum around the global eigenvalue $\lambda^* = 600 \pi^2$, we first select 331 local modes of problem (2.2)$^1$ in $\Omega^1$ dispatched around the local eigenvalue $\lambda^*$ with respect to the relations (2.11), (2.12): those give
the number of modes on each other subdomain: 231 on $\Omega^2$ and 247 on $\Omega^3$. With these $331 + 231 + 247 = 809$ local modes we compute the eigenvalues around $\lambda^*$ using the shifted CMS method. A similar process is used to select a local basis made of 1355 local modes for the identification of the global eigenvalue surrounding $1000 \pi^2$.

The following Figures (1 and 2) represent all the couples $(k, \ell) \in N^2$ that define the exact eigenvalues of the Laplace operator for the problem set in the unit square. Each square point $(k, \ell)$ indicates that there exists a computed eigenvalue close to the corresponding exact eigenvalue $((k^2 + \ell^2) \pi^2)$; a square point is plotted as soon as the relative error on the eigenvalue is less or equal than $2 \cdot 10^{-5}$. The black squared points show the couples $(k, \ell)$ such that $(k^2 + \ell^2)$ is close to 600, 1000 or 1500. We have indicated in Figure 4 the accuracy of each identified eigenvalue.

**Figure 1** Identified indices $(k, l)$ of eigenvalue $\lambda_{kl} = (k^2 + l^2) \pi^2$ around $600 \pi^2$

**Figure 2** Identified indices $(k, l)$ of eigenvalue $\lambda_{kl} = (k^2 + l^2) \pi^2$ around $1000 \pi^2$

For five global eigenvalues around $\lambda^* = 600 \pi^2$, Figure 5 shows the accuracy of the computation. It is drawn the logarithm of the error between the exact eigenvalue and its approximate computed value with respect to the total number of local modes. This confirms the exponential convergence of the method.

**Remark [parallel implementation] -** In order to identify a large number of eigenvalues, there exist two solutions. The usual one consists in choosing larger local basis sets. This rapidly becomes too onerous in terms of memory and CPU time.

The second solution, suggested by the shifted eigenmodes strategy, consists in splitting up the expected part of the spectrum into several overlapping frequency bands. We then carry out as many independent calculations as there exists some bands.
Figure 3  Identified eigenvalues $(k,l)$ (no shift)
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Figure 4  Accuracy of the method
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Figure 5  Accuracy of the method
each band, we apply the shifted eigenmodes strategy. Now, the involved matrices are of smaller size and the global algorithm complexity is less than the one of the computation of the whole large band.

As an illustration, we have considered the test using 809 unshifted local modes. It appears from the Figures 3, 1 and 2 that this parallel approach is a viable tool for computing the whole spectrum from the smallest eigenvalue up to those close to 1500π².

It is then quite easy to consider parallel algorithms to carry out computations that are completely independent.

**Conclusion** - The Shifted Component Modes Synthesis (SCMS) method allows for computing eigenmodes corresponding to large eigenvalues without requiring the approximation of all the smaller eigenvalues and without loosing the infinite order of accuracy. It also provides features adapted to the parallelization of the computation of the spectrum. It is interesting to note that the problem of the mass matrix bad conditioning already reported in previous papers (see [CDM96b], [CDM96a]) is weakened by the use of this technique.

### 3 The Overlapping CMS Method for Operations with Discontinuous Coefficients

As it is often the case in industrial problems, the related partial differential equations are generally set on a quite complex domain and the coefficients involved in the operator are often nonconstant. They may even present some discontinuities. Let us consider here for example the problem of the vibration of a membrane made of two rectangular membranes \( \mathcal{R}_1 \) and \( \mathcal{R}_2 \) as it is drawn below. Each rectangular membrane

**Figure 6** Overlapping domain decomposition on a "L-shaped" structure involving two materials.
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\( (\mathcal{R}_i), i = 1, 2, \) has its own characteristic of vibration expressed in terms of a constant \( a_i, i = 1, 2. \) We denote by \( \Gamma \) the boundary between \( \mathcal{R}_1 \) and \( \mathcal{R}_2. \) The membrane is fixed at the domain boundary \( \partial\Omega. \) In order to approximate the eigenmodes on this
membrane, we decide to use a strategy of subdomains decomposition with overlapping \((\Omega_1, \Omega_2)\) as proposed in [CDM96a]. The overlapping strategy avoids the problem of the definition of local interface basis functions. Otherwise, the decomposition leads to an operator \(T_k\), \(k = 1, 2\) defined on \(\Omega^k\) with discontinuous coefficients at the interface \(\Gamma\). As before, the analysis of the convergence rate can be achieved.

To solve the problem, one can use an overlapping subdomain with either constant or nonconstant coefficients. The convergence of the CMS method is thus of finite order of accuracy for the first choice and of infinite order for the second one. Of course, in the present situation, a camembert-shaped domain has to be added as suggested in [CDM96a] to solve the corner singularity.

**Setting of the problem** - Let \(\Omega = [0, x_a] \times [0, y_b]\), \(x_a, y_b > 0\). Let \(\alpha\) be a constant, \(0 < \alpha < 1\). We are interested in the solutions of the following eigenvalue problem: find a pair \((\lambda, u) \in \mathbb{R}^+ \times H^1_0(\Omega)\) such that

\[
\begin{cases}
- \text{div}(A \nabla u) = \lambda u & \text{in } \Omega, \\
\quad u_{|\partial \Omega} = 0,
\end{cases}
\]  

(3.13)

where \(A(x, y) = a_1 > 0\) if \(x > \alpha x_a\), \(A(x, y) = a_2 > 0\) otherwise. For the sake of simplicity, we set \(\mathcal{R}_1 = [0, \alpha x_a] \times [0, y_b]\) and \(\mathcal{R}_2 = [\alpha x_a, x_a] \times [0, y_b]\). The solutions cannot be explicitly written in a fully closed form, but they can be approximated as close as we want to the exact solutions. More precisely, we have proved:

**Proposition 1 [eigenvalues]** - There exists an infinite countable set of eigenvalues of problem (3.13). These eigenvalues \(\{\lambda_{kl}\}_{l=1, +\infty}\) \((k\) is a positive integer\) are characterized by the relations

1. If \(\lambda_{kl} \geq \max(a_1 (k/y)^2 \pi^2, a_2 (k/y)^2 \pi^2)\), then \(\lambda_{kl}\) are solutions of the equation

\[
a_1 g_1(\lambda_{kl}) \tan(g_2(\lambda_{kl}) (1 - \alpha) x_a) + a_2 g_2(\lambda_{kl}) \tan(g_1(\lambda_{kl}) \alpha x_a) = 0,
\]

(3.14)

with \(g_i(\lambda) \overset{\text{def}}{=} \sqrt{\frac{\lambda - a_i (k/y)^2 \pi^2}{a_i}}, \ i = 1, 2\).

2. If \(\lambda_{kl}\) is such that \(\min(a_1 (k/y)^2 \pi^2, a_2 (k/y)^2 \pi^2) \leq \lambda_{kl} \leq \max(a_1 (k/y)^2 \pi^2, a_2 (k/y)^2 \pi^2)\), then it is solution of the equation

\[
a_1 h_1(\lambda_{kl}) \tanh(h_2(\lambda_{kl}) (1 - \alpha) x_a) + a_2 h_2(\lambda_{kl}) \tanh(h_1(\lambda_{kl}) \alpha x_a) = 0,
\]

(3.15)

where \(h_i(\lambda) \overset{\text{def}}{=} \sqrt{\frac{|\lambda - a_i (k/y)^2 \pi^2|}{a_i}}, \ i = 1, 2\).

When the determination of each eigenvalue is achieved, through the solution of equation (3.14) or (3.15), the eigenmodes can be obtained in closed form. It is easy to prove that the solutions restricted to each subdomain \(\mathcal{R}_1\) or \(\mathcal{R}_2\) are either sin or sinh functions. The constants of integration are determined via the boundary conditions and continuity conditions for both \(u_{kl}\) and \(A(.) \nabla u_{kl}\) at \(x = \alpha x_a\):

**Proposition 2 [eigenmodes]** - The eigenvalues \(u_{kl}\) of problem (3.13) are given by
1. If \( \lambda_{kl} \geq \max(a_1 (k/y)^2 \pi^2, a_2 (k/y)^2 \pi^2) \), then

\[
\begin{align*}
    u_{kl}(x, y) &= B_{12}(\lambda) \sin(g_1(\lambda_{kl}) x) \sin(k \pi y) \\
    u_{kl}(x, y) &= \sin(g_2(\lambda_{kl})(x_a - x)) \sin(k \pi y)
\end{align*}
\] (3.16)

with \( B_{12}(\lambda) = \sin(g_2(\lambda)(x_a (1 - \alpha)))/\sin(g_1(\lambda)(x_a \alpha)) \).

2. If \( \min(a_1 (k/y)^2 \pi^2, a_2 (k/y)^2 \pi^2) \leq \lambda_{kl} \leq \max(a_1 (k/y)^2 \pi^2, a_2 (k/y)^2 \pi^2) \), then (in case \( a_1 < a_2 \))

\[
\begin{align*}
    u_{kl}(x, y) &= \sin(h_1(\lambda_{kl}) x) \sin(k \pi y) \\
    u_{kl}(x, y) &= B_{21}(\lambda) \sin(h_2(\lambda_{kl})(x_a - x)) \sin(k \pi y)
\end{align*}
\] (3.17)

with \( B_{21}(\lambda) = \sin(h_1(\lambda)(x_a \alpha))/\sin(h_2(\lambda)(x_a (1 - \alpha))) \). (the case where \( a_1 > a_2 \) is completely symmetric).

**Remark [lack of regularity of the solutions]** - The closed forms of the eigenmodes on the rectangular domain show that the solutions are not generally smooth. Indeed, whenever \( a_1 \neq a_2 \), the normal derivative of \( A(.) \nabla u_{kl} \) is continuous at the interface \( x = \alpha \), but it is not necessarily the case for the function \( \nabla u_{kl} \). Thus \( u_{kl} \notin \mathbb{H}^2(\Omega) \). The singularities are then localized on the lines of discontinuity of the function \( A(.) \). This limitation of regularity of solutions would drastically limit the order of accuracy of a standard method of approximation. We have considered the following test: \( a_1 = 1, \ a_2 = 5, \ \alpha = 1/2, \ x_a = 1/2 \) and \( y_b = 1 \).

A dichotomy algorithm has been implemented in order to find the roots of the two equations (3.14),(3.15) up to the precision of the computer.

On table 2 we display the 30 first computed eigenvalues (arranged in increasing order). One can notice that, for the modes number 7 and 29, the eigenvalues are exactly \( 40 \pi^2 \) and \( 160 \pi^2 \) respectively. For example, mode 7 is the function \( u_7(x, y) = \sin(6\pi x) \cos(2\pi y)I_{0\leq x \leq 1/4} + \sin(2\pi x) \cos(2\pi y)I_{1/4 \leq x \leq 1/2} \). At the interface \( x = 1/4 \), both functions \( u_7 \) and \( \nabla u_7 \) are continuous (since \( \nabla u_7 \) vanishes) hence all the successive derivatives of \( u_7 \) are continuous too.

Let us also observe that some eigenvalues can be very close together. It is the case for modes number 19 and 20, and also 29 and 30 (see table 2). It is interesting to check that the method correctly captures these approximate eigenvalues and eigenmodes. We plot below the eigenmodes associated to eigenvalues number 19 and 20. The corresponding modes are different.

### 4 Numerical Results for Operators with Discontinuous Coefficients

Our purpose is now to illustrate numerically the accuracy of different CMS methods in case of discontinuous coefficients. On the unit square domain \( \Omega \), we decide to
Table 2  Exact eigenvalue for Test Case 1 (up to the computer precision)

<table>
<thead>
<tr>
<th>eig. nb</th>
<th>eigenvalue / π²</th>
<th>eig. nb</th>
<th>eigenvalue / π²</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11.381568321428</td>
<td>16</td>
<td>86.5612890014202</td>
</tr>
<tr>
<td>2</td>
<td>15.87404419346</td>
<td>17</td>
<td>93.12643282476</td>
</tr>
<tr>
<td>3</td>
<td>22.04569340432</td>
<td>18</td>
<td>96.014731653507</td>
</tr>
<tr>
<td>4</td>
<td>29.77455839467</td>
<td>19</td>
<td>107.36015972229</td>
</tr>
<tr>
<td>5</td>
<td>30.81703131273</td>
<td>20</td>
<td>107.65137053876</td>
</tr>
<tr>
<td>6</td>
<td>39.22284977720</td>
<td>21</td>
<td>115.11237979474</td>
</tr>
<tr>
<td>7</td>
<td>40.0</td>
<td>22</td>
<td>123.19446535873</td>
</tr>
<tr>
<td>8</td>
<td>50.52457182429</td>
<td>23</td>
<td>131.67906445402</td>
</tr>
<tr>
<td>9</td>
<td>53.599749966838</td>
<td>24</td>
<td>134.0692267463</td>
</tr>
<tr>
<td>10</td>
<td>63.734486614315</td>
<td>25</td>
<td>137.3186568331</td>
</tr>
<tr>
<td>11</td>
<td>67.38728033897</td>
<td>26</td>
<td>140.80059050878</td>
</tr>
<tr>
<td>12</td>
<td>68.390060393702</td>
<td>27</td>
<td>146.5062200202</td>
</tr>
<tr>
<td>13</td>
<td>74.340874129365</td>
<td>28</td>
<td>157.47087545240</td>
</tr>
<tr>
<td>14</td>
<td>78.892410930881</td>
<td>29</td>
<td>160.0</td>
</tr>
<tr>
<td>15</td>
<td>80.106572893221</td>
<td>30</td>
<td>160.26355418007</td>
</tr>
</tbody>
</table>

Figure 7  Exact mode number 19 of the test case. \( \lambda_{19} = 107.36 \)

Figure 8  Exact mode number 20 of the test case. \( \lambda_{20} = 107.65 \)
approximate the first eigenvalues of problem (3.13). As in the previous example, we consider a domain decomposition using two nonoverlapping rectangular subdomains with interface localized along the discontinuity line of coefficients and a third overlapping subdomain that covers the interface. We choose

\[
\begin{align*}
\Omega_1 &= (0,0.5) \times (0,1) \quad (a_1 = 5), \\
\Omega_2 &= (0.5,1) \times (0,1) \quad (a_2 = 1), \\
\Omega_3 &= (0.25,0.75) \times (0,1) \quad \text{(overlapping subdomain)}. 
\end{align*}
\]

For the numerical experiments, we consider:

1. an overlapping subdomain subdomain with a constant coefficient \( a(x,y) = a_3 = 1 \);
2. an overlapping subdomain with nonconstant coefficients:

\[
\begin{align*}
a(x,y) &= 5 \quad \forall (x,y) \in (0.25,0.5), \\
a(x,y) &= 1 \quad \forall (x,y) \in (0.5,0.75).
\end{align*}
\]

On each subdomain \( \Omega_i \) \( (i = 1, 2) \), we consider 144 local modes that correspond to

\[
\sin(2k\pi x) \sin(l\pi y) \quad \text{for} \quad (k,l) \in \{1,\ldots,12\}^2.
\]

For the first test, we consider an overlapping subdomain with constant coefficient. In Table (3) we give the computed eigenvalues with this approach and we plot the relative errors computed with respect to the accurate eigenvalues obtained by dichotomy (see below) in Figure 9. We immediately observe that for the overlapping domain with constant coefficient, the relative errors are bounded by \( 10^{-4} \). But the curves ("constant 6 × 6", "constant 10 × 10") are quite similar. That confirms that the
use of overlapping subdomain with constant coefficients has induced a finite order of convergence for the CMS method. In order to raise the rate of convergence, we naturally propose to use an overlapping subdomain with nonconstant coefficients. So in a first step we compute by the dichotomy method the first local modes (of $\Omega_3$) made of sine functions and hyperbolic sine functions.

The preliminary numerical results are in good agreement with the improved accuracy of the method and we shall report in a future work the results of the numerical simulation for this problem.

In this future work, we shall also deal with another important example concerning the capture of singularities not only due to the presence of discontinuous coefficients, but also due to corners at the boundaries. Two ingredients have to be used then: the non constant coefficients on the overlapping domain and the presence of “camembert shaped” subdomains surrounding the corner singularities as it has been explained in [CDM96a].
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Robust Additive Schwarz Methods on Unstructured Grids

Petter E. Bjørstad, Maksymilian Dryja, and Eero Vainikko

1 Introduction

The purpose of this paper is to describe a fully parallel two and three-dimensional computer implementation of the Additive Average Schwarz algorithm first described in [BDV97]. This paper draws heavily on the Ph.D. thesis work of Eero Vainikko [Vai97] and his extensive work required to design and develop a general computer implementation with direct coupling to state of the art graph partitioning software such as Chaco [HL95] and MeTiS [KK95].

Our algorithm and its implementation share several interesting properties not always available in more standard domain decomposition algorithms:

- It handles unstructured grids in two and three dimensions
- It allows subdomains to be completely unstructured
- It is fully parallel and portable
- It is robust with respect to discontinuous coefficients across subdomain boundaries
- It can take advantage of inexact solvers.

There has been a strong trend within the applied computational sciences [VSB91] and in the scientific computing community to consider the use of unstructured grids and discretizations [CSZ96]. This approach often offers considerable advantages, in particular, when attacking three-dimensional problems where adaptivity and accuracy requirements may change across the computational domain.

The flexibility offered by unstructured discretizations may come with a cost in terms of more expensive computational procedures and possibly less efficient parallel implementations. Unstructured meshes have been standard in structures calculations based on finite elements since its pioneering start about forty years ago, but always dependent on direct methods of solution. Recently, the study of iterative methods for structural analysis has received more attention partly motivated by the very large problems generated by detailed three-dimensional models.
The most natural approach to domain decomposition algorithms for unstructured problems, the iterative substructure or Schur complement methods [SBG96], can be viewed as a direct line of development from the multilevel superelement technique used to organize a direct factorization method [Prz85]. In both cases the solution procedure reduces the problem to the interfaces of substructures by considering Schur complement matrices. The explicit formation of these matrices is generally avoided when using the iterative substructure approach. These methods belong to the nonoverlapping class of domain decomposition algorithms. Early work with the Neumann-Dirichlet algorithm can be found in [BW86] and more recent, very promising work related to the Neumann-Neumann algorithm can be found in [LT94], [Man93] and [TV97].

In comparison, relatively little has been reported on the use of overlapping Schwarz methods for unstructured grids. In [CSZ96], the authors use a standard (overlapping) Schwarz method and a sequence of non-matching coarser grids. In particular, a regular grid is used at the coarsest level. This choice is at least partly dictated by the standard theory for Schwarz methods which assumes that the coarse grid can be viewed as a finite element triangulation of the domain.

Our proposed algorithm, the Additive Average Method [BDV97] is an additive Schwarz method with an alternative coarse space. The method avoids overlapping subdomains and solves a special linear system on the interface variables. In this respect, the method resembles the iterative substructuring methods. Our algorithm computes average values on each subdomain. The use of average values in order to capture the coarse grid behavior and achieve almost optimal preconditioners for iterative substructuring algorithms was used in the important paper [BPS87] already ten years ago.

This paper is organized as follows. In Section 2, we quickly review the method and its basic properties. The reader should consult [BDV97] to see the proof of convergence. In Section 3, we discuss a computer implementation and show how our algorithm can be coupled to state of art graph partitioning software packages. We do not discuss computational complexity, but refer to [BDV96] where one can also find details on parallel computations with reported performance. In the last section, we report on realistic computational problems with unstructured grids. We investigate subdomain partitioning guided by material properties and report on numerical experiments carried out on different parallel machines.

2 The Method and Some Properties

Let us consider a polyhedral region $\Omega \subset \mathbb{R}^d, d = 2, 3$, which has been divided into $N$ subdomains. The subdivision may be based on the information about a coefficient $\rho_i > 0$ which is assumed to be constant in each subdomain but may have big jumps across subdomain boundaries. We consider an elliptic problem in the variational form:

Find $u^* \in V(\Omega)$ such that

$$
\sum_{i=1}^{N} \int_{\Omega_i} \rho_i \nabla u^* \cdot \nabla v dx = \int_{\Omega} f v dx \quad \forall v \in V(\Omega),
$$

(2.1)
where $V(\Omega)$ is an appropriate Sobolev space.

We assume that the region $\Omega$ is triangulated into elements $e_k$, $k = 1, 2, \ldots, n_t$. Let $V^h$ be a finite element space of piecewise linear, continuous functions defined on the triangulation and vanishing on $\partial \Omega$, the boundary of $\Omega$. Our discrete problem reads:

Find $u \in V^h(\Omega)$ such that

$$ a(u,v) = f(v) \quad \forall v \in V^h(\Omega), \quad (2.2) $$

where

$$ a(u,v) = \sum_{i=1}^{N} \int_{\Omega_i} \rho_i \nabla u \cdot \nabla v \, dx, \quad f(v) = \int_{\Omega} f v \, dx. \quad (2.3) $$

In this paper we focus on the implementation and early experience with this method applied to unstructured grid problems.

The domain is divided into nonoverlapping subdomains. Figure 1 shows some key differences between a structured and unstructured grid in a domain decomposition context. On a regular grid it is straightforward to define a coarser space. However,

**Figure 1** An example of a regular and an irregular splitting of a domain.

![Figure 1](image)

...there are situations where for some essential reason, like e.g., geological structure or material properties there is no natural regular splitting, in fact, one may want to decompose the domain according to problem specific considerations. With our method, we are free to do this as our coarse space construction requires no regular subdomain structure.

We partition the space $V^h$ into $N + 1$ subspaces

$$ V^h = V_0 + V_1 + \ldots + V_N $$

where $V^i = H^1_0(\Omega_i) \cap V^h$ and zero outside of $\Omega_i$ ($i = 1, \ldots, N$). We denote the nodal points of $\partial \Omega_i$ and $\Omega_i$ by $\partial \Omega_{ih}$ and $\Omega_{ih}$, respectively. Let $n_i$ denote the number of nodes on $\partial \Omega_{ih}$. We define the coarse space $V_0$ by $V_0 = \text{Range}(I_A)$, the range of an interpolation-like operator $I_A$. For $u \in V^h$ restricted to $\Omega_i$, we define $I_A u$ as follows:
\[ I_A u = \begin{cases} 
  u(x) & x \in \partial \Omega_{ih} \\
  \overline{u}_i & x \in \Omega_{ih}
\end{cases} \quad (2.4) \]

where

\[ \overline{u}_i = \frac{1}{n_i} \sum_{x \in \partial \Omega_{ih}} u(x), \quad (2.5) \]

the average of the nodal values of \( u \) on the boundary of \( \Omega_i \).

We define by \( h_i \) the diameter of the smallest element touching the boundary \( \partial \Omega_i \):

\[ h_i = \inf_{j : e_{ij} \cap \partial \Omega_i} h_j. \quad (2.6) \]

For each \( V_i, i = 1, ..., N \) we introduce a bilinear form \( b_i(u, v) \) on \( V_i \times V_i \) of the form

\[ b_i(u, v) = a(u, v). \quad (2.7) \]

An approximate bilinear form on the coarse space can be defined by

\[ b_0(u, v) = \sum_i \rho_i h_i^{d-2} \sum_{x \in \partial \Omega_{ih}} (u(x) - \overline{u}_i)(v(x) - \overline{v}_i). \quad (2.8) \]

Denote the matrix obtained form the bilinear form \( a(u, v) \) in (2.3) by \( A \) and let \( A_i, i = 1, ..., N \) denote the matrices defined by (2.7) i.e., the restriction of \( A \) to the nodes of \( \Omega_i \). Similarly, the coarse grid matrix \( A_0 \) is computed from (2.8). Together with \( A_0 \) we also define another variant of the coarse matrix defined by

\[ A_c = \tilde{I}_A^T A \tilde{I}_A \quad (2.9) \]

where \( \tilde{I}_A^T \) is a restriction operator defined as the transpose of \( \tilde{I}_A \), the matrix representation of \( I_A \) in (2.4). The matrix \( A_c \) can therefore be explicitly formed using only the definition of \( I_A \). \( A_0 \) is an approximation of \( A_c \), having sparse structure and it is therefore easier to use in computations. We call the use of \( A_c \) the Galerkin coarse space approximation.

Note that in the Additive Average method all the subdomain solves and the coarse problem solution can be run in parallel. Alternatively, we can define multiplicative variants of the method just as in the standard Schwarz methods. A simple, symmetric variant consists of a coarse solver followed by the subdomain solutions and another coarse solver at the end of the cycle. Residual updates must be carried out between the steps as usual.

When the Additive Average method is combined with a Krylov subspace iterative method, one can prove that the condition number of the resulting iteration matrix is independent of jumps in the coefficient \( \rho_i \) across subdomain boundaries and that it depends linearly on the ratio \( H/h \) where \( H \) is the largest subdomain diameter while
$h$ measures the smallest diameter of an inscribed circle in an element that touches a subdomain boundary. The reader should consult [BDV97] to see a proof of convergence. Furthermore, it can be shown that the condition number depends linearly on the aspect ratio of the subdomains. Thus, in the case of a very long and thin subdomain it would be advantageous to further decompose this into smaller subdomains having a better aspect ratio.

3 Computer Implementation

Implementation of the Average Additive method as a parallel algorithm has several advantages over the standard Schwarz methods with respect to simplicity (no overlap), reduced arithmetic, and reduced communication. These issues are more fully explained in [BDV96].

The parallel implementation follows an SPMD programming model, where we assign several special tasks including the coarse space solver to processor zero. This processor will also handle code parameters and the initial triangulation of the domain that is needed to create the finite element data structures. In the regular case, the splitting of the domain into subdomains is straightforward. In the case of a nonregular domain, processor zero will create a graph where each element $e_k$ is a vertex with edges connecting it to all vertices that correspond to element neighbors. We have coupled our code directly to the Chaco-2.0 [HL95] and the McTiS [KK95] packages for graph partitioning. Both packages can be used to split the graph (and therefore our domain) into a specified number of pieces. The packages allow us to specify weights on the edges which can be used to supply information about the coefficients $\rho_i$. Ideally, this could be used to enforce a subdomain splitting where we guarantee that the $\rho_i$ remains (near) constant in each subdomain with all the jumps across subdomain boundaries. In practice, this is somewhat difficult to achieve and more experience with the coupling of domain decomposition software and graph partitioning packages is needed.

The graph partitioning process gives us a discrete function $P : \{e_k, k = 1, ..., n_t\} \rightarrow \{1, ..., N\}$ that determines for each vertex (element) which subdomain it belongs to. In order to be able to assemble the stiffness matrix in parallel, subdomain number $i$ is assigned information about its triangles $\{e_k : P e_k = i\}$ together with one additional layer of the triangles around partition $i$. For each subdomain, we then send this information to an available processor. Next, we can perform the assembly of the stiffness matrix $A$ in parallel. Each piece of the matrix $A$ is finally stored where it was assembled. Each processor has also been given information about possible other subdomains that may 'own' one of its nodes. With this information the nodes can be split into sets of interior and boundary nodes respectively, and the necessary data structures for nearest neighbor as well as coarse solver communication can be prepared.

4 Numerical Experiments with Unstructured Meshes

Our first example considers an unstructured grid around an airfoil, see Figure 2. We subdivide the element mesh using the graph partitioning packages described
Figure 2 An unstructured mesh around an airfoil. The paper considers a similar mesh and two further levels of refinement.

Table 1 Characteristics of the iterative method when applied to a scaled version of the airfoil mesh.

<table>
<thead>
<tr>
<th># PE</th>
<th>N</th>
<th>Dofs</th>
<th>$\kappa (BA)$</th>
<th># Iter</th>
<th>Time/iter T3E</th>
<th>Time/iter Origin</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>3</td>
<td>15606</td>
<td>117</td>
<td>54</td>
<td>0.036</td>
<td>0.019</td>
</tr>
<tr>
<td>16</td>
<td>15</td>
<td>61484</td>
<td>636</td>
<td>119</td>
<td>0.030</td>
<td>0.026</td>
</tr>
<tr>
<td>28</td>
<td>27</td>
<td>244047</td>
<td>3000</td>
<td>252</td>
<td>***</td>
<td>0.059</td>
</tr>
</tbody>
</table>

earlier. We further refine the mesh in order to scale the problem keeping roughly the same number of nodes per subdomain. In Table 1 we show iteration counts and condition number estimates for three different cases. We also show the execution time per iteration on a T3E and on an Origin-2000 computer when using only two symmetric Gauss-Seidel sweeps as our inexact solver. Observe that our code is completely unoptimized for these machines and that the execution times could change considerably in the near future. We note that the times are quite similar and that the time on the Origin scales correctly between the second and third row in the table. The T3E did not have enough memory per node to run our largest case.

We see that the condition number of our preconditioned problem does increase unlike the situation for a uniform refinement of a structured grid. A considerable part of this effect is due to our inexact solver, the entry in the second row of the table is reduced from 636 to 270 if we use an exact subdomain solver. This entry is further reduced to 165 by a simple diagonal scaling of the approximate bilinear form in (2.8). We also note that the quality of our graph partitioning (for example the subdomain aspect ratio) may change as we refine the problem and request more subdomains. The ratio $H/h$ of our largest subdomain diameter relative to the smallest element is of the order $10^4$ in this example, but tends to decrease as we refine our domain and introduce a larger number of subdomains. We plan to investigate the use of weights in the definition of our interpolation operator $I_A$ as well as a more careful study of the quality of the mesh partitioning in order to further improve the situation.

Our last example is motivated by the oil industry. Figure 3 shows an oil reservoir model obtained from Norsk Hydro. The figure shows two distinctly different rock
structures, with very different permeability. The geometry is quite irregular and complex in all three spacial dimensions. The entire domain is discretized into $55 \times 80 \times 100$ blocks and we use the permeability values to split the corresponding graph representation into two separate graphs which in turn are split into subdomains by our graph partitioning software. In this way, we obtain a highly irregular subdomain partitioning precisely tailored to our physical problem. We also split the problem in a completely regular fashion resulting in many subdomains having an internal discontinuous jump (from 1 to 1000) in the parameter $\rho_1$. In Table 2 we compare the results of four different experiments; our irregular subdomain partitioning combined with the Additive Average method, the same method using a regular splitting, a classical Additive Schwarz preconditioner as well as just running the conjugate gradient iteration without any preconditioning. In the three first cases we use two simple symmetric Gauss-Seidel sweeps as our inexact subdomain solver.

We first observe the large difference between the two first methods due to the internal jumps in the second method. The overlapping Schwarz method is considerably more robust, but still uses about 2.5 times as many iterations each of which is more costly than the iterations in the first method. Finally, we see that the problem requires a very large number of iterations without any preconditioning.

**Figure 3** An oil reservoir model.

5 Conclusion

We have described a nonoverlapping additive Schwarz algorithm applied to unstructured grid problems. The method has interesting properties with respect to generality as well as efficient parallel implementations. Repeated refinements of an unstructured grid causes an increase in the condition number of our iteration operator. There may be many different factors contributing to this and we are currently trying
to identify these in order to further improve the algorithm. We have demonstrated that an irregular domain decomposition adapted to the problem at hand can result in improved convergence of our iterative algorithm. Further work in progress includes scaling of the bilinear forms and the use of weights in the interpolation in order to improve the robustness when used on highly unstructured meshes. Our code is directly coupled to state of art graph partitioning packages. This interaction deserves more study in order to arrive at a best possible overall solution strategy.
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Overlapping Domain Decomposition with Non-matching Grids

Yuri A. Kuznetsov

1 Introduction

In this paper we consider two topics. In Section 2 we introduce a new macro-hybrid formulation based on overlapping domain decomposition for linear elliptic equations with symmetric positive definite operators. The problem is discretized by the mortar element method using non-matching grids on the interfaces between subdomains. An iterative method of an optimal order of arithmetical complexity is proposed for solving the arising algebraic systems in the case of regular quasiform hierarchical grids. An example of such a formulation was originally given in [Kuz95b]. The approach proposed here has many common points with the decentralization methods studied more than twenty years ago in [BLT74, Lem74]. In these papers the authors used splittings of bilinear forms between different subdomains to decompose a variational problem.

The second important topic is presented in Section 4 where we consider an extension of results from [Kuz95a, Kuz95b] to the case of overlapping subdomains. Here we present several results which mainly concern the construction of the interface preconditioner.

In Section 5 results of numerical experiments with 2D- and 3D-overlapping subdomains are given.

2 Macro-hybrid based on Overlapping Domain Decomposition

Let us consider a model elliptic problem

\[-\Delta u + cu = f \quad \text{in } \Omega \]
\[\frac{\partial u}{\partial n} = 0 \quad \text{on } \partial \Omega \]

(2.1)
where \( f \in L^2(\Omega) \) is a given function, \( c \equiv \text{const} \in (0; 1] \), \( \partial \Omega \) is the boundary of a domain \( \Omega \) and \( \mathbf{n} \) is the outer unit normal vector to \( \partial \Omega \). For the sake of simplicity we assume that \( \Omega \) is a polygon in \( \mathbb{R}^p \), \( p = 2, 3 \) with \( \text{diam} (\Omega) \sim O(1) \), and all further subdomains of \( \Omega \) are also polygons with diameters \( O(1) \).

The classical weak formulation of (2.1) is: find \( u \in H^1(\Omega) \) such that

\[
\Phi(u) = \min_{v \in H^1(\Omega)} \Phi(v),
\]

where

\[
\Phi(v) = \int_{\Omega} \left[ |\nabla v|^2 + cv^2 - 2fv \right] d\Omega.
\]

Let \( \Omega_1 \) and \( \Omega_2 \) be two overlapping subdomains of \( \Omega \) (\( \Omega_1 \cap \Omega_2 \neq \emptyset \)) such that \( \Omega_1 \cup \Omega_2 = \Omega \). We assume that subdomains \( \Omega_1 \) and \( \Omega_2 \) are regularly shaped. Examples of such a partitioning of \( \Omega \) into two subdomains are given in Fig. 1 (\( \Omega_1 \) is located on the left, i.e. \( \Gamma_2 \subset \partial \Omega_1 \cap \Omega \)).

**Figure 1** a) Overlapping and b) overlapping / nonoverlapping domain decomposition

We denote the intersection of \( \Omega_1 \) and \( \Omega_2 \) by \( \Omega_{12} \) and define two bilinear forms

\[
a_k(u, v) = \int_{\Omega_k} \left[ a_k \nabla v \cdot \nabla u + c_k uv \right] d\Omega, \quad k = 1, 2,
\]

two linear forms

\[
l_k(v) = \int_{\Omega_k} f_k v d\Omega, \quad k = 1, 2,
\]

and two quadratic functionals

\[
\psi_k(v) = a_k(v, v) - 2l_k(v), \quad k = 1, 2.
\]

The coefficients \( a_k, c_k \) and functions \( f_k \) are defined by

\[
a_k = \begin{cases} 1 & \text{in } \Omega_k \setminus \Omega_{12} \\ q_k & \text{in } \Omega_{12} \end{cases}, \quad c_k = \begin{cases} c & \text{in } \Omega_k \setminus \Omega_{12} \\ q_k c & \text{in } \Omega_{12} \end{cases}, \quad f_k = \begin{cases} f & \text{in } \Omega_k \setminus \Omega_{12} \\ q_k f & \text{in } \Omega_{12} \end{cases}
\]

(2.7)
where $q_k$ are positive constants, $k = 1, 2$ such that $q_1 + q_2 = 1$. It is important that
\[ \psi_k(v) = q_k \Phi(v), \quad \forall v \in H^1(\Omega), \supp v \subset \Omega_{12}, \quad k = 1, 2. \tag{2.8} \]

To introduce and to analyze macro-hybrid formulations of elliptic problems we have to deal with interfaces between subdomains. To this end we introduce the following notation:
\[ \gamma_g = (\partial \Omega_1 \cap \Omega) \cup (\partial \Omega_2 \cap \Omega), \]
\[ \gamma_{in} = \partial \Omega_1 \cap \partial \Omega_2, \tag{2.9} \]
\[ \partial \gamma_{in} = \gamma_{in} \setminus \gamma_g. \]

Here $\gamma_{in}$ is the interior part of $\gamma_{in}$ with respect to $(p - 1)$-dimensional topology, $\gamma_g$ is said to be the “global” interface (with respect to the macro-hybrid formulation to be presented), and $\partial \gamma_{in}$ is the set of cross points in the case $p = 2$ and the set of interedges in the case $p = 3$.

The set $\gamma_g \setminus \partial \gamma_{in}$ can be presented as the union of nonoverlapping open subsets $\Gamma_s$, $s = 1, \ldots, s_g$ such that each $\Gamma_s$ is a piece-wise linear curve in the case of $p = 2$ and a piece-wise linear surface in the case of $p = 3$. It is obvious that this partitioning $\gamma_g$ into nonoverlapping open subsets is unique.

For examples given in Fig. 1 we have $s_g = 2$ in the case a) and $s_g = 3$ in the case b). Respectively, $\partial \gamma_{in}$ consists of four points both in the cases a) and b).

Now we introduce the space $V = H^1(\Omega_1) \times H^1(\Omega_2)$, the space
\[ W = \{ \vec{v} = (v_1, v_2) : \vec{v} \in V, \int_{\Gamma_s} (v_1 - v_2) \mu ds = 0, \forall \mu \in H^{-1/2}(\Gamma_s), \ s = 1, \ldots, s_g \} \tag{2.10} \]
and the quadratic functional
\[ \psi(\vec{v}) = \psi_1(v_1) + \psi_2(v_2), \quad \vec{v} \in V. \tag{2.11} \]

It can be shown (see, for instance [BF91]) that under the assumptions made the following macro-hybrid formulation of problem (2.1):
\[ \tilde{u} \in V : \quad \psi(\tilde{u}) = \min_{\vec{v} \in W} \psi(\vec{v}) \tag{2.12} \]
has a unique solution and is equivalent to problem (2.2). We understand the equivalence in the sense that
\[ u(x) = u_k(x) \quad \forall x \in \Omega_k, \tag{2.13} \]
where $u$ is the solution function to (2.2).

Problem (2.12) has also an equivalent formulation in terms of Lagrange multipliers. For instance, in the case of example in Fig. 1b it can be presented in the following
form: find \((\bar{u}, \bar{\lambda}) \in V \times \Lambda\) such that

\[
\begin{align*}
    a_1(u_1, v_1) + \int_{\Gamma_1} \lambda_1 v_1 \, ds + \int_{\Gamma_2} \lambda_2 v_1 \, ds + \int_{\Gamma_3} \lambda_3 v_1 \, ds &= l_1(v_1), \\
    a_2(u_2, v_2) - \int_{\Gamma_1} \lambda_1 v_2 \, ds - \int_{\Gamma_2} \lambda_2 v_2 \, ds - \int_{\Gamma_3} \lambda_3 v_2 \, ds &= l_2(v_2), \\
    \int_{\Gamma_1} (u_1 - u_2)\mu_1 \, ds &= 0, \\
    \int_{\Gamma_2} (u_1 - u_2)\mu_2 \, ds &= 0, \\
    \int_{\Gamma_3} (u_1 - u_2)\mu_3 \, ds &= 0,
\end{align*}
\]

\(\forall (\bar{v}, \bar{\mu}) \in V \times \Lambda\). Here \(\Lambda = \prod_{s=1}^{3} H^{-1/2}(\Gamma_s)\). It can be easily shown that

\[
\lambda_1 = q_2 \frac{\partial u_2}{\partial \mathbf{n}_2} \text{ on } \Gamma_1, \quad \lambda_2 = -q_1 \frac{\partial u_1}{\partial \mathbf{n}_1} \text{ on } \Gamma_2, \quad \lambda_3 = -\frac{\partial u_1}{\partial \mathbf{n}_1} \text{ on } \Gamma_3,
\]

where \(\mathbf{n}_1\) and \(\mathbf{n}_2\) are the outer normal vectors to \(\partial \Omega_1\) and \(\partial \Omega_2\), respectively. Recall that \(u_1 \equiv u \text{ in } \Omega_1\) and \(u_2 \equiv u \text{ in } \Omega_2\).

In a compact form (2.14) can be presented [GW88, BF91] by: find \((\bar{u}, \bar{\lambda}) \in V \times \Lambda\) such that

\[
\begin{align*}
    \hat{a}(\bar{u}, \bar{v}) + b(\bar{\lambda}, \bar{v}) &= \hat{l}(\bar{v}), \\
    b(\bar{\mu}, \bar{u}) &= 0, \quad \forall (\bar{v}, \bar{\mu}) \in V \times \Lambda.
\end{align*}
\]

Here

\[
V = \prod_{k=1}^{m} V_k, \quad V_k = H^1(\Omega_k), \quad k = 1, \ldots, m, \\
\Lambda = \prod_{s=1}^{s_g} \Lambda_s, \quad \Lambda_s = H^{-1/2}(\Gamma_s), \quad s = 1, \ldots, s_g,
\]

\[
\hat{a}(\bar{u}, \bar{v}) = \sum_{k=1}^{m} a_k(u, v), \quad \hat{l}(\bar{v}) = \sum_{k=1}^{m} l_k(v), \\
b(\bar{\mu}, \bar{u}) = \sum_{s=1}^{3} \int (u_1 - u_2)\mu_s \, ds,
\]

where \(m = 2\) and \(s_g = 3\).

**Remark 1** Generalization to a larger number of subdomains is straightforward. For instance, if we use the formulation (2.16)-(2.17) we have to assume that for any simply connected subdomain \(G \subset \Omega \setminus \gamma_G\) a positive constant \(q_G\) exists such that

\[
a_k(u, v) = q_G a(u, v), \quad l_k(v) = q_G l(v), \quad \forall u, v \in H^1(\Omega), \quad \text{supp } v \subset G, \quad k = 1, m.
\]

(2.18)
Remark 2 If \( f \, d\Omega = 0 \) and \( c \ll 1 \) then problem (2.1) can be considered as a singular perturbation of the Neumann problem
\[
-\Delta u = f \quad \text{in} \quad \Omega \\
\frac{\partial u}{\partial n} = 0 \quad \text{on} \quad \partial \Omega.
\] (2.19)

3 The Mortar Element Method and Algebraic Systems

We consider the only case when \( \Omega_{kh} \) are conforming triangular, \( p = 2 \), or tetrahedral, \( p = 3 \), partitions of \( \Omega_k \), \( k = 1, \ldots, m \), and \( \gamma_g \) does not intersect the interiors of the grid cells. Then \( V_{kh} \) are the standard piecewise linear finite element subspaces of \( V_k \equiv H^1(\Omega_k) \), \( k = 1, \ldots, m \). The finite element subspaces \( \Lambda_{sh} \subset \Lambda \equiv H^{-1}(\Gamma_s) \), \( s = 1, \ldots, s_g \) are chosen using the mortar element technique from [BMP89, BM94, Kuz95b].

The mortar finite element discretization of (2.16)–(2.17) is defined by: find \((\tilde{u}_h, \tilde{\lambda}_h) \subset V_h \times \Lambda_h\) such that
\[
\hat{a}(\tilde{u}_h, \tilde{v}) + b(\tilde{\lambda}_h, \tilde{u}_h) = \hat{f}(\tilde{v}), \\
b(\tilde{\mu}, \tilde{u}_h) = 0,
\]
\(\forall (\tilde{v}, \tilde{\mu}) \in V_h \times \Lambda_h\) where \( V_h = \prod_{k=1}^m V_{kh} \) and \( \Lambda_h = \prod_{s=1}^{s_g} \Lambda_{sh} \). Problem (3.20) leads to an algebraic system
\[
Ax = y
\] (3.20)

with a saddle-point matrix
\[
A = \begin{pmatrix} A & B^T \\ B & O \end{pmatrix}
\] (3.21)

and vectors
\[
x = \begin{pmatrix} u \\ \lambda \end{pmatrix}, \quad y = \begin{pmatrix} f \\ 0 \end{pmatrix}.
\] (3.22)

Here \( A \) is a symmetric positive definite matrix and \( \text{Ker} B^T = 0 \). It follows immediately that \( \det A \neq 0 \).

For further analysis we need a more detailed description of \( A \) and \( B \) in block forms. The simplest block representations of \( A \) and \( B^T \) are:
\[
A = \begin{pmatrix} A_1 & O & O \\ O & \ddots & O \\ O & O & A_m \end{pmatrix}, \quad B^T = \begin{pmatrix} B_1^T \\ \vdots \\ B_m^T \end{pmatrix}
\] (3.23)

Here the \( k \)th block corresponds to the degrees of freedom of the finite element space \( V_{kh} \), \( k = 1, \ldots, m \).
For each subdomain \( \Omega_k \) we partition degrees of freedom (grid nodes) into two groups. In the second group denoted by \( \gamma \) we collect the degrees of freedom which correspond to the grid nodes belonging to \( \gamma_k = \gamma \cap \Omega_k \). All other degrees of freedom we collect in the first group denoted by \( I \). These partitionings induce the following block representations:

\[
A_k = \begin{pmatrix}
A_{kI} & A_{kI\gamma} \\
A_{k\gamma I} & A_{k\gamma\gamma}
\end{pmatrix}, \quad B_k^T = \begin{pmatrix}
O \\
B_{kI\gamma}
\end{pmatrix}.
\]

(3.24)

Let \( B \) be a symmetric positive definite matrix and \( \mathcal{H} = B^{-1} \). Since \( A = A^T \) the preconditioned Lanczos [MK74, Kuz95b] can be used to solve system (3.20). In this paper we also recommend the preconditioned conjugate method based on the \( B \)-norm of minimal errors [MK74]:

\[
\hat{p}_l = \begin{cases}
\mathcal{H}\hat{\xi}_l, & l = 1, \\
\mathcal{H}\hat{\xi}_l - \alpha_l \hat{p}_{l-1}, & l > 1,
\end{cases}
\]

\[
p_l = \mathcal{H}A\hat{p}_l,
\]

\[
x_l = x^{l-1} - \beta_l \hat{p}_l,
\]

(3.25)

where \( \hat{\xi}_l = A x^l - y \) are the residual vectors, \( l = 1, 2, \ldots \) Assume that the eigenvalues of \( \mathcal{H}A \) belong to the union of segments \([d_1; d_2]\) and \([d_3; d_4]\) with \( d_1 \leq d_2 < 0 < d_3 \leq d_4 \). Then the convergence estimate

\[
\| x_l - x \|_\mathcal{H} \leq 2q^l \| x_0 - x \|_\mathcal{H}, \quad l \geq 1,
\]

(3.26)

holds [MK74] where \( q = \frac{\hat{d} - \tilde{d}}{\hat{d} + \tilde{d}}, \hat{d} = \max \{d_4; |d_1|\}, \) and \( \tilde{d} = \min \{d_3; |d_2|\} \).

### 4 Block Diagonal Preconditioning

We propose a preconditioner \( \mathcal{H} \) as a block diagonal matrix:

\[
\mathcal{H} = \begin{pmatrix}
H_A & O \\
O & H_\lambda
\end{pmatrix}
\]

(4.27)

where \( H_A \) is also a block diagonal matrix:

\[
H_A = \begin{pmatrix}
H_1 & O & O \\
O & \ddots & O \\
O & O & H_m
\end{pmatrix}.
\]

(4.28)

All blocks are symmetric positive definite matrices, \( H_k \) are said to be the subdomain preconditioners, and \( H_\lambda \) is said to be the interface preconditioner.
If matrices $H_k$ are spectrally equivalent to the matrices $A_k^{-1}$ with constants independent of the value of the coefficient $c$, and if a matrix $H_\lambda$ is spectrally equivalent to the matrix $S_\lambda^{-1}$ with $S_\lambda$ given by

$$ S_\lambda = BA^{-1}B^T \equiv \sum_{k=1}^{m} B_{k\gamma} S_{k\gamma}^{-1} B_{k\gamma}^T $$

(4.29)

with the constants independent of the value of $c$ then the values of $\hat{d}, \hat{d}$ in (3.26) are positive constants [Kuz95a] also independent of $c$. Here

$$ S_{k\gamma} = A_{k\gamma} - A_{k\gamma}^{-1} A_{kI} A_{k\gamma}^{-1} $$

(4.30)

are the Schur complements. Our aim is to construct a preconditioner $\mathcal{H}$ spectrally equivalent [Kuz95a] to the matrix $A^{-1}$ with constants independent of $c$.

**Subdomain Preconditioners**

Let us define matrices $\hat{A}_k$ and $M_k$ by:

$$ (\hat{A}_k v, w) = \int_{\Omega_k} \nabla v_h \cdot \nabla w_h d\Omega, $$

(4.31)

$$ (M_k v, w) = \int_{\Omega_k} v_h w_h d\Omega $$

$\forall v_h, w_h \in V_{kh}, k = 1, \ldots, m$. Thus, matrices $\hat{A}_k$ are the stiffness matrices for the operator $-\Delta$ with the Neumann boundary conditions, and $M_k$ are the corresponding mass matrices. It can be easily shown [Kuz95b] that

$$ A_k^{-1} \sim \left( \hat{A}_k + M_k \right)^{-1} + \frac{1}{c} P_k $$

(4.32)

where $P_k M_k$ is the $M_k$-orthogonal projector onto Ker $\hat{A}_k$ and the sign “$\sim$” denotes the spectral equivalence. Moreover, the constants of the spectral equivalence in (4.32) are independent of the value of $c$.

Suppose that a matrix $\hat{H}_k$ is spectrally equivalent to the matrix $\left( \hat{A}_k + M_k \right)^{-1}$. Then the matrix

$$ H_k = \hat{H}_k + \frac{1}{c} P_k $$

(4.33)

is spectrally equivalent to matrix $A_k^{-1}$ with constants independent of the value of $c$.

We have plenty of choices for $\hat{H}_k$, $k = 1, \ldots, m$.

**Interface Preconditioner**

We can easily show [Kuz95b] that

$$ S_{k\gamma}^{-1} \sim \tilde{S}_{k\gamma}^{-1} + \frac{1}{c} P_{k\gamma} $$

(4.34)
where $\hat{S}_{k\gamma}^{-1}$ is the Schur complement for the matrix $\hat{A}_k + M_k$ and $P_{k\gamma} M_{k\gamma}$ is the $M_{k\gamma}$ orthogonal projector onto $\text{Ker} S_{k\gamma}$ in the case $c = 0$. Moreover, the constants of equivalence in (4.34) are independent of the value of $c$. Here $M_{k\gamma}$ is the interface mass matrix defined by:

$$ (M_{k\gamma} v, w) = \int_{\gamma_k} v_h w_h ds \quad \forall v_h, w_h \in V_{k\gamma h} \quad (4.35) $$

where $V_{k\gamma h}$ is the trace of $V_{kh}$ into $\gamma_k = \partial \Omega_k \cap \Omega$, $k = 1, \ldots, m$.

Let the matrices

$$ \hat{H}_k = \begin{pmatrix} \hat{H}_{kI} & \hat{H}_{kF} \\ \hat{H}_{kF}^T & \hat{H}_{k\gamma} \end{pmatrix} \quad (4.36) $$

be spectrally equivalent to the matrices $(\hat{A}_k + M_k)^{-1}, k = 1, \ldots, m$. We can also prove that the matrix

$$ \hat{S}_{\lambda} = \sum_{k=1}^{m} B_{k\gamma}(\hat{H}_{k\gamma} + \frac{1}{c} P_{k\gamma}) B_{k\gamma}^T \quad (4.37) $$

is spectrally equivalent to $S_{\lambda}$ with constants independent of the value of $c$.

To construct the interface preconditioner $H_{\lambda}$ we shall use the preconditioned Chebyshev iterative procedure [BPS86, Kuz95a]. Let $\hat{H}_{\lambda}$ be a symmetric positive defined matrix and $\nu_{\lambda} = \lambda_{\text{max}}/\lambda_{\text{min}}$ where $\lambda_{\text{max}}$ and $\lambda_{\text{min}}$ are the maximal and minimal eigenvalues of $\hat{H}_{\lambda} \hat{S}_{\lambda}$, respectively. Then for any $t_{\lambda} \sim \sqrt{\nu_{\lambda}}$ the matrix

$$ H_{\lambda} = \left[ I_{\lambda} - \prod_{t=1}^{t_{\lambda}} \left( I_{\lambda} - \alpha_t \hat{H}_{\lambda} \hat{S}_{\lambda} \right) \right] \hat{S}_{\lambda}^{-1} \quad (4.38) $$

is spectrally equivalent to the matrix $S_{\lambda}^{-1}$ where $\{\alpha_t\}$ is a set of the corresponding Chebyshev parameters.

Let $\hat{B}_{\lambda}$ be a symmetric positive definite matrix such that $1 \in [\mu_{\text{min}}; \mu_{\text{max}}]$ where $\mu_{\text{min}}$ and $\mu_{\text{max}}$ are the minimal and maximal eigenvalues of the matrix $\hat{B}_{\lambda}^{-1} \sum_{k=1}^{m} B_{k\gamma} \hat{H}_{k\gamma} B_{k\gamma}^T$, respectively. Then for the choice $\hat{H}_{\lambda} = \hat{R}_{\lambda}^{-1}$ where

$$ \hat{R}_{\lambda} = \hat{B}_{\lambda} + \frac{1}{c} \sum_{k=1}^{m} B_{k\gamma} P_{k\gamma} B_{k\gamma}^T, \quad (4.39) $$

the estimate

$$ \nu_{\lambda} \leq \hat{\nu}_{\lambda} \equiv \mu_{\text{max}}/\mu_{\text{min}} \quad (4.40) $$

holds.

A solution algorithm for a system

$$ \hat{R}_{\lambda} z = g $$

is presented in [Kuz95b, KW96]. It includes a so called “coarse grid” problem based on the projectors $P_{k\gamma}, k = 1, \ldots, m$. 


Arithmetical Complexity for Hierarchical Grids

Assume that grids $\Omega_{kh}$ are regular, quasiform and hierarchical with the average grid step size $h \sim \sqrt[4]{N}$ where $N$ is the dimension of matrix $A$.

In this case we can use various $V$-cycle multilevel preconditioners to define matrix $\hat{H}_k$ in (4.33). These preconditioners are spectrally equivalent to the matrices $(\hat{A}_k + M_k)^{-1}$, $k = 1, \ldots, m$ and have the optimal order of arithmetical complexity [Osw94, Xu92], i.e. the multiplication with such a preconditioner by a vector costs $O(N)$ arithmetical operations.

Our choice $\hat{H}_{k\gamma}$ in (4.37) as the corresponding blocks of $V$-cycle multilevel preconditioner (BPX or MDS-type) is based on two observations. The first one is obvious: spectral equivalence of $\hat{H}_{k\gamma}$ and $\hat{S}_{\gamma k}$ follows directly from the spectral equivalence of $H_k$ and $(\hat{A}_k + M_k)^{-1}$, $k = 1, \ldots, m$. The second observation is rather technical and concerns implementation algorithms for $V$-cycle multilevel preconditioners; multiplication of $\hat{H}_{k\gamma}$ by a vector can be implemented with $O(h^{1-p})$ arithmetical operations. The latter observation has at least one very important consequence: the corresponding matrix $\hat{S}_\lambda$ can be multiplied by a vector with $O(h^{1-p})$ arithmetical operations, i.e. multiplication with $\hat{S}_\lambda$ has the optimal order of arithmetical complexity.

It remains to choose preconditioner $\hat{R}_\lambda$, and we do not need an optimal preconditioner because the dimension of $\hat{S}_\lambda$ is much smaller than the dimension of $A$.

In paper [Kuz95a] we proposed to choose $\hat{B}_\lambda$ being equal to a scalar matrix which is a spectrally equivalent to the matrix $\sum_{k=1}^{m} B_{k\gamma} M_{k\gamma}^{-1} B_{k\gamma}^T$ With this choice, obviously

$$\nu_\lambda \leq \text{const} \cdot h^{-2}$$

where the constant is independent of $h$ and $c$, and the multiplication $B_{\lambda}^{-1}$ by a vector can be implemented with $O(h^{1-p})$ arithmetical operations.

On the basis of the latter facts we conclude that $t_v$ should be proportional to $h^{-1}$, and arithmetical complexity of the corresponding preconditioner $H_\lambda$ in (4.38) is of the order $O(h^{1-p})$. In some particular cases we can prove [BPS86, Kuz95a] that $t_v \sim h^{-1/2}$ and consequently the arithmetical complexity of $H_\lambda$ is of the order $O(h^{1/2-p})$. 
5 Numerical Experiment

The numerical experiments have been performed for two test cases.

**Figure 2** Cartesian and polar locally fitted grids

The first test case is presented by the union of a rectangle and a segment of a ring. In the rectangular subdomain we have a rectangular cartesian grid and in the segment we have an orthogonal polar grid. Both grids are fitted to the interface boundary which consists of two straight segments $\Gamma_1$ and $\Gamma_2$, and two circle's segments $\Gamma_3$ and $\Gamma_4$. These grids are given in Fig. 2. Here $\partial \Omega_1 \cap \Omega = \Gamma_1 \cup \Gamma_2$ and $\partial \Omega_2 \cap \Omega = \Gamma_3 \cup \Gamma_4$.

**Table 1** Cartesian / Polar grids

<table>
<thead>
<tr>
<th>Cartesian grids in $\Omega_1$</th>
<th>Polar grids in $\Omega_2$</th>
<th>Number of Chbyshev iterations</th>
<th>Number of Lanczos iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$24 \times 8$</td>
<td>$16 \times 8$</td>
<td>13</td>
<td>68</td>
</tr>
<tr>
<td>$48 \times 16$</td>
<td>$32 \times 16$</td>
<td>22</td>
<td>72</td>
</tr>
<tr>
<td>$96 \times 32$</td>
<td>$64 \times 32$</td>
<td>32</td>
<td>75</td>
</tr>
<tr>
<td>$192 \times 64$</td>
<td>$128 \times 64$</td>
<td>45</td>
<td>77</td>
</tr>
</tbody>
</table>

The second test case is presented by the union of two parallelepipeds. The intersection of them is also a parallelepiped. Both grids are uniform and rectangular ones.

The results of numerical experiments are given in Tables 1 and 2. Two first columns contain information about the grids: product of numbers of nodes for each of the coordinates. The third column contains information about number of iterations $t_\lambda$ used in construction of the interface preconditioner (4.38). The last column contains the number of iterations which were needed to reduce the $H$-norm of the initial residual $\xi^0$ of $10^6$ times by the preconditioned Lanczos method.
Table 2  Intersecting parallelepipeds: uniform grids

<table>
<thead>
<tr>
<th>Grids in $\Omega_1$</th>
<th>Grids in $\Omega_2$</th>
<th>Number of Chebyshev iterations</th>
<th>Number of Lanczos iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$16 \times 16 \times 16$</td>
<td>$16 \times 8 \times 8$</td>
<td>24</td>
<td>54</td>
</tr>
<tr>
<td>$32 \times 32 \times 32$</td>
<td>$32 \times 16 \times 16$</td>
<td>38</td>
<td>51</td>
</tr>
<tr>
<td>$64 \times 64 \times 64$</td>
<td>$64 \times 16 \times 16$</td>
<td>52</td>
<td>51</td>
</tr>
</tbody>
</table>

One can see that $t_1$ grows up proportionally to $h^{-1/2}$ and that the number of Lanczos iterations is almost constant for both test cases.
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The EAFE Scheme and CWDD Method for Convection-dominated Problems

Jinchao Xu

1 Introduction

In this paper, we derive a monotone finite element scheme for convection diffusion equations and then discuss a special domain decomposition method for the solution of the resulting algebraic system. The work was partially motivated by Brezzi, Marini and Pietra [BMP89] and Markowich and Zlamal [MZ89] where a Scharfetter-Gummel type ([SG69]) of finite element scheme was derived for symmetric positive definite equations in two spatial dimensions. The finite element scheme in this paper is derived by a completely novel technique for a very general class of convection diffusion equations (see (2.1) below). Some error estimates like those in [MZ89] can be obtained in a very straightforward fashion under the new derivation (see Xu and Zikatanov [XZed]). This finite element scheme is monotone for some very general (unstructured) meshes such as Delauney triangulations in two dimensions. A monotone finite element scheme is important not only from the viewpoint of better stability and approximation but also from the fact that the resulting linear algebraic system may be more effectively solved. In this paper, we also discuss an efficient domain decomposition method for the resulting scheme.

We would like to point out that there is a vast literature on numerical methods for convection dominated problems and many special techniques have been developed, to name a few, for example, we refer to [BBFS90], [BMP89], [DEO92], [Hug95], [Joh87], [RST96] and the references cited therein. It is fair to say that all the different methods in the aforementioned papers are related in certain sense. In particular, the monotone scheme described in this paper is also essentially similar to many other monotone schemes in the literature. But we emphasis that our scheme is derived in a quite different and elegant manner and it can be neatly applied to rather general unstructured grids in any spatial dimensions.

The rest of the paper is organized as follows. In we discuss a model problem and some properties of finite element discretization for the Poisson equation. In we derive
an edge-average finite element scheme and discuss the monotonicity property of the scheme. In this paper, we present some numerical example and discuss a cross-wind strip domain decomposition technique. We make some concluding remarks in 2.

2 Model Problems and Finite Element Spaces

We shall mainly consider the following model convection diffusion problem:

$$Lu = -\nabla \cdot (\alpha(x) \nabla u + \beta(x) u) + \gamma(x) u = f(x) \quad x \in \Omega \quad \text{and} \quad u = 0 \quad x \in \partial \Omega$$

(2.1)

where $\Omega$ is a polygonal domain in $\mathbb{R}^n$ with boundary $\partial \Omega$, $f \in L^2(\Omega)$. We assume that $\alpha, \beta$, and $\gamma$ are bounded and piecewise smooth functions and $\alpha(x) \geq \alpha_{\min} > 0, \gamma(x) \geq 0$ for every $x \in \Omega$.

The weak formulation of the problem (2.1) is: Find $u \in H^1_0(\Omega)$ such that

$$a(u, v) = f(v) \quad \text{for all} \quad v \in H^1_0(\Omega),$$

(2.2)

where

$$a(u, v) = \int_{\Omega} (\alpha(x) \nabla u + \beta(x) u) \cdot \nabla v + \gamma(x) uv \, dx, \quad f(v) = \int_{\Omega} f(x) v \, dx.$$  

(2.3)

It is well-known that (2.2) is uniquely solvable for any $f \in L^2(\Omega)$. Furthermore $L^{-1}$ is a positive operator, namely (see Gilbarg and Trudinger [GT83])

$$\langle L^{-1} f \rangle(x) \geq 0 \quad \text{for all} \quad x \in \Omega, \quad \text{if} \quad f(x) \geq 0 \quad \text{for all} \quad x \in \Omega.$$  

(2.4)

The above condition will be loosely referred to as the *monotonicity property*.

We are interested in the convection dominated case, namely $\beta(x)/\alpha(x) \gg 1$ for all $x \in \Omega$. For the convection dominated case, it is well known that a standard finite element discretization scheme will not give satisfactory results (in fact the discrete solution will have a lot of oscillations), but a scheme possessing a discrete monotonicity property like (2.4) would have much better approximation and stability properties. One aim of this paper is to derive such kind of finite element scheme. To be more specific, if $V_h \subset H^1_0(\Omega)$ is a finite element space and $L_h$ is the corresponding discretized operator for $L$ given in (2.1), we are looking for special finite element scheme such that

$$\langle L_h^{-1} f_h \rangle(x) \geq 0 \quad \text{for all} \quad x \in \Omega, \quad \text{if} \quad f_h \in V_h \quad \text{and} \quad f_h(x) \geq 0 \quad \text{for all} \quad x \in \Omega.$$  

(2.5)

A finite element scheme satisfying the above condition will be known as a *monotone* finite element scheme in this paper.

**M-matrix property of the stiffness matrix for Poisson equation** As we shall see later that our monotone finite element scheme is closely related to the Poisson equation:

$$-\Delta u = f(x) \quad x \in \Omega \quad \text{and} \quad u = 0 \quad x \in \partial \Omega.$$  

(2.6)
For completeness, we now give some details concerning the finite element discretization for this simple equation. In particular we discuss a necessary and sufficient geometric condition for the stiffness matrix to be an $M$-matrix.

Let $T_h$ be a usual finite element triangulation of $\Omega$ consisting of simplices and $V_h \subset H_0^1(\Omega)$ be the corresponding finite element space consisting of continuous piecewise linear functions. Given an element $\tau \in T_h$ with vertices $q_j$ ($1 \leq j \leq n+1$), let $(a_{ij}^\tau)$ be the element stiffness matrix of the Poisson equation, namely $(\nabla u_h, \nabla v_h)_\tau = \sum_{i,j} a_{ij}^\tau u_h(q_i)v_h(q_j)$. Noting that $a_{ii}^\tau = -\sum_{j \neq i} a_{ij}^\tau$, we deduce that
\[
(\nabla u_h, \nabla v_h) = \sum_{\tau \in T_h} \sum_{n \subset \tau} \omega_n^\tau \delta_n u_h \delta_n v_h, \quad (2.7)
\]
where $\omega_n^\tau = -a_{ii}^\tau$ with $E$ connecting the vertices $q_i$ and $q_j$ and $\delta_n = u_h(q_i) - u_h(q_j)$.

For $i \neq j$, let $|\kappa_{ij}|$ denote the measure of $n-2$ dimensional simplex, $\kappa_{ij}$, opposite to the edge $E = (q_i, q_j)$ and $\theta_{ij}$ is the angle between the two $n-1$ dimensional simplexes whose intersection forms $\kappa_n$. Then it can be proved that (see Barth [Bar92] for the case $n = 3$)
\[
a_{ij}^\tau = -\frac{1}{n(n-1)} |\kappa_n| \cot \theta_{ij}. \quad (2.8)
\]
Consequently the stiffness matrix for the Poisson equation is an $M$-matrix if and only if the for any fixed edge $E$ the following condition holds:
\[
\sum_{\tau \supset E} |\kappa_n| \cot \theta_{ij} \geq 0, \quad (2.9)
\]
where $\sum_{\tau \supset E}$ means the sum over all simplices containing $E$.

We would like to remark that, in two dimensions, the condition (2.9) means that $T_h$ is a Delaunay triangulation in the sense that the sum of any the two angles opposite to any edge is less than or equal to $\pi$.

3 Derivation of a Monotone Finite Element Scheme

In this section, we give a derivation of a monotone finite element scheme for convection diffusion equation (2.1). Unlike many other schemes, this scheme does not make explicit reference to the flow (convection) directions.

Given a triangulation $T_h$ as described in previous section, let us introduce a function $\psi_n(s)$ defined locally over any fixed edge $E = (q_i, q_j)$ in $T_h$ by
\[
\frac{\partial \psi_n}{\partial \tau_n} = \frac{1}{|\tau_n|} \alpha^{-1}(\beta \cdot \tau_n). \quad (3.10)
\]
Here $\tau_n = q_i - q_j$ and $\frac{\partial}{\partial \tau_n}$ denotes the tangential derivative along $E$.

Set $J(u) = \alpha \nabla u + \beta u$. Multiplying $J(u)$ by $\alpha^{-1}$, taking the Euclidean inner product with the directional vector $\tau_n$ and using the definition of $\psi_n$ in (3.10) we obtain:
\[
e^{-\psi_n} \frac{\partial (e^{\psi_n} u)}{\partial \tau_n} = \frac{1}{|\tau_n|} \alpha^{-1}(J(u) \cdot \tau_n). \quad (3.11)
\]
After integration over edge \( E \), we obtain the following identity:

\[
\delta_n(e^{\psi n}u) = \frac{1}{|\tau_n|} \int_{\tau_n} \alpha^{-1} e^{\psi n}(J(u) \cdot \tau_n) ds.
\] (3.12)

The crucial step of our derivation is to assume that \( J(u) \) is approximated by a constant vector, say \( J_\tau(u) \), over each simplex \( \tau \). Once this (only) extra assumption is made, then from (3.12), this constant vector may be related by

\[
J_\tau(u) \cdot \tau_n \approx \tilde{a}_{\beta n} \delta_n(e^{\psi n}u), \quad \tilde{a}_{\beta n} = \left[ \frac{1}{|\tau_n|} \int_{\tau_n} \alpha^{-1} e^{\psi n} ds \right]^{-1}.
\] (3.13)

Now using the representation from (2.7) we have the following identity for \( \phi_h \in V_h \)

\[
\int_{\tau} J_\tau(u) \cdot \nabla \phi_h = \sum_n \omega_n \tilde{a}_{\beta n} \delta_n(e^{\psi n}u) \delta_n \phi_h.
\] (3.14)

This leads to the following modified bilinear form:

\[
a_h(u_h, \phi_h) = \sum_{\tau \in J_h} \left\{ \sum_{n \subset \tau} \omega_n \tilde{a}_{\beta n} \delta_n(e^{\psi n}u_h) \delta_n \phi_h + \gamma_\tau(u_h \phi_h) \right\},
\] (3.15)

where a lumped mass quadrature rule is used for the zero order term in \( a(\cdot, \cdot) \):

\[
\gamma_\tau(u \phi_h) = \frac{|\tau|}{n+1} \sum_{i=1}^{n+1} \gamma(q_i) u(q_i) \phi_h(q_i).
\]

The resulting finite element discretization is: Find \( u_h \in V_h \) such that

\[
a_h(u_h, \phi_h) = f(\phi_h) \quad \text{for all } \phi_h \in V_h.
\] (3.16)

The above derivation appears quite simple, but the resulting scheme has a remarkable (but obvious) monotonicity property.

**Lemma 3.1** The stiffness matrix corresponding to the bilinear form (3.15) is an M-matrix for any \( \alpha > 0, \ \gamma \geq 0 \) and \( \beta \), if and only if the stiffness matrix for the Poisson equation is an M-matrix, namely if and only if the condition (2.9) holds.

This means that our finite element scheme (3.16), regardless the behavior of the convection coefficient \( \beta \), satisfies a desirable monotonicity property for a very general class of meshes such as Delauney triangulations in two dimensions. Note that our derivation makes little use of any specific property of \( \beta \). In the very special case that \( \beta/\alpha = \nabla \psi \) for some function \( \psi \) (which means that (2.1) is symmetrizable) and \( n = 2 \), the scheme (3.16) is reduced to the Scharfetter-Gummel scheme derived in [MZ89], although our derivation technique is completely different.

We would like remark that the exponential functions in the (3.16) would not cause any numerical problems if they are handled with caution. For detailed discussions, we refer to [XZ9d] and [WX].
**Figure 1** Surface plot of the discrete solution to (4.18).

![Surface plot](image)

**Formal convergence rate** It is well known that monotone schemes can only have first order accuracy in general. It can be easily shown that our scheme admits the following formal error estimate:

$$|u_I - u_h|_{H^1(\Omega)} \leq Ch(|J(u)|_{W^{1,p}(\Omega)} + |\gamma u|_{W^{1,p}(\Omega)}),$$  

(3.17)

where $u_I$ is the usual finite element interpolant of the solution of the problem (2.1) and $p > n$. (Details of this error analysis are reported in [XZed]). The error estimate (3.17) is formal since the constant $C$ and the norm $|J(u)|_{1,p,\Omega}$ there depend on $\alpha$ and $\beta$. It is interesting to note that this monotone finite element scheme gives a first order (formal) accuracy in $H^1$ norm.

4 Numerical Examples and the CWS Method

In this section we first give a simple but not trivial example of convection dominated problem to demonstrate the behavior of our finite element scheme and then briefly discuss a domain decomposition strategy.

**First numerical example** We consider the following test problem:

$$- \nabla \cdot (\varepsilon \nabla u + (y, -x) u) = 1,$$

(4.18)

subject to the homogeneous Dirichlet boundary conditions on unit square $(0, 1) \times (0, 1)$. Note that the partial differential operator here is not symmetrizable.

Shown in Figure 1 is a finite element solution obtained on a uniform triangular grid on the unit square with $\varepsilon = 10^{-6}$ and $h = 2^{-6}$ ($h/\varepsilon = 15625$). The quality of the numerical solution looks quite good and no spurious oscillations or smearing near the boundary layer are observed.

**A cross-wind strip domain decomposition strategy** It is known that monotone schemes may be solved effectively by Gaüß-Seidel methods if the unknowns are properly ordered see, for example, [BY92], [EC93], [Far89], [BWnt]. But for unstructured grids, an optimal ordering can be very difficult to realize. Here we give a brief discussion of a special domain decomposition strategy that proves to
Figure 2  Crosswind blocking with $\beta = (y, -x)$ and an unstructured grid.

Table 1  Performance of CWS method for (4.18) on unstructured meshes

<table>
<thead>
<tr>
<th>$\varepsilon$</th>
<th>$h$</th>
<th>#nodes</th>
<th>CWS method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>iteration count</td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td>1/20</td>
<td>729</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1/40</td>
<td>2839</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>1/80</td>
<td>11193</td>
<td>3</td>
</tr>
</tbody>
</table>

be quite effective for unstructured grids with variable convections. More details of this algorithm can be found in Wang and Xu ([WX]).

We here describe the strategy for the two dimensional case. The idea is to decompose the computational domain into very thin strips which are orthogonal to the convection direction given by $\beta$. Figure 2 illustrates the case for $\beta = (y, -x)$ as in the previous numerical example. Corresponding to each of these strips, a subdomain can be defined by the union of supports of the basis functions associated with the nodes belonging to the strip. We then carry out the multiplicative Schwarz or successive subspace correction ([Xu92]) domain decomposition method to the aforementioned domain decomposition (possibly with overlapping) with an order following the direction of $\beta$. We use banded Gaussian elimination on each subdomain since the strip is very thin and the stiffness matrix associated with each subdomain is a banded matrix with a very small bandwidth. We call this kind of method to be the cross-wind strip (CWS) domain decomposition method.

Table 1 shows the performance of CWS method for problem (4.18) discretized by our monotone finite element scheme on unstructured grids on the unit square. The computation was carried on an DEC Alpha-Workstation 5000/240. The iteration stops when the maximum norm of residual vector reaches $10^{-8}$. The mesh size $h$ shown in the table is the characteristic size of each mesh. The right hand of plot in Figure 2 is the unstructured grid with characteristic size $h = 1/40$. As we see that the CWS converges extremely fast.
5 Concluding Remarks

The EAFE (edge-average finite element) scheme derived in this paper proves to be an effective approach to discretizing convection dominated problems. The derivation of this scheme is simple and is valid in all spatial dimensions. The monotonicity property of the scheme is uniformly valid for any feasible diffusion and convection coefficients and any size of meshes (as long as satisfying some mild geometric constraints such as being Delauney triangulations in two dimensions).

The CWS (cross-wind strip) domain decomposition method provides a very efficient approach to solving the algebraic systems resulting from a monotone scheme. Instead of using elaborate techniques for ordering the unknowns, the CWS method makes more but simple use of geometric property of the underlying meshes in association with convection coefficients. For strongly convection dominated problems, this method converges in very few iterations. For mildly convection dominated problems or for problems with sharply variable convections, the CWS method may be used as an effective smoother in a multigrid process (see [WX]).

Like any other schemes for convection dominated problems, the convergence analysis for EAFE method is a very technical task. The theoretical justification of the efficiency of CWS method for general unstructured grids is also lacking. These theoretical issues will be addressed in our future work. More importantly, our main goal is to develop efficient multigrid methods and some satisfactory corresponding theory for convection dominated equations and hyperbolic problems in general, which in fact is the main motivation of the current work.
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Part III

Implementation tools
A Computational Environment based on a Domain Decomposition Approach

Edgar A. Gerteisen and Ralf Gruber

1 Introduction

With increasing performance of computational facilities, the complexity of geometries being tackled by scientists and engineers has grown constantly. Simultaneously, the generation of appropriate meshes has become a subject of increasing interest. One popular approach to discretize the physical space is the use of structured mesh blocks which themselves are combined in an unstructured fashion. In FE terminology this approach can be classified as nonoverlapping structured mortar elements with matching grid points. Although domain decomposition (DD) methods recently have received significant attention because of their natural route to be mapped onto distributed memory architectures, the main benefit of block-structured techniques arises from combining the advantages of both structured and unstructured approaches. Interactive tools have been proposed which assist in defining appropriate block topologies [Sei86, Con], though the difficulty and the amount of engineering time for topology generation can become considerable. Simultaneously, the interactive approach militates somewhat against automatization and embedding into parameter optimization procedures.

The present contribution first describes the parametric representation and the corresponding automatized topology generation for a composed complex shape. The system used is a graphically assisted and command language based, which can be regarded as a mixture between fully automatic and purely interactive. Consequently, it can be used to prototype the automatization of specific geometry classes or for
combining predefined classes that themselves are already completely automatized or unstructured representations of the computational space. Aside from the mesh generation basic generic data structures (DS) are required enabling for communication of iterative numeric schemes. The application behind the present study is the computational model of an electrostatic precipitation (ESP) process, which is used in a variety of technical processes to eliminate particles from exhaust gas. Some of the important physical properties are the electric field, the space charge, the flow velocity field, the particle charges, and particle sizes and the velocities of different flow phases [EKG97], all of which are non-linearly coupled.

2 Computational Environment

The computational environment is a Problem-Solving Environment that aims at the realization of a system for cooperative design and development. It can be considered as a sort of skeleton for embedding applications supplemented by additional, not yet available or alternative modules introduced by well defined interfaces [GEG+95]. Such an open system is especially demanded for multi-disciplinary applications, in which knowledge of specialists in different fields has to be combined [EKG97]. A data driven approach is required for realizing a transparent interaction between different modules and consequently the usage of a common database is an essential part (see Figure 1) [Mer95]. Data flow between modules is realized via the database and controlled by an application-dependent software layer that can be implemented by means of a command language driven user interface. The information system consists of a database monitor and a 3D graphics package, and eventually of additional application-specific postprocessing modules.

3 Geometry

The geometry under consideration consists of a channel (here two planar plates) with tube-like objects placed at different distances from the channel walls (here center plane) along the main channel direction (Figure 3). The tube-like objects have prongs along the tube axe with different angular orientation, the prongs themselves have teeth which again are defined by several parameters (see Figure 2). Parameters include the channel width, the position of the objects within the channel, and the parameters for the tube itself, e.g., diameter of tube, length of prongs, height of prongs, angle between prongs, etc.

The geometry definition procedure includes several aspects. First, the geometric surfaces need to be constructed or a given CAD description has to be transferred into a representation suited for generating a computational mesh. In general, CAD surfaces have to be reconstructed (condensation, closing of gaps, etc.), which can, in principle, be carried out with arbitrary high geometry fidelity by means of a point-wise projection. Additional geometric functionalities are required for generating a parametric topology and for defining boundary conditions fulfilling a complete and proper problem description.
**Figure 1** Program environment for the ESP application. Starting from a skeleton that includes basic functionalities and together with already existing modules, additional functionalities are added to form the basis for an ESP simulation environment.
**Figure 2** Part of block-structured mesh topology consisting of 380 mesh blocks (each with $3 \times 3$ cells in this illustration) demonstrating the representation of arbitrary angles between prongs in tube direction, here $135^\circ$.

*Geometry Surface Description*

The basic elements of the command language are described in [MBF+90]. CAD primitives used for the surface description are create point (cp) and create face (CF). The create point function provides the basic functionality of defining CAD points and the create face function enables to generate basic CAD surfaces, which are defined by a structured set of CAD points in the two index directions. Additional important functionalities of the script language are control structures, such as "while" and branching by "if" conditions. It should be mentioned here that parts of the topology introduced afterwards, specifically the building blocks, need to be anticipated already during the construction of surface patches.

*Topology Generation*

First of all a strategy for the topology design has to be developed. The basic geometry is a rectangular channel. Several of the complicated tube-like structures (Figure 2) need to be fitted into this base configuration for which hexahedron building blocks are used (Figure 3). Inside those elementary geometric objects a transition to a circular tube is defined such that a quantum movement in circular direction of $\gamma = 90^\circ$ is rendered possible, simultaneously maintaining matching grid points. The elementary object is divided further into four substructures in tube direction, two of them for allowing an arbitrary angle between prongs and one for each prong tooth (Figure 2).
Figure 3  Part of the mesh showing the hexahedron building block around tube-like structure. Identical domain numbers are activated and the angle variation between the prongs are causing a movement of the upper part by 90°. Angle of prongs: left picture = 135°, right picture = 180°.

Volumetric objects are created by defining opposite surfaces, again by cp and CF commands, for each domain. The CSD, create structured domain, command defines a domain connected by two faces. The structured domain is a CAD element and should not be mistaken with the structured mesh. A more comprehensive description of the outlined steps is given in [Ger96]. For the given example, with two tube elements and two prongs in tube direction activated, a topology consisting of 380 domains is generated. This number can easily reach the order of several thousand upon parameter variation.

Boundary Conditions

An important issue is the introduction of boundary conditions (BCs). In fact, the topology may vary upon parameter variation (see Figure 3) and the definition of BCs need to vary correspondingly. Therefore, geometric attributes (referring to inflow, outflow, solid wall, etc.) are placed on each CAD surface, which are transferred to the structured mortars and interpreted afterwards by the computational modules. The BCs are introduced within CSD command. The boundary-condition-on-face commands are embedded in control structures, since they are supposed to branch upon parameter variation. Additional modules exist for checking the completeness of the problem definition, e.g., no disjoint internal surface patches exist. All free surface patches are furnished with proper boundary condition codes.

4  Mesh

The computational mesh is derived by applying curvilinear interpolation within each CAD volume separately. The mesh module allows also for adaptive mesh generation
based on a mesh density function [Bon90]. This monitor function is, in general, defined separately in the discrete space and it resides as an object in the database. It can be based on a combination of physical properties or on estimates for the discretization error of a numerical scheme. The adaptation algorithm is based on equidistribution principle and it applies a one-dimensional r-refinement (redistribution of mesh points maintaining the structure) along each index direction of a structured mesh block similar to the work of [DKS80]. However, regularization concepts [And87, CAA87] need to be introduced, in order to avoid skewed meshes and discontinuities of the mesh lines at block interfaces in the first derivatives.

5 Solver Modules

According to the multi-disciplinarity of the considered problem, diverse computational modules are included in the environment, e.g., finite element, finite volume, particle transport, characteristic method, each of them requiring a different type of communication. The cell-centered finite volume flow solver is based on a data structure of overlapping cells, whereas a master/slave DS appears to be better suited for nodal based schemes [Ger94]. The communication matrices are derived by a separate module and saved in the database for the sake of modularity. Alternatively they can be produced by calls to a specific library.

One example is the finite element solver module that, in the present application, is used for the computation of the electrical potential. The iterative conjugate gradient solver has been reimplemented recently to allow for an efficient usage of latest computer architectures. The system matrix is not completely assembled at the mortar element interfaces. However, each interface point is treated either as a master or as a slave and together with the corresponding communication structure the global matrix vector multiplication and scalar product can be computed properly. Those are implemented in form of a communication library that can be ported readily to different hardware architectures. Results on the NEC-SX4 indicate good performance on emerging vector based parallel architectures, namely 0.9 Gflop/s on one and up to 2.7 Gflop/s on four processing elements of the SX4 vector multiprocessor system, with a minor parallelization effort by means of directives.

6 Conclusion

A data driven environment based on DD has been presented. The current application uses structured mortar elements, yet completely unstructured environments already have been realized [GEG+95]. Automatized parametric topology generation is rendered possible by an extension language-based mesh generation. The master/slave DS together with the concept of not completely assembled matrices has proved effective for vertex based schemes in DD with matching grid points, i.e. it leads to high modularity and provides identical convergence behavior compared to the non-decomposed domain. The data driven skeleton described has already been used for several applications such as laser optimisation, gyrotron, magnetohydrodynamics, etc. [GEG+95]. The present article is mainly based on the ESP application, which
is demanding because of the multidisciplinary nature of the physical problem. The unified data representation together with the common database allows for a modular approach enabling the transparent combination of knowledge in different disciplines and concurrent program development at different sites.
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A New Model for the Data Distribution Problem

Thomas Loos and Randall Bramley

1 Introduction

When solving a mesh-discretized PDE on a distributed memory parallel computer, two preliminary problems must be solved: the partitioning of the mesh and the mapping of partition sets to processors. These two define the data distribution problem. All partitioning algorithms try to minimize total computer solution time of the PDE, which is dominated by the execution time of the linear system solver on the resulting matrices. The algorithms attempt to minimize total solution time by approximately minimizing the load imbalance and communications overhead.

Current algorithms model the problem as one of partitioning the graph of the mesh. They estimate load balance in terms of equal size partition sets so that all sub-meshes have nearly the same number of nodes, and communications overhead is measured by the number of edges cut by the partitioning. These criteria are effective for simple iterative methods for solving linear systems, particularly methods based only on matrix-vector products. However, many problems of increasing interest in scientific computing generate linear systems that require preconditioners involving recurrences and other parallelism–inhibiting features.

Using the number of edges cut as a metric ignores the algorithm and data structures used for solving the linear systems. To better estimate the actual cost that partitionings induce on parallel iterative solvers, we define the approximate execution time (AET) of a linear system solver as the sum of its communications, memory, and computational times. The AET metric is calculated using a function that partially and inexpensively simulates the execution of a linear system solver on the target parallel computer.

For iterative linear system solvers the data to be divided are the structurally symmetric sparse matrix $A$, a sparse preconditioning matrix $M$, and vectors required to solve the system $Ax = b$. The data distribution problem is that of determining the data layout or distribution among the processors and is usually viewed as an instance of the graph partitioning problem [Saa96].

Graph partitioning algorithms try to minimize the number of edges cut in a graph $G$ by a partitioning $P$ subject to balance conditions. Graph-based metrics for quality
other than the number of edges cut have been proposed (see Ashcraft and Liu [AL95] and Rothberg [Rot96] for discussions and comparisons of these metrics). The typical iterative solver user views accuracy and execution time as the most important metrics. The iterative solver execution time \( ET \) can be calculated as \( ET = NI \times TPI \), where \( NI \) is the number of solver iterations and \( TPI \) is the time per iteration. As a practical matter, \( NI \) cannot be determined ahead of time, so only the time per iteration can be estimated. Our results show the edges cut metric does not provide even a qualitative measure of the time per iteration.

A new metric, the approximate execution time (AET) metric, is proposed here to replace the edges cut metric as the cost function to be minimized by a graph partitioning algorithm. It is assumed that the solver algorithm can be stated as a sequence of calls to \textit{kernel} functions. Then, the AET function estimates the time for each kernel function, accounting for the solver input data and computational environment. These kernel estimates are summed to give a time per iteration estimate for the solver; current estimates are within 10% relative error, but are generally much better.

2 The Data Distribution Problem

Classically, the structure of \( A \) is viewed as an adjacency matrix \( A \) for the data distribution problem. The data distribution problem is then solved by a graph partitioning algorithm, whose inputs are a graph \( G \), specified in this case by \( A \), the number \( n \) of partition sets desired, and potentially an initial partitioning or division of \( G \) into \( n \) partition sets. The graph partitioning algorithm partitions \( A \) into \( n \) sets, each corresponding to one solver process. After the partitioning algorithm is run, a \textit{mapping} algorithm determines the logical process to physical processor mapping. Many graph partitioning algorithms assume \( G \) has undirected edges, so \( A \) and by extension, \( A \), are assumed to be structurally symmetric. Frequently \( P \) is used to reorder and divide \( A \) into block rows or columns; in this paper, we assume that \( P \) partitions \( A \) into \( n \) sets that correspond to \( n \) block rows. Also, if process \( i \) is assigned a row \( r \) of \( A \) by \( P \), it is assigned row \( r \) of \( M \) and of all vectors used by the solver.

Most existing partitioning algorithms minimize the number of edges cut of \( G \) by \( P \). This has an apparent mapping to the solver execution time by assuming minimizing the number of edges cut corresponds to minimizing the amount of communication between processes. If it can be further assumed that solver execution time is dominated by communications time, the edges cut metric should predict iterative solver execution time. However, in practice communications time also depends on the actual number of messages since each incurs latency. Simply using the edges cut metric also does not account for the computer network topology, which can affect communications costs, or the solver, preconditioning algorithm, and speed of the parallel processing hardware, all of which affect the numerical costs.

\textit{Measuring Solver Execution Time}

The iterative solver execution time is initialization time plus \( NI \times TPI \), where \( NI \) is the number of solver iterations, and \( TPI \) is the time per iteration. Most of the
Table 1  Numbers of Bi-CGSTAB iterations required Laplace operator matrix, sherman5, and BFS for eight different summation orderings of the dot products.

Data from Etsuko Misulami.

<table>
<thead>
<tr>
<th>Ordering Method</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laplace</td>
<td>64</td>
<td>62</td>
<td>63</td>
<td>65</td>
<td>64</td>
<td>66</td>
<td>66</td>
<td>63</td>
</tr>
<tr>
<td>sherman5</td>
<td>1034</td>
<td>1025</td>
<td>1024</td>
<td>998</td>
<td>998</td>
<td>974</td>
<td>870</td>
<td>934</td>
</tr>
<tr>
<td>BFS</td>
<td>46</td>
<td>49</td>
<td>49</td>
<td>38</td>
<td>37</td>
<td>49</td>
<td>49</td>
<td>38</td>
</tr>
</tbody>
</table>

initialization time is spent in computing a preconditioner, which is typically small compared to total solution time.

It is impossible in general to adequately estimate the number of iterations a preconditioned nonsymmetric iterative solver will take. Although upper bounds have been established for the number of conjugate gradient iterations needed for some simple problems with known eigenvalue distributions [AL86], no realistic estimates for practical problems are available. Three additional complicating factors also occur. First, the targeted systems are nonsymmetric. In this case, even a complete a priori knowledge of the eigenvalues of the system does not allow estimating the number of iterations. Secondly, all practical solvers use some form of preconditioning. Except in special cases such as diagonally dominant M-matrices, even the existence of the preconditioner is suspect, and its effect on the number of iterations not known. In many cases a preconditioner can actually increase the number of iterations required.

Finally, each domain decomposition implicitly defines a reordering of the matrix with subsequent changes in the order of operations and quality of preconditioning. Table 1 shows the number of iterations required by Bi-CGSTAB for the matrix sherman5 from the Harwell-Boeing collection of test matrices, a steady-state backward-facing step problem in CFD, and the Laplace operator on a $24 \times 24 \times 24$ cube discretized using centered differences. Only the order of summation used in computing the dense dot products was varied; the partitioning and other computations were kept fixed. Even this simple change causes the number of iterations to vary by over 20\%.

Although this seems an unusual result which indicates an ill-conditioned system or unstable algorithm, it commonly occurs even with well-conditioned problems: the three in Table 1 have estimated condition numbers of $4.2 \times 10^2$, $3.6 \times 10^2$, and $1.3 \times 10^4$. CG-like iterative methods rarely have monotonic convergence with respect to the residual norm, and even CG applied to symmetric positive definite systems characteristically has sharp drops followed by plateaus. If the solver succeeds in reaching the termination residual norm right after a sharp drop, it can take many fewer iterations than if it is just above the termination point. Then the residual norm often stays above the termination level until the next sharp drop is encountered.

Other factors also contribute to the variability of numbers of iterations when the summation order changes. Most modern processors have combined multiply-add units, which send a full 106-bit mantissa from the multiply operation to the add unit. When the dot product is distributed across processors, however, the partial sums are rounded to 53-bit IEEE standard mantissas to be sent in a standard 64-bit word, changing the
Table 2 Partitioning Methods Studied

<table>
<thead>
<tr>
<th>Method</th>
<th>Laplacian EC</th>
<th>BFS EC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>21 364</td>
<td>9 276</td>
</tr>
<tr>
<td>Linear-KL</td>
<td>23 542</td>
<td>9 488</td>
</tr>
<tr>
<td>Multi-Level</td>
<td>8 792</td>
<td>6 702</td>
</tr>
<tr>
<td>Random-KL</td>
<td>22 839</td>
<td>10 674</td>
</tr>
<tr>
<td>Scattered-KL</td>
<td>34 532</td>
<td>9 482</td>
</tr>
<tr>
<td>Spectral</td>
<td>17 366</td>
<td>7 672</td>
</tr>
<tr>
<td>Spectral-KL</td>
<td>14 053</td>
<td>7 674</td>
</tr>
</tbody>
</table>

final sum. Another source of variability is the sensitivity of nonsymmetric iterative methods. Because they typically use an indefinite inner product, large oscillations can occur in the residual norm during the solve. Finally, nonsymmetric linear systems often have poor behaviour not predicted by the spectral condition number. Two well-known examples of this are a large departure from normality and having large magnitude eigenvalues lying close to the imaginary axis.

In a parallel environment, the summation ordering problem is further compounded by the unpredictable order of summation between the processors which affects the matrix-vector as well as the dot product operations. Since determining the number of iterations induced by a domain decomposition is impractical, the AET metric concentrates on the other factor of the total solution time: the time per iteration. This unpredictability of the number of iterations, however, is also unaddressed by the standard edges-cut metric which only targets the communication cost of a single iteration.

The Edges Cut Metric as a Time Per Iteration Predictor

To empirically test the edges cut metric as a predictor of the time per iteration, we used a parallel implementation of van der Vorst’s bi-conjugate gradient (Bi-CGSTAB) algorithm [vdV92] with two block preconditioning algorithms: Jacobi/block diagonal (BDIAG) and block SSOR (BSSOR). The preconditioning matrix \( M \) consisted of the off-diagonal blocks of \( A \) and the factored diagonal blocks of \( A \) using incomplete LU factorization with 0 levels of fill (ILU(0)). Other iterative solvers and preconditioners are incorporated in the code, but this combination was chosen as typical of parallel nonsymmetric solvers and uses the kernels found in most parallel iterative methods.  

The solver was run on an Power Challenge with 2 GB of main memory using 8 of the 10 R-8000 CPUs. Two test matrices were used: the Laplacian operator using seven-point centered differences on a 50 \( \times \) 50 \( \times \) 60 domain and BFS, a matrix of order 20 284 with 452 752 non-zeroes resulting from solving a refined backward facing step problem. Fig. 1 shows a view of the matrix generated by the Emily [BL94] matrix visualization tool. Seven octa-partitionings of the two matrices were generated using Chao [HL93] using the methods listed in Table 2. In the table, “KL” means the local Kernighan-Lin [KL70, FM82] method was used as a post-processing step and “EC” is the number of edges cut. The timing results are shown in Fig. 2.
Figure 1  View of the BFS matrix with linear octa-partitioning. The matrix entries appear along the main diagonal. The horizontal and vertical lines represent the partitioning’s division of the matrix into blocks.
The x-axis of each graph in Fig. 2 shows the number of edges cut for each partitioning method and the y-axis shows the observed time per iteration. If edges cut predicts the time per iteration, each graph in Fig. 2 should be monotone increasing. The simplest matrix/preconditioner pair is the regularly structured Laplacian matrix with the perfectly parallel BDIAG preconditioner. The results for this pair shown in the upper left graph of Fig. 2 indicate edges cut does predict the minimum and and maximum time per iteration correctly, but the function is clearly not monotone increasing. The upper right graph of Fig. 2 shows the results of using the same Laplacian matrix with the BSSOR preconditioner. The number of edges cut does not change, but the time per iteration function is clearly significantly affected, since nothing in the edges cut calculation accounts for a preconditioner change.

The lower left graph of Fig. 2 shows the results of the BFS matrix with BDIAG preconditioning, where the edges cut metric fails to predict the minimum or maximum
time per iteration. The lower right graph of Fig. 2 shows the results of the BFS matrix using BSSOR preconditioning. The minimum number of edges cut for all partitionings of BFS is 6 702, yet the minimum time per iteration (0.367 s) occurs for the partitioning with 9 488 edges cut, closely followed by the partitionings at 7 672 (0.369 s) and 7 684 EC (0.375 s). The maximum time per iteration (0.699 s) occurs for the partitioning with 9 488 edges cut. The difference in edges cut between the partitionings with the minimum and maximum time per iteration is 6; yet the ratio of maximum to minimum time per iteration is 1.90. The edges cut metric does not even provide a qualitative prediction of the time per iteration.

3 The AET Function

Fig. 3 outlines a basic software structure for the approximate execution time (AET) calculation. The AET function is input a list of high-level kernel operations representing the solver algorithm, A and M, low-level kernel timing data for the computational environment(s) used, the data distribution for A, and a representation of the processors in the computational environment. A “building block” approach generates the AET value by simulating a sequence of kernel calls.

We assume that a solver can be coded as a sequence of calls to a small number of kernel functions. This programming style allows for clear algorithmic statements [BBC+94] and the use of standard numerical and communications library routines, such as the BLAS and the Message Passing Interface standards [MPIF94]. Solvers are expressed in terms of high-level kernels; high-level kernels operate on whole matrices and vectors. These high-level kernels are assumed to be implemented in terms of either other high-level kernels or low-level kernels, which operate on vector and matrix blocks. For the AET calculation, each low-level numerical kernel is timed over a large range of inputs on one processor of the parallel system. Those observations provide a runtime estimation function for the kernel over inputs of arbitrary size. Point-to-point communication and synchronization kernels are timed in a parallel environment [LJ96] to build similar models. The key parameters for these low level models for a particular parallel processor are stored in a data file. This allows the view of a parallel computer as a collection of kernel timing models.

The AET function simulates the execution of each high-level kernel in the iterative solver kernel list. Where the high-level kernel calls a low-level kernel, the AET function calculates the low-level kernel’s input size and computational environment. From the parallel processor, kernel name, and input size a low-level kernel timing estimate is generated. The high-level kernel estimation routine then combines this estimate with information about cache and synchronization effects and sums the resulting estimate with previous estimates for that kernel to get a high-level kernel execution time estimate. Finally, these high-level kernel estimates are summed to get a time per iteration estimate for each physical processor in the computational environment. For the results below, these time per iteration estimates are averaged over all simulated processors.
Kernel Modeling

As an example of low-level kernel modeling, consider the dot product operation. The parallel `dotprod()` high-level kernel can be written in terms of the uniprocessor dot product `ddot()` and parallel reduction `reduce()` low-level kernels as follows:

```c
double dotprod(Vector x, Vector y) {
    double sum, answer;
    sum = 0.0;
    for (each block b resident on this processor)
        sum = sum + ddot(x.blocks[b], y.blocks[b]);
    answer = reduce(sum);
    return(sum);
}
```

The AET function supports two low-level kernel modeling methods: a general piecewise linear model and a cached data model. The cached data model estimate is $E(N, S, t_{\text{small}}, t_{\text{large}}, t_{\text{init}}) = N \cdot t_{\text{est}}(N, S, t_{\text{small}}, t_{\text{large}}, t_{\text{init}})$, where $N$ is the data size, $S$ is the processor cache size, $t_{\text{small}}$ is the time per operation for cache resident data sets, $t_{\text{large}}$ is the time per operation for non-cache resident data sets, and $t_{\text{init}}$ modifies the estimate if the the caching strategy significantly alters the cost per operation. $t_{\text{est}}$ is defined by:

$$t_{\text{est}} = \begin{cases} t_{\text{small}}, & N \leq S \\ \min\{t_{\text{init}}, (St_{\text{small}} + (N - S)t_{\text{large}})/N\}, & N > S. \end{cases}$$

This approximation for the dot product along with an estimate of the reduction cost [LB96] were summed and used to generate Fig. 4. The left hand graph of the figure shows the total time for dot product operation on one CPU of an SGI Power Challenge. The right hand side graph shows the dot product time per double, which outlines the effect of the $t_{\text{small}}, t_{\text{large}},$ and $t_{\text{init}}$ parameters.
Figure 4  Modeling of simple kernels. The left hand graph shows the accuracy of the model and the right hand graph shows the effect of the modeling parameters.

Table 3  AET Results for the Bi-CGSTAB solver using BDIAG preconditioning on the BFS and Lap150 matrices (Laplacian of order 150 000).

<table>
<thead>
<tr>
<th># CPUs</th>
<th>Lap150 Act TP1</th>
<th>Lap150 Est TP1</th>
<th>Lap150 Rel Err</th>
<th>BFS Act TP1</th>
<th>BFS Est TP1</th>
<th>BFS Rel Err</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.62</td>
<td>2.47</td>
<td>2.14 %</td>
<td>0.789</td>
<td>0.804</td>
<td>1.92 %</td>
</tr>
<tr>
<td>2</td>
<td>1.30</td>
<td>1.22</td>
<td>6.38 %</td>
<td>0.372</td>
<td>0.390</td>
<td>4.75 %</td>
</tr>
<tr>
<td>4</td>
<td>0.658</td>
<td>0.609</td>
<td>5.52 %</td>
<td>0.174</td>
<td>0.164</td>
<td>5.81 %</td>
</tr>
<tr>
<td>8</td>
<td>0.313</td>
<td>0.291</td>
<td>7.10 %</td>
<td>0.0910</td>
<td>0.0824</td>
<td>9.41 %</td>
</tr>
</tbody>
</table>

Complete Modeling

Stand-alone low-level kernel timings are not adequate for approximating the execution time because: (a) the size and distribution of the input matrices A and M are not known a priori and (b) residual effects such as the contents of the cache and synchronization delays from previous kernel calls are important. The previous cache contents can and do greatly change the cost of memory accesses [Sto90]; because of the change in cache hit ratios. For example, the vector copy low-level kernel has the ratio $t_{\text{timed}}/t_{\text{small}} = 8.1$. The AET simulator assumes the use of a least recently used cache replacement policy with a correction constant for other policies such as the random replacement policy used on the SGI Power Challenge. For simplicity, inter-CPU overhead is assumed to be mainly synchronization overhead.

Table 3 shows AET function results on the SGI Power Challenge on two test matrices: the Laplacian operator on a $50 \times 50 \times 60$ domain and BFS for the Bi-CGSTAB solver run on 1, 2, 4, and 8 SGI Power Challenge R8000 CPUs using BDIAG preconditioning. Both matrices were partitioned using a linear octa-partitioning. The AET calculation is accurate to within 10%.
Related Work

Blau's [Bla92] work uses a run-time estimate as input to a partitioning algorithm used by a computer rendering system. This work used previous timing results to predict future timing results; a natural choice for a frame-by-frame renderer, where the input changes a small amount from frame to frame. It did not readily account for changes in the rendering algorithm or computational environment.

Adve [Adv93] and Xu, Zhang, and Sun [XZS96] also use a modeling strategy based on combining empirical observations. They identify segments of a program by first locating communication and synchronization points and computing a task graph. Each task then is timed – either in a uniprocessor environment on the same input data in Adve's system or on the same computational environment using a scaled-down version of the input in Xu, Zhang, and Sun's system – and the synchronization and communications routines are separately timed. The task graphs are used to drive a high-level simulator which accounts for inter-process memory contention, communication, and synchronization delays. Our system uses a similar general framework – low-level models based on direct timing observations are combined by a high-level model to get an estimate. As each kernel estimate is independent of the others, task graphs and task timing are not needed once the low-level kernel models are generated. This independence comes at a loss of generality – this model will not work for any but a subset of all parallel programs. However, a more accurate estimate is attainable by focusing on parallel iterative solvers, as this work shows.

4 Conclusions and Future Work

For the data distribution problem, solver run-time is the true metric for a partitioning. In practice, the number of solver iterations cannot be predicted, and time per iteration is the primary factor in execution time that can be predicted for iterative linear solvers. We have developed an estimation function that reliably estimates the time per iteration and plan on using it as a cost function for partitioning algorithms. Further work includes using the AET to drive a partitioning algorithm, extending our system to more computational environments, and refining the high-level modeling scheme.
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Parallel Unstructured Mesh Partitioning

C. Walshaw, M. Cross, and M. G. Everett

1 Introduction

The use of unstructured mesh codes on parallel machines can be one of the most efficient ways to solve large Computational Fluid Dynamics (CFD) and Computational Mechanics (CM) problems. Completely general geometries and complex behaviour can readily be modelled and, in principle, the inherent sparsity of many such problems can be exploited to obtain excellent parallel efficiencies. An important consideration, however, is the problem of distributing the mesh across the memory of the machine at runtime so that the computational load is evenly balanced and the amount of interprocessor communication is minimised. It is well known that this problem is NP complete, so in recent years much attention has been focused on developing suitable heuristics, and some powerful methods, many based on a graph corresponding to the communication requirements of the mesh, have been devised, e.g. [FS93]. Closely related to this graph partitioning problem is the problem of optimising existing mesh partitions and in this paper we discuss the partition optimisation problem and its bearing on the graph partitioning problem.

In particular, the algorithms outlined in this paper are designed to address the three problems that arise in partitioning of unstructured finite element and finite volume meshes. Specifically the:

(i) static partitioning problem (the classical problem) which arises in trying to distribute a mesh amongst a set of processors;
(ii) static load-balancing problem which arises from a mesh that has been generated in parallel;
(iii) dynamic load-balancing/partitioning problem which arises from either adaptively refined meshes or meshes in which the computational workload for each cell can vary with time. It can also arise from computing resources with changing patterns of external load (e.g. a network of workstations).

In the latter two cases, (ii) & (iii), the initial data is a distributed graph which may
be neither load-balanced nor optimally partitioned. One way of dealing with this is to
ship the graph back to some host processor, run a serial static partitioning algorithm
on it and redistribute. However, this is unattractive for many reasons. Firstly, an \(O(N)\)
overhead for the mesh partitioning is simply not scalable if the solver is running at
\(O(N/P)\). Indeed the graph may not even fit into the memory of the host machine and
may thus incur enormous delays through memory paging. In addition, a partition of
the graph (which may even be optimal) already exists, so it makes sense to reuse this as
a starting point for repartitioning [WB95]. In fact, not only is the load-balancing likely
to be unnecessarily computationally expensive if it fails to use this information, but
also the mesh elements will be redistributed without any reference to their previous
‘home processor’ and heavy data migration may result. Thus, because the graph is
already distributed, it is a natural strategy to repartition it in situ.

The algorithms developed here are therefore designed to iteratively optimise and
if necessary load-balance an existing partition in parallel. In the first case, (i) above,
an initial partition is generated using a fast but suboptimal partitioner such as the
greedy algorithm and then the data is distributed.

2 Optimisation

In this section we present two complementary iterative algorithms which combined
together form a powerful and flexible technique for optimising unstructured mesh
partitions. Initially the subdomain heuristic attempts to ‘improve’ the ‘shape’ of
the subdomains. However, this heuristic cannot guarantee load-balance and so a
second heuristic, a parallel version of the Kernighan-Lin algorithm, [KL70], which
also incorporates load-balancing is applied to share the workload equally between all
subdomains and to carry out local refinement.

The subdomain heuristic

The idea behind the subdomain heuristic is to minimise the surface energy of the
subdomains (in some graph sense). This is achieved by each processor determining
the centre of its subdomain and then measuring the radial distance from the centre to
the border of the subdomain and attempting to minimise this by migrating vertices
which are furthest away.

Determining the ‘centre’ of a subdomain is relatively easy and can be achieved by
moving in level sets inwards from the subdomain border until all the vertices in the
subdomain have been visited. The final set defines the centre of the subdomain and, if
the graph is connected (assumed), the level sets will completely cover the subdomain,
although the centre may not be a connected set of vertices. The reverse of this process
can then be used to determine the radial distance.

Having derived these sets each vertex can be marked by its radial distance. Nodes
that are not connected to the centre are not marked and this is useful for migrating
small disconnected parts of a subdomain to more appropriate processors. Neighbouring
processors are informed of the radial distances of vertices on their borders and the
vertices are migrated according to a combination of load-imbalance, radial distance
and the change in cut-edges. This decision process is fully described in [WCE96a].
**Local refinement & load-balancing**

Having achieved approximate load-balance and good global subdomain shapes, a process of local refinement and exact load-balancing takes place.

The gain and preference functions. A key concept in the method is the idea of gain and preference functions. Loosely, the gain $g(v, q)$ of a vertex $v$ in subdomain $S_p$ can be calculated for every other subdomain, $S_q$, $q \neq p$, and expresses some 'estimate' of how much the partition would be 'improved' were $v$ to migrate to $S_q$. The preference $f(v)$ is then just the value of $q$ which maximises the gain – i.e. $f(v) = q$ where $q$ attains $\max_{r \neq p} g(v, r)$.

The gain is usually directly related to some cost function which measures the quality of the partition and which we aim to minimise. Typically the cost function used is simply the total weight of cut edges, $|E_c|$, and then the gain expresses the change in $|E_c|$. More recently, however, there has been some debate about the most important quantity to minimise and in [VK95], Vanderstraeten et al. demonstrate that it can be extremely effective to vary the cost function based on a knowledge of the solver. Meanwhile, in [WCE+95c] we show that the architecture of the parallel machine and how the partition is mapped down onto its communications network can also play an important role. Whichever cost function is chosen, however, the idea of gains is generic. For the purposes of this paper, however, we shall assume that the gain $g(v, q)$ just expresses the reduction in the cut-edge weight, $|E_c|$.

Load-balancing. The load-balancing problem, i.e., how to distribute $N$ tasks over a network of $P$ processors so that none have more than $\lceil N/P \rceil$, is a very important area for research in its own right with a vast range of applications. Here we use an elegant technique recently developed by Hu & Blake, [HB95], related to, but with faster convergence than the commonly used diffusive methods, e.g. [GMS95], and which minimises the Euclidean norm of the transferred weight.

This algorithm (or, in principle, any other distributed load-balancing algorithm) defines how much weight to transfer across edges of the subdomain graph and we then use the local refinement mechanism to decide which vertices to move.

The parallel local refinement mechanism. An algorithm which comes to mind for local refinement purposes is the Kernighan-Lin (KL) heuristic, [KL70], and in particular a linear-time variant proposed by Fiduccia & Mattheyses (FM), [FM82]. We use an algorithm largely inspired by the KL/FM algorithms but with several modifications to better suit our purposes. In particular, only boundary vertices are allowed to migrate and only to neighbouring processors.

The algorithm, which is fully described in [WCE97b, WCE95b], is thus run in the boundary regions of the subdomains and at each iteration a processor, $p$, calculates the preference and gain of its own border vertices and the desired flow across each $p$-$q$ interface with neighbouring processors $q$ and a halo update is carried out. Next, for each interface, the processor to which it has been assigned, $p$ say, creates a bucket list structure (as in the FM algorithm) for border vertices $v$ owned by itself which have preference $f(v) = q$ and halo vertices $u$ owned by $q$ which have preference $f(u) = p$. Vertices are then iteratively selected from either subdomain so as to firstly satisfy the flow as far as possible and secondly maximise the gain as much as possible.
3 Graph Reduction

For coarse granularity partitions it is inefficient to apply the optimisation techniques to every graph vertex as most will be internal to the subdomains. A simple technique to speed up the optimisation process, therefore, is to group vertices together to form clusters, use the clusters to define a new graph, recursively iterate this procedure until the graph size falls below some threshold and then apply the partitioning algorithm to these reduced size graphs. This is quite a common technique and has been used by several authors in various ways — for example, in a multilevel way analogous to multigrid techniques [BS94, HL95], and in an adaptive way analogous to dynamic refinement techniques, [WB95].

Reduction

To create a coarser graph $G'(V', E')$ from $G(V, E)$ we use a variant of the edge contraction algorithm proposed by Hendrickson & Leland, [HL95]. The idea is to find a maximal independent subset of graph edges and then collapse them. The set is independent because no two edges in the set are incident on the same vertex (so no two edges in the set are adjacent), and maximal because no more edges can be added to the set without breaking the independence criterion. Having found such a set, each selected edge is collapsed and the vertices, $u_1, u_2 \in V$ say, at either end of it are merged to form a new vertex $v \in V'$ with weight $|v| = |u_1| + |u_2|$. Edges which have not been collapsed are inherited by the reduced graph and, where they become duplicated, are merged with their weight summed. This occurs if, for example, the edges $(u_1, u_3)$ and $(u_2, u_3)$ exist when edge $(u_1, u_2)$ is collapsed. Because of the inheritance properties of this algorithm, it is easy to see that the total graph weight remains the same, $|V| = |V'|$. The total edge weight is reduced (by an amount equal to the weight of the collapsed edges), but the weight of the cut edges remains the same, $|E_c| = |E'_c|$.

Parallel matching

A simple way to construct a maximal independent subset of edges is to visit the vertices of the graph in a random order and pair up or match unmatched vertices with a random unmatched neighbour. For the parallel version we use more or less the same procedure; each processor visiting in parallel the vertices that it owns. We modify the matching algorithm, however, by always matching with a local vertex in preference to a vertex owned by another processor. The local matching can take place entirely in parallel but usually leaves a few boundary vertices which have no unmatched local neighbours but possibly some unmatched non-local neighbours.

The simplest solution would be to terminate the matching at this point. However, in the worst-case scenario if the initial partition is particularly bad and most vertices have no local neighbours (for example a random partition), little or no matching may have taken place. We therefore continue the matching with an parallel iterative procedure which finishes only when there are no vertices unmatched. Nodes which are matched across interprocessor boundaries are migrated to one of the two owning processors and then the construction of the reduced graph can take place entirely in parallel.
The algorithm is fully described in [WCE97b].

4 Results

The software tool written at Greenwich to implement the optimisation techniques is known as JOSTLE. This software has been previously demonstrated to provide partitions of higher quality than MRSB, [WCE95a], and here, due to space constraints, we concentrate on parallel timings and the effect of the initial partition. Results which demonstrate the optimisation techniques applied to adaptively refined meshes can be found in [WCE97a] and the use of JOSTLE for mapping partitions onto machine topologies can be found in [WCE+95c].

Metrics

We use two metrics to measure the performance of the algorithms, the total weight of cut edges, \(|E_c|\) and \(t(s)\), the execution time in seconds. The best measurement of the partition quality, and ultimately the only important one, is the parallel efficiency of the application from which the graph arises on a given machine. Unfortunately, however, this efficiency will depend on many things – typically the machine (size, architecture, latency, bandwidth and flop rate), the solution algorithm (explicit, implicit with direct linear solution, implicit with iterative linear solution) and the problem itself (size, no. of iterations) all play a part (see also Section 2). As a result it is impossible to fully assess a partitioning method independent of the solver and the machine to be employed and to do so goes beyond the scope of this paper. Here, therefore, we use \(|E_c|\) to give a rough indication of the volume of communication traffic.

Parallel timings

Achieving high parallel performance for parallel partitioning codes such as JOSTLE is not as easy as, say, a typical CFD or CM code. For a start the algorithms use only integer operations and so there are no MFlops to ‘hide behind’. In addition, most of the work is carried out on the subdomain boundaries so very little of the actual graph is used. Also the partitioner itself may not necessarily be well load-balanced and the communications cost may dominate on the coarsest reduced graphs. On the other hand, as was explained in Section 1, partitioning on the host may be impossible or at least much more expensive and if the cost of partitioning is regarded (as it should be) as a parallel overhead, it usually extremely inexpensive relative to the overall solution time of the problem.

Tables 1 and 2 give some typical results for 2D (tri60k) and 3D (brack2) meshes on the Edinburgh Cray T3D with up to 128 processors. These demonstrate very good speedups for this sort of code and more importantly, very low overheads (of the order of a few seconds) for the parallel partitioning. Note that the \(|E_c|\) results obtained for the parallel version of JOSTLE may not be exactly the same as those of the serial version, due to different orderings of linked lists, but that, since these are random orderings, there are no consistent differences in quality.
Table 1  Results for tri60k mesh: $N = 60005$, $E = 89440$

| P  | $|E_c|$ | $t(s)$ | $|E_c|$ | $t(s)$ | speed up |
|----|--------|--------|--------|--------|----------|
| 16 | 1104   | 14.64  | 1093   | 2.65   | 5.52     |
| 32 | 1669   | 15.67  | 1668   | 1.88   | 8.33     |
| 64 | 2530   | 19.79  | 2572   | 1.66   | 11.92    |
| 128| 3698   | 24.32  | 3721   | 1.29   | 18.85    |

Table 2  Results for brack2 mesh: $N = 62032$, $E = 121544$

| P  | $|E_c|$ | $t(s)$ | $|E_c|$ | $t(s)$ | speed up |
|----|--------|--------|--------|--------|----------|
| 16 | 13717  | 35.19  | 13442  | 7.13   | 4.93     |
| 32 | 21098  | 40.85  | 21004  | 4.90   | 8.34     |
| 64 | 30407  | 54.21  | 30276  | 4.33   | 12.52    |
| 128| 43109  | 59.40  | 42959  | 2.65   | 22.41    |

The initial partition

We have tested the optimisation techniques with a variety of initial partitioning algorithms. Two crude techniques are random partitioning which assigns the vertices randomly and block partitioning which assigns the first $N/P$ vertices to processor 0, the next $N/P$ to processor 1, etc. These are attractive as the data can, in principle, be input in parallel. However, random partitioning gives something close to a worst-case initial partition and block partitioning can be very poor, particularly in the case of an advancing front mesh generator (as used for the whitaker3 mesh) where the mesh elements spiral in towards the centre. A slightly more effective technique is geometric sorting where the elements are sorted according to their $x$, $y$, and $z$ (for 3D) coordinates and each dimension is partitioned in a strip-wise fashion. This too can be carried out in parallel (using a parallel sorting algorithm) but can create long thin and sometimes multiply connected domains. The final algorithm we have tested is the Greedy algorithm [Far88]. This is clearly seen to be the fastest graph-based method as it only visits each graph edge once, but can only be applied in serial.

Table 3  Different initial partitions for whitaker3: $N = 9800$, $E = 28989$, $P = 32$

| initial algorithm | initial $|E_c|$ | optimised $|E_c|$ | $t(s)$ |
|-------------------|--------------|-----------------|--------|
| random            | 28083        | 1848            | 3.61   |
| loop              | 11571        | 1882            | 2.02   |
| geosort           | 1854         | 1818            | 2.26   |
| greedy            | 2143         | 1805            | 2.12   |

Tables 3 & 4 show the results obtained from a Sun 20 with a 75 MHz CPU and 128 Mbytes of memory. As can be seen, the quality of the final optimised partition does
Table 4  Different initial partitions for barth5: $N = 15606$, $E = 45878$, $P = 64$

| initial algorithm | initial $|E_c|$ | optimised $|E_c|$ | $t(s)$ |
|-------------------|------------|----------------|--------|
| random            | 45174      | 3096           | 7.38   |
| loop              | 10643      | 2930           | 4.04   |
| gecsort           | 5416       | 2905           | 4.20   |
| greedy            | 4046       | 2970           | 3.88   |

not vary significantly with the initial partitioner chosen (except for a little noise) and thus the optimisation techniques are demonstrated to be very powerful, in particular for the worst-case random partition. What is affected however is the partitioning time and in general, as might be expected, the poorer the quality of the initial partition, the longer it takes to optimise it.

5 Conclusion

We have outlined a new method for optimising graph partitions with a specific focus on its application to the mapping of unstructured meshes onto parallel computers. In this context the static graph-partitioning task can be very efficiently addressed through a two-stage procedure – one to yield a legal initial partition and the second to improve its quality with respect to interprocessor communication and load-balance. The method is further enhanced through the use of a clustering technique. For the experiments reported in this paper the cost of parallel partitioning is shown to be of the order of a few seconds even for relatively large graphs. In addition, the partition quality is shown to be reasonably independent of the initial partition.
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Domain Decomposition and Multilevel Methods in Diffpack

Are Magnus Bruaset, Hans Petter Langtangen, and Gerhard W. Zumbusch

1 Introduction

Looking back a decade or two, the computing power commonly available to scientists and engineers has grown at an amazing rate. Following this race for megaflops, the scientific community has developed a taste for solving mathematical problems of increasing levels of complexity. Naturally, this trend calls for sophisticated numerical methods that are capable of solving the problems in question in an efficient, yet reliable, way.

Since the bottleneck of many scientific applications turns out to be the numerical solution of linear or nonlinear systems of equations, this field has been subject to intensive research over the years. In particular, much attention has been paid to domain decomposition and multigrid methods, which have proven to be highly efficient strategies for many types of applications. Although the performance of such methods has been theoretically analyzed, extensive numerical experimentation is usually required in more complicated applications in order to obtain the best possible results. From this point of view, there is a need for software environments with genuine support for these types of numerical experiments, giving the user access to different algorithmic scenarios at the press of a button.

Domain decomposition and multilevel methods contain a variety of more standard numerical building blocks (linear solvers, matrix assembly, interpolation of fields, etc.). Successful software for complicated applications must offer the user a flexible run-time combination of all these different components. The purpose of the present paper is to describe how one can achieve such flexible software. In particular, we present a unified framework for domain decomposition and multilevel methods, and show how this framework can be efficiently implemented in existing software packages for PDEs.

The unified framework about to be presented is in part well known from the analysis

\footnote{The software design discussed in this paper has been implemented and verified using the object-oriented PDE library Diffpack [Dif, BL97].}
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of overlapping and non-overlapping methods [DW90], as well as from theory for overlapping and multilevel schemes [Xu92]. In this context, the goal of this paper is to extend the known framework to cover even more methods in common use, especially some Schur complement and nonlinear schemes. We will formulate the framework in a novel way that encourages systematic implementation of a wide class of domain decomposition and multilevel methods. Finally, we report on the experiences gathered from a particular implementation in the Diffpack software.

2 The Unified Framework

Abstract Schwarz Method

We consider linear systems, $Ax = f$, where $A$ arises from the discretization of a partial differential operator. The prototype solution algorithm, the additive Schwarz method, can be written as

$$ B = \sum_j R_j^* B_j R_j $$

(2.1)

with approximate solvers $B_j$ operating on a subspace $V_j$ and restrictions $R_j$ and adjoint interpolations $R_j^*$. In particular we consider the following methods and its variants (see also [SBG96]), which all can be written in the framework:

<table>
<thead>
<tr>
<th>multilevel iteration</th>
<th>additive, multiplicative, nonlinear</th>
</tr>
</thead>
<tbody>
<tr>
<td>overlapping Schwarz</td>
<td>additive, multiplicative, nonlinear</td>
</tr>
<tr>
<td>Schur complement iteration</td>
<td>exact, inexact local solves</td>
</tr>
<tr>
<td>Schur complement preconditioner</td>
<td>Neumann-Neumann, wirebasket</td>
</tr>
<tr>
<td></td>
<td>with, without coarse grid</td>
</tr>
</tbody>
</table>

The interface basically consists of

- transfer or restriction operators such as $R_j$ and $R_j^*$,
- (approximate) subspace solvers $B_j$,
- evaluation of residuals $(f - A_j x)$ on a subdomain (optional).

Here, $A_j$ is the discrete operator on $V_j$. The appropriate solver $B_j$ is normally chosen as a traditional linear or nonlinear method, whereas the “transfer” $R_j$ is usually implemented via sparse matrices or difference stencils. However, also algorithmic implementations of $R_j$ and message passing in a parallel environment are possible. Software components for $B_j$, $R_j$, $R_j^*$ and $f - A_j x$ are normally found in a package for PDEs.

Multilevel Methods

Standard multigrid algorithms fit into the frame outlined in 2. In the linear multigrid context the abstraction of the (not necessarily adjoint) grid transfer $R_j$, $R_j^*$ and the local pre- and post-smoothers $B_j$, $B_j^*$ is sometimes referred to as abstract multigrid.
The implementation follows equation (4.1.1) in Hackbusch [Hac85]. Using multigrid as a preconditioner implies the initial guess \( x = 0 \).

However, it is also possible to include nonlinear multigrid with nonlinear smoothers \( B_j, B_j^* \) [Zum96a]. Using equation (9.3.3) in [Hac85], we can implement the nonlinear FAS scheme and the nested nonlinear multigrid version by Hackbusch. The pre- and post-smoothers are now nonlinear iterative solvers.

This abstract multilevel approach can be used for different variants of multigrid. The particular algorithm depends on the initialization and implementation of the smoothers \( B_j \), the transfer operators \( R_j \), and the operators \( A_j \). There may be non-nested, non-matching, or adaptively refined grids, operators defined by Galerkin products or operator dependent transfers, or algebraic multigrid transfers and operators.

**Schur Complement Methods**

We decompose the stiffness matrix into one part related to the coupling interface \( c \) and several independent parts related to the interior nodes of the subdomains \( j = 1, \ldots, m \).

\[
A = \begin{pmatrix}
  A_{11} & A_{1c} \\
  A_{21} & A_{22} & \cdots & A_{2c} \\
  \cdots & \cdots & \cdots & \cdots \\
  A_{c1} & A_{c2} & \cdots & A_{cc} \\
\end{pmatrix}
\]

The Schur complement is defined by \( S = A_{cc} - \sum_j A_{cj} A_{jj}^{-1} A_{jc} \).

In the case we solve subdomain problems exactly or accurate enough, or we are able to compute \( S \) itself rather than the action of \( S \), the equation system reduces to a system \( S x_c = f_c \) for the unknowns on the interface \( x_c \).

**Neumann-Neumann Preconditioner for the Schur Complement.** Preconditioning of the interface system with a Neumann-Neumann algorithm [BGLV89] looks like equation 2.1 in the framework of additive Schwarz methods. The operators \( B_j \) now solve homogeneous Neumann problems obtained by sub-assembly on a subdomain. The transfer operators \( R_j \) and \( R_j^* \) copy (scaled) nodal data from the interface \( x_c \) to the nodes on the boundary of the subdomain and vice versa. Hence the ordinary additive Schwarz implementation can be used.

A coarse grid can be added to the Neumann-Neumann preconditioner without changes of the algorithm [DW95] just like in the overlapping Schwarz case adding one subspace \( j = 0 \). Coupling a coarse grid equation in a multiplicative symmetric way instead, called balancing [Man93], requires some extensions resulting in a mixture of the additive and the multiplicative Schwarz algorithm. One can use the standard global-to-local communication pattern and additional residual evaluations to create the multiplicative coupling.

**Wire Basket Preconditioner for the Schur Complement.** A preconditioner of wirebasket type [Smi91] for the Schur complement may also be written as an additive Schwarz method now for subspaces of the interface consisting of vertices \( v \), single faces \( f \), and single edges \( e \),

\[
B_c = R_v^* B_v^* R_v^* + \sum_j R_{v_j}^* B_{j}^* R_{j}^* + \sum_k R_{v_k}^* B_{k}^* R_{k}^*
\]
The transfer operators $R_j^c$ and $R_j^f$ perform a hierarchical basis transform. The vertex solver $B^v$ can be implemented by a standard coarse grid solver and the edge solvers $B_j^e$ can be substituted by diagonal scaling. However, the face solvers $B_j^f$ have to be implemented as preconditioners for an interface problem covering both adjacent subdomains.

The two-dimensional analog BPS has a similar structure. It can be implemented by leaving out the faces and choosing some local interface preconditioner for the edge solvers $B_j^e$ [BPS86].

**Inexact Schur Complement.** Introducing approximate local Dirichlet solvers $B_j$ in the computation of the Schur complement $S \approx A_{cc} - \sum_j A_{cj}B_jA_{jc}$, one cannot restrict the computations to $Sx_c = f_c$, but the full system $Ax = f$ must be considered. We seek a preconditioner for the matrix $A$, which is constructed using a preconditioner $B_c$ for $S$ and preconditioners $\tilde{B}_j$ for the local Dirichlet type problems $A_{jj}$ that may differ from $B_j$ used for the Schur complement. However, the inexact solvers $B_j$ in the Schur complement method are still not fully understood theoretically [HLM91].

We write the Schur decomposition in the additive Schwarz framework

$$B = R_c^*B_cR_c + \sum_j R_j^*\tilde{B}_jR_j$$

with restrictions $R_jx = x_j$ and the transformation to the Schur system $R_cx = x_c - \sum_j A_{cj}B_jx_j$.

One can use multilevel and domain decomposition methods or standard iterative solvers for the implementation of the local solvers $B_j$, $B_j^*$, $\tilde{B}_j$, and the local solvers used in $B_c$. This approach to the Schur complement can also be used for nonlinear problems in a Picard iteration manner (see [Zum96b]) since the residual for the full system has to be evaluated every outer iteration step anyway. An exact Dirichlet solver $B_j$ leads to zero residuals at interior nodes and is more efficiently implemented computing on the interface directly as in the previous section.

### 3 Realizing the Framework

As mentioned initially, the abstract view of the different domain decomposition and multilevel methods taken in the description above has been realized in terms of software. More precisely, the described framework is the basis for the implementation of domain decomposition and multilevel algorithms in the Diffpack simulation environment. Diffpack [Dif] consists of a set of object-oriented libraries written in C++, intended to simplify the implementation of PDE solvers [BL97]. The involved libraries contain many useful abstractions that come quite natural to developers of PDE software. For instance, the application programmer has immediate access to high-level abstractions for linear systems, various matrix formats, different solvers and preconditioners, as well as building blocks for finite element and finite difference discretizations.

Originally, Diffpack was designed without attention to domain decomposition or multilevel algorithms. Nevertheless, by adopting a unified approach to such methods, one can in principle implement this functionality as an add-on module to existing PDE packages. However, it is then crucial that the framework organizing the different
methods can take advantage of tools already present in the available software platform. During the course of the multilevel extension of Diffpack, we have experienced that a clean design of such an add-on module depends heavily on a clean design and modular structure of the underlying libraries. We believe that abstract data types and object-oriented programming are important mechanisms for achieving the necessary degree of modularity. In fact, the Diffpack code for the described framework was realized as a high-level, compact combination of existing C++ classes. We refer to [ABL97, BL97, ABC+97, BL96] and the references therein for information about object-oriented numerics, the efficiency of C++ for scientific computing, the design of Diffpack and examples on Diffpack applications. It should be mentioned that object-oriented implementations of domain decomposition and multilevel strategies have also been addressed by other authors, e.g. as part of the PETSc system [GS94, PET].

Equation solvers in Diffpack utilize abstractions for linear systems, as well as linear and nonlinear solvers. In this context, a linear system consists of a coefficient matrix, a solution vector, a right-hand side and possibly a preconditioner, which will be reused in our framework. The preconditioner can either be a matrix or an action. In case of an action, the preconditioner can, e.g., call a linear solver for the same or a related PDE problem. Linear solvers can utilize convergence monitors in order to control the degree of solution accuracy [BL96]. At its present stage of development, Diffpack offers relatively simple nonlinear solvers, like Newton’s method or the Picard iteration. This type of algorithm requires the programmer to define and solve a linear (sub)system. Operators can be defined in terms of coefficient matrices arising from finite element assembly. Since a finite element grid is just a C++ object in Diffpack, it is easy to create a hierarchy of grids, and apply toolboxes for finite element schemes and the PDE’s definition to create the associated operators and right-hand sides.

The layered, modular design of Diffpack building blocks can be immediately applied to create linear and nonlinear operators, smoothers, transfer operators, residuals and other basic components needed in domain decomposition and multilevel methods, reusing existing code. For instance, the subspace solver $B_j$ in a domain decomposition method may be implemented as a linear solver call or a nonlinear solution procedure, both present in the original package. To allow maximum flexibility, the programmer of the PDE application is responsible for defining $B_j$, and contrary to the PETSc approach [GS94, PET], we do not require a reference to a linear solver object. The main ingredients of the domain decomposition interface are the procedures for grid transfer and for local solvers. Data is only stored for some auxiliary vectors and parameters like the multigrid cycle type $(V, W, \ldots)$. The technical details of taking an existing Diffpack application and equipping it with domain decomposition and multilevel methods are described elsewhere [Zum96a, Zum96b]. However, due to the flexibility of the original software components, it turns out to be trivial to run a multigrid solver and experiment with various pre- and post-smoothers (choice of algorithm, number of sweeps, order of unknowns), coarse grid solvers (iterative and direct, grid size), cycle-types, nested iterations, non-matching grids, semi-coarsening, multigrid used as a preconditioner or as a stand-alone solver, different nonlinear versions, grid types and special procedures to initialize operators. For domain decomposition, the type, precision and termination of subdomain solvers, the decomposition of the domain, the type of a coarse grid and coarse-grid solver, and the scaling of transfer operators are of main
Figure 1  Multilevel and Domain Decomposition algorithms. Abstract DDSolver, the multiplicative and additive multigrid algorithms including nonlinear versions and additive, multiplicative, symmetric multiplicative and mixed additive/multiplicative Schwarz algorithms.

interest. Consequently, the resulting software environment satisfies the most important requirement stated in the introduction of this paper; to offer the user genuine support for systematic numerical experiments with sophisticated multilevel strategies.

As previously mentioned, Schur complement methods do not immediately fit into a unified framework. This is also reflected in the pilot implementation. We use an implicit representation of the Schur complement, implemented as an algorithmically defined matrix. This is basically a new type of matrix in Diffpack, realized as a subclass in the existing matrix hierarchy [BL96], which implements the matrix product $Sx$ only. New and old application software can of course work with this matrix type through an abstract (base class) interface. The action $Sx$ is implemented by calling (reusing) subdomain Dirichlet solvers for $A_{jj}^{-1}$ and several matrix multiplications, since the concept of a Schur complement was not present in Diffpack. Direct access to $S$ is then not available. However, standard Schwarz preconditioners can be used for the Schur complement system, reusing even the domain decomposition algorithms.

The domain decomposition and multilevel methods introduced in Diffpack are organized in a class hierarchy with DDSolver as base class, see Figure 1. Various specific solution strategies are organized as subclasses of either (multiplicative) Multigrid or (alternating) Schwarz domain decomposition (SchwarzDD). Multigrid uses level to level data transfer ($j \rightarrow j+1$), while the SchwarzDD algorithms uses local to global data transfer. SymSchwarzDD is a symmetric version of the multiplicative SchwarzDD, cycling back and forth like the multiplicative Multigrid. The CoarseAddCoarseSchwarzDD version is used for special treatment of the coarse grid, while the subdomains are treated as in the additive AddSchwarzDD. The hierarchy itself is designed to optimize code reuse and reflects software issues, while one can certainly think of modifications in the categorization. The subclasses make use of existing solvers and preconditioners in Diffpack, while still offering the duality of being accessible as new solvers and new preconditioners in the original libraries. For the authors, this experience of playing
around with abstractions and extending libraries in ways that were not initially planned for, has been a strong indication that modern programming techniques, such as object-oriented programming, are vital for an accelerated development of scientific computing.

4 Efficiency

We have outlined a flexible software framework for domain decomposition and multilevel methods, where the particular Diffpack implementation is in C++. Many will expect the computational efficiency of such flexible implementations and the use of C++ to be significantly worse than special-purpose Fortran codes tailored at a specific PDE and solution algorithm. To shed some light on this problem we have performed some simple numerical experiments with multigrid methods for a Poisson equation, with smooth variable coefficients, on the unit square. A general Diffpack implementation, also applicable to unstructured grids, was compared to (a) the adaptive PLTMG code [Ban94], (b) a finite difference based example Fortran code with MPI [Dou95a], and (c) a constant 5-point stencil sparse matrix Fortran Poisson solver Madpack5 [Dou95b]. The table below shows CPU times for various problem sizes.

<table>
<thead>
<tr>
<th>level j</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>size n</td>
<td>289</td>
<td>1089</td>
<td>4225</td>
<td>16641</td>
<td>66049</td>
<td>263169</td>
</tr>
<tr>
<td>PLTMG</td>
<td>.43</td>
<td>1.7</td>
<td>5.7</td>
<td>.30</td>
<td>140</td>
<td>-</td>
</tr>
<tr>
<td>MPI example</td>
<td>.15</td>
<td>.17</td>
<td>.23</td>
<td>.49</td>
<td>1.8</td>
<td>7.6</td>
</tr>
<tr>
<td>madpack5</td>
<td>.01</td>
<td>.04</td>
<td>.12</td>
<td>.50</td>
<td>2.8</td>
<td>13</td>
</tr>
<tr>
<td>Diffpack</td>
<td>.07</td>
<td>.16</td>
<td>.39</td>
<td>.15</td>
<td>7.1</td>
<td>24</td>
</tr>
</tbody>
</table>

As we see, there is no indication that the object-oriented implementation style in C++ implies a significant loss of computational efficiency. The reasons for this are simple; object-orientation is only used for high-level administration in Diffpack, whereas CPU-time consuming operations usually take place in low level C/Fortran-style routines that can be highly optimized by today’s compiler technology. Moreover, the general finite element software in Diffpack makes use of simplified, optimized algorithms when it is known that the grid is a uniform lattice.

5 Conclusion

We have outlined a unified framework for the whole set of domain decomposition and multilevel methods. The framework has been realized in Diffpack using object-oriented programming techniques. We have indicated that the implementation has the same level of efficiency as tailored, traditional implementations in Fortran or C, but with much more flexibility and extensibility.
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On Object Oriented Programming Languages as a Tool for a Domain Decomposition Method with Local Adaptive Refinement

Brit Gunn Ersland and Magne S. Espedal

1 Introduction and Model Problem

The main objective for this work is to show how Object Oriented programming languages like C++ can simplify the implementation of a complex model where domain decomposition and local adaptive refinement is used. As an example we present a simulator for two phase fluid flow (oil, water) in a porous media, where the library DIFFPACK [Lan94b, Lan94a, Dho] is extensively used. We start by constructing the base classes for the solvers, and use these as building bricks in a more complex system, where different equations are solved on different meshes with domain decomposition on the finest mesh. The decomposed domain is regarded as an array of solvers which compute the solution to an equation on a single domain with appropriate boundary conditions.

For incompressible immiscible displacement of oil by water in a reservoir the following equations yield

\[ \nabla \cdot \mathbf{u} = q_1(x, t) \]  
\[ \mathbf{u} = -K(x)M(S, x) \cdot \nabla p \]  
\[ \frac{\phi}{\partial t} \nabla \cdot (f(S)\mathbf{u}) - \epsilon \nabla \cdot (D(S, x)\nabla S) = q_2(x, t). \]

We will use Neumann type of boundary conditions.

\(\mathbf{u}\) is the total Darcy velocity, which is the sum of the velocity of the oil and water phase, \(K(x)\) is the permeability which depend on the porous medium, \(M(S, x)\) denotes...
the total mobility of the phases,

\[ M(S, x) = \lambda_w(S) + \lambda_o(S), \]

and \( p \) is the total fluid pressure. \( \phi \) is the porosity of the porous media which is considered constant. The fractional flow function \( f(S) \) is a nonlinear function of the saturation and is given as

\[ f(S) = \frac{\lambda_w(S)}{\lambda_w(S) + \lambda_o(S)} \]  \hspace{1cm} (1.4)

where the mobility of oil and water,

\[ \lambda_l, \ l \in \{o, w\} \]

is a given function of \( S \).

The diffusion coefficient \( D(S,x) \) depend on the capillary pressure and the permeability, while \( \varepsilon \) is a small parameter. For a complete survey and justification of the model we refer to [CJ86].

Here, we regard a rectangular domain which consist of two different sediments as depicted in Figure 1. Water is injected in the lower left corner and oil is produced in the upper right corner. Initially we assume that we have an established shock somewhat away from the injection well. A combination of (1.1) and (1.2) give an elliptic equation for the total pressure. This equation is solved by a finite element method on a coarse mesh, then the velocity is derived from the pressure with a second order method [Saw90].

Since \( \varepsilon \) is a small parameter the nonlinear saturation equation (1.3) is dominated by the convective part of the equation, which denotes the main transport. It is well known that a nonlinear equation like (1.3) will establish shock like solutions even from smooth initial conditions, therefore we split the function \( f(S) \) into two parts [EE87, DR82].

\[ f(S) = \tilde{f}(S) + b(S)S, \]  \hspace{1cm} (1.5)
where \( f(S) \), the convex hull of the function, multiplied by \( u \) denotes the displacement of an established shock. Hence, we split the saturation equation in two parts. The convective part

\[
\Psi(x) \frac{\partial S}{\partial t} = \phi \frac{\partial S}{\partial t} + \tilde{f}(S)u \cdot \nabla S = 0,
\]

(1.6)
is solved by the Modified Method of Characteristics [DR82]. The elliptic part

\[
\Psi(x) \frac{\partial S}{\partial t} + \nabla \cdot (b(S)S u) - \epsilon \nabla \cdot (D(S,x) \cdot \nabla S) = 0
\]

(1.7)
is solved a finite element method with optimal testfunctions [BM84]. Since the saturation develop shock-like solutions a fine resolution is needed to resolve the shock. However, the elliptic part of the saturation equation (1.7) only contribute to the solution in vicinity of sharp saturation gradients, therefore we want to solve this equation in these areas only.

2 Solution Procedure

Since different resolution is needed for the total pressure and the water saturation, we need to define different grid levels and a mapping between the coarse grid, fine subgrids and a global fine grid. For this problem we have used the mapping shown in

**Figure 2** Mapping between fine grid \( \Omega_F \), fine subgrids \( \Omega_m \) and coarse grid \( \Omega_C \).

Figure 2, where \( \Omega_C \) is the coarse grid, \( \Omega_F \) is the global fine grid and the fine subgrids are denoted \( \Omega_m \). A sequential timestepping procedure is used [Saw90], to decouple the equations. Hence, at every time step:
1. Solve pressure on $\Omega_C$ and determine the velocity on $\Omega_C$.
2. Solve the hyperbolic saturation equation on $\Omega_C$ and on subgrids $\Omega_m$, with
   large saturation gradients.
3. Begin
   for $m = 1$; number of subdomains do
   if $\Omega_m$ have large gradients
   $\circ$ update the boundary conditions
   $\circ$ solve the elliptic equation
   endif
   endo
4. Return to 3 until convergence or a maximum number of iterations is reached.
5. Map solution to $\Omega_F$.

**Implementation**

In this section we will describe the design and some implementation aspects. A main
objective is to build a design where each solver may be debugged independently.
Now, (1.1), (1.2), (1.6) and (1.7) depend on the mobility function of oil and water,
therefor we implemented these functions together with all the methods which uses the
mobilities in a separate base class FracFunc. The permeability $K(x)$, which depend
on the porous medium is implemented as a separate class. In our test case a domain
as depicted in Figure 1 is used, where the permeability depend on $(x,y)$. However,
in order to use random permeability or several layers with different sediments only
Permeab need to be changed.

The solution procedure which was described in the previous section requires four
solvers, we will just give a brief overview over them before we discuss some details
regarding the implementation of the domain decomposition method.

- **Press** - inherit FracFunc and contain the data and methods which are needed
to solve the pressure equation.
- **Velocity** - inherit Press, and use the pressure to derive the velocity.
- **CharSol** - inherit FracFunc and use the velocity to integrate backward along
  the characteristics to solve (1.6). First on the coarse domain $\Omega_C$, then on
  the fine subdomains $\Omega_m$ where the saturation gradient is large. Here the
  saturation on the uniform fine mesh $\Omega_F$ at previous time level is used when
  we search the new solution on different grid levels.
- **EllSolv** - inherit FracFunc, and has a data Type Permeab. The class
  contain all the data and methods which are needed to solve the elliptic part
  of the saturation equation (1.7) on a single domain. Here, Dirichlet boundary
  conditions, Neumann type of boundary conditions, or different boundary
  conditions on different boundaries can be chosen.

Both **Press** and **EllSolv** is derived form the DIFFPACK base class FEM [Lan94a]
which is a base class for Finite Element programming with DIFFPACK. In addition
both **Press** and **EllSolv** has a LinEqAdm which is an Abstract Data Type which
administers the solvers for a linear system of equations, see figure 3. **FieldFE**,
**FieldsFE** and **GridFE** is scalar field, vector field and a finite element grid in the
DIFFPACK library. EllSolv contains a method which solves the elliptic part of the saturation equation on a given domain $\Omega_m$. Instead of decomposing the computational domain inside EllSolv and by this altering the methods in EllSolv, we construct a domain decomposition method by making multiple copies of EllSolv where the data differs. Now, to use a domain decomposition method like additive or multiplicative Schwarz, some information about the surrounding subdomains are needed. Since the elliptic saturation equation only need to be solved on subdomains where the saturation gradients are large, a boolean variable is needed to indicate if the equation need to be solved on current subdomain at this time level. Therefore, a new class SatSys is implemented which has a data type EllSolv, an array which keep track of the neighboring subdomains and a boolean variable. In addition SatSys contain methods to initiate the local domain $\Omega_m$ and mark boundaries which are at the outer boundary, where Neumann type of boundary conditions are used.

Since we want to solve the elliptic saturation by a Schwarz method, we need methods which control our subdomains. To do this we use a general vector in DIFFPACK, VecSimplest which can take user defined data types as argument. In our case we use SatSys as data type in VecSimplest. Let us call the method which solves

**Figure 3** Data Types and dependencies. Dotted lines indicate a "has a" relationship, while solid lines indicate a "is a" relationship. Solid boxes are newly constructed Data Types, while dotted boxes is included in DIFFPACK.

**Figure 4** Relationships and dependencies for the two phase reservoir simulator with adaptive local refinement. Dotted lines indicate a "has a" relationship, while the solid lines indicate a "is a" relationship. Solid boxes are newly constructed Data Types, while dotted boxes indicate Data Types from the DIFFPACK package.
the elliptic saturation equation on a single domain `solveAtThisTimeLevel()` and the
vector of subdomain solvers `localSys` while `EllSolv` inside `SatSys` is called `ellsolve`. 
In our code the method which handles the interior boundary conditions is called 
`updateLocBoundaries(i)` which mean that the boundary condition for domain `i` is 
updated. Hence, our multiplicative Schwarz procedure among refined grids are:

```cpp
for( i=1; i <= nel; i++ ){
  if( localSys(i).Active == TRUE) {
    updateLocBoundaries(i);
    localSys(i).ellsolve.solveAtThisTimeLevel();
  }
}
```

The relationship between the different classes that have been implemented is shown in Figure 4. In order to avoid multiple data, both `EllSolv` and `CharSol` point at the same objects on the same subdomain $\Omega_m$. Likewise do `CharSol` and `Velocity` on the coarse domain $\Omega_C$.

3 Numerical Result

The algorithms which is described in the previous sections have been tested in 2d on the domain depicted in Figure 1, where the interface between two sediments are inside some of the subdomains $\Omega_m$. The methods which are used to handle the interface conditions are treated in [Ers66] which also contain more numerical results and description of the experiment that is shown here. The results obtained with adaptive local grid refinement in Figure 5 shows good agreement with the results obtained on a single domain, see [Ers96].

We have shown that a domain decomposition method is easy to construct when a object oriented language as C++ is used. Some of the methods which are in `EllSolv`, `Press` and `Velocity` are initially written by K. G. Frøysa, but modified to some extent.
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**Figure 5** Computed results with adaptive local grid refinements at time level $t = 0.24$. The refined area are marked with a cross.


Part IV
Applications
Spectral Element Simulations of Laminar Diffusion Flames

Ullrich Becker-Lemgau and Catherine Mavriplis

1 Introduction

Soot generation is, in the sense of efficiency, a major problem during combustion of hydrocarbons. In order to optimize the design of combustion chambers and avoid soot generation, it is essential to understand the mechanisms of soot growth. In particular, the interactions between chemistry and fluid flow are critically important: experiments have shown that soot production is strongly dependent on the flow situation. The amount of soot generated by laminar diffusion flames is greatly enhanced if the flame becomes unstable [SHJP93, SHS94].

In order to further investigate vortex-chemistry interaction, we develop here a numerical simulation since computations allow us to investigate a wide range of destabilizing effects on laminar flames, both individually and together. In this paper we present spectral element simulations of laminar axisymmetric non-premixed methane-air diffusion flames. The spectral element method [Pat84] is a high-order domain decomposition method which is used in the solution of time-dependent nonlinear partial differential equations. The method has been used in the solution of the Navier-Stokes equations for direct simulation of fluid flow, e.g. [Kar90, FR94]. Here, we extend the Navier-Stokes solver to include chemistry and energy conservation equations. This paper is the first attempt at establishing our simulation capability for laminar diffusion flames. Results are compared with theoretical and experimental flames.
2 Governing Equations

The flow underlying an unsteady laminar diffusion flame is a one phase flow with variable density and viscosity due to the temperature change in the flow. It is described by the Navier-Stokes equations:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0
\]

\[
\rho \frac{\partial \mathbf{v}}{\partial t} + \rho (\mathbf{v} \cdot \nabla) \mathbf{v} = (\nabla \cdot \mu \nabla) \mathbf{v} - \nabla p + \mathbf{S}_v
\]

with velocity \( \mathbf{v} \), pressure \( p \), density \( \rho \), viscosity \( \mu \) and a source term \( \mathbf{S}_v \) which contains the buoyancy force.

The mixing process of fuel and oxygen is described by the mixture fraction \( \xi \) which is a conserved scalar for the flow [Spa79]:

\[
\rho \frac{\partial \xi}{\partial t} + \rho (\mathbf{v} \cdot \nabla) \xi = (\nabla \cdot \rho D \nabla) \xi
\]

with \( D \) as the diffusivity. We assume a complete and fast one step reaction from fuel mixed with oxygen to a product mixture without intermediate products and no back reaction.

The energy equation may be expressed in terms of temperature assuming constant heat capacity:

\[
c_p \rho \frac{\partial T}{\partial t} + c_p \rho (\mathbf{v} \cdot \nabla) T = (\nabla \cdot k \nabla) T + Q(\xi)
\]

with \( k \) as conductivity and \( Q \) as heat release depending on mixture fraction and flame height. We use experimental data of a methane-air flame for the heat release description [SMP96].

The system of equations is closed by the equation of state:

\[
\rho = \frac{M \cdot p}{R \cdot T}
\]

where \( M \) is the molar weight of the gas mixture and \( R \) the gas constant.

3 Spectral Element Model

In order to reduce the complexity of the system of equations we assume at first a flow with constant density and constant properties, so we solve the incompressible Navier-Stokes equations and will let density vary for the buoyancy term only.

The Navier-Stokes equations pose the largest problem since they have nonlinear terms and we need to incorporate the continuity equation. Therefore a multi-fractional time-stepping scheme is introduced which breaks up the equation, treating the nonlinear convection terms separately from the elliptic diffusion terms [OK80]:

\[
\frac{\mathbf{u}^{n+1} - \mathbf{u}^n}{\Delta t} = \mathbf{u} \cdot \nabla \mathbf{u}
\]
\[
\n\nabla^2 p = \frac{\rho}{\Delta t} \nabla \cdot \hat{u} \\
\frac{\hat{u} - \bar{u}}{\Delta t} = \frac{1}{\rho} \nabla p \\
\frac{u^{n+1} - \hat{u}}{\Delta t} = \nu \nabla^2 u 
\]

where \( \hat{u} \) and \( \bar{u} \) are intermediate time step values of the velocities.

First, the nonlinear terms are treated explicitly by a 3rd-order Adams-Bashforth method. Then, the continuity and pressure steps are combined and a Poisson equation for pressure is solved implicitly. Finally, the elliptic velocity diffusion terms are solved implicitly as a Helmholtz problem.

The mixture fraction and temperature equations do not pose such difficulties; the advection terms are easily handled explicitly and we solve also Helmholtz problems for \( \xi \) and \( T \). So we have five (in 2D) Helmholtz equations to solve implicitly for velocities (two), pressure, mixture fraction and temperature.

We illustrate the spectral element discretisation for simplicity with the Poisson equation:

\[
\nabla^2 u = f.
\]

Starting from the Poisson equation we use the weak form (or variational form), i.e. we have to find a solution \( u \) which satisfies

\[
(\nabla u, \nabla v) = (f,v) \quad \forall v.
\]

The physical domain is then subdivided into large elements \( k \) upon each of which unknowns \( u \) and knowns like \( f \) are described as tensor products of high-order orthogonal functions:

\[
u^k = u_{ij}^k h_i(r) h_j(s), \quad f^k = f_{ij}^k h_i(r) h_j(s),
\]

where \( h_i \)'s are high-order Lagrangian interpolants based on Legendre polynomials (typically order 7).

So the discrete problem is to find the discrete solution \( u^k \) on each element satisfying

\[
(\nabla u^k, \nabla v^k)_{GL} = (f^k, v^k)_{GL} \quad \forall v^k,
\]

where the inner products are done by Gauss-Lobatto quadrature. Finally the contributions from all connecting elements are summed up. This leads to a global matrix equation \( Au = Bf \) which is solved by preconditioned conjugate gradient iteration.

4 Validation

To validate our model we first try to compare results to a theoretical solution of a given flame. Several simplifying assumptions are necessary to solve the equations theoretically which will lead to the classical Burke-Schumann flame [BS28].
Figure 1  Burke-Schumann flame: design and flame shapes for over- and underventilated flow situations

Figure 2  Burke-Schumann flame: comparison of theoretically (dotted lines) and numerically (solid lines) obtained flame shapes for underventilated (leftmost) and overventilated flow situations
Fuel flows through a pipe into a concentric pipe with coflowing air (see Fig. 1). Velocities and properties are assumed to be uniform throughout the domain. The mixing process starts right at the outlet of the fuel pipe and thus the fast one step reaction takes place in a very thin layer.

Two classes of flames are distinguished depending on the fuel type: an overventilated flame where oxygen is in excess and all fuel is consumed by the reaction and an underventilated flame where fuel is in excess and all oxygen is consumed by the reaction. Fig. 1 shows typical flame shapes for both situations.

A comparison of theoretically and numerically obtained flame shapes can be seen in Fig. 2. Due to symmetry only the left half of the pipe is calculated and shown. Fuel is flowing into the domain from the right half of the lower edge. The co-flowing air is entering through the left half. Four overventilated and one underventilated (the leftmost) flame shapes are shown and are found to be in very good agreement with theoretical results.

5 Results

The geometry underlying our calculations is adapted from experiments concerning soot generation in flickering flames [SHJP93, SHS94, SMP96]. It is similar to the geometry of the Burke-Schumann flame (Fig. 1). An axisymmetric tube of diameter 1.1 cm provides the methane fuel flow into a concentric tube of diameter 10.2 cm providing co-flowing air. At the inlet of the fuel pipe a parabolic velocity profile is assumed with a maximum velocity of 12 cm/s. The co-flowing air stream has a uniform velocity of 10.4 cm/s. Because of the axisymmetric design we only have to calculate a two dimensional slice of the pipe.

In the following we will present example calculations representing our approach building a laminar diffusion flame modeling capability.

Calculation with Constant Properties

The heavy coupling of the equations, especially the heat release term in the energy equation and the buoyancy term in the vertical momentum equation, makes it difficult to arrive at a suitable base solution from which we may start pulsing the flame. Therefore we start our calculations with a steady, incompressible flame and constant properties: \( \rho = 0.1 \text{ kg/m}^3, \mu = 2 \cdot 10^{-5} \text{ kg/m s}, c_p = 1000 \text{ J/kg K}, k = 0.01 \text{ J/m s K}, D = 1 \cdot 10^{-4} \text{ m}^2/\text{s} \). These values are chosen to fulfill the requirement of equal Prandtl and Schmidt numbers for diffusion flames. The Reynolds number based on the average velocity of 10 cm/s and the diameter of the air stream is \( Re = 51 \). Because of the constant density no buoyancy is taken into account and the calculated temperatures have no influence on the fluid flow. For the heat release function in the temperature equation a simplified linear model is chosen.

The calculation domain is split into 67 spectral elements (see Fig. 3). The geometrical discontinuities between the fuel and air tubes require a domain decomposition with fine resolution around this interface region. So two narrow slices of elements are placed along the air inlet and between the air and fuel streams.

Fig. 3 (a) shows calculated axial velocity profiles at several cross-sections. The two
different profiles of the incoming fuel and air streams level out very quickly and a regular pipe flow profile is obtained towards the outlet.

The contour lines for the mixture fraction distribution (Fig. 3 (b)) imply a fast diffusion of oxygen into the fuel stream. The outmost contour line represents the value of $\xi$ for which methane and air are in a stoichiometric proportion. Because we assume a fast and one step reaction, this line indicates the flame shape where both fuel and oxygen are completely consumed by the reaction. The flame height is 5 cm, that is somewhat smaller than the observed flame height of 8 cm from the experiments [SMP96] due to our simplifying assumptions.

The temperature distribution (Fig. 3 (c)) is typical for a laminar diffusion flame. High temperatures are reached along the flame shape and especially at the flame tip.

As a first approach to calculate an unsteady flame we took this calculation and pulsed the fuel flow with a frequency of 10 Hz. But the results did not show any recirculation or separation as had been observed during the experiments. The
Figure 4 Results for calculation with variable properties: (a) profiles of axial velocity, (b) contour lines for mixture fraction $\xi$, (c) contour lines for temperature distribution

Calculated flame height was increased to 7 cm.

Calculation with Variable Properties and Buoyancy

In this case we still assume a steady and incompressible flow with $\rho = 0.25$ kg/m$^3$ and $c_p = 1000$ J/kgK but introduce temperature dependent properties, the models for which can be found in [SG91]:

$$\mu = 1.85 \cdot 10^{-5} \left( \frac{T}{T_0} \right)^{0.7} \frac{\text{kg}}{\text{m} \cdot \text{s}}, \quad k = \frac{\mu c_p}{\text{Pr}} \frac{\text{J}}{\text{m} \cdot \text{s} \cdot \text{K}}, \quad D = \frac{\mu}{\rho \text{ Sc}} \frac{\text{m}^2}{\text{s}}$$

where the Prandtl number Pr and Schmidt number Sc are both equal 0.75 and $T_0$ denotes the room temperature. This gives a Reynolds number of 143 for $T = T_0$ based on velocity and diameter of the air stream. In this calculation we do not solve a temperature equation but, instead, use a temperature function $T(\xi)$ derived from
experiments [SMP96] to ensure realistic temperature values.

Variable density is introduced only for the buoyancy term. The temperature in the equation of state (see section 2) is kept constant. So the density in the buoyancy term varies only with mixture fraction in the fluid flow and pressure.

As expected, we get a speed up due to buoyancy which can be recognized by axial velocity profiles (Fig. 4 (a)). The maximum speed in the flame region is 25 cm/s. The flame height, indicated by the outmost contour line of Fig. 4 (b), is 8 cm and exactly the same as the observed flame height in the experiments.

The temperature distribution (Fig. 4 (c)) looks very similar to the one from the first calculation. But the region of the highest temperature is now spread around the flame shape and not only at the flame tip. This is caused by the temperature mixture fraction relation we used in this calculation.

6 Conclusion

We have shown that the spectral element method is applicable for investigations of laminar diffusion flames. Thus we have widened the range of applications for this method.

Our model was validated by very good agreement between theoretical and numerical results for the Burke-Schumann flame. For the steady flame the model is already suitable to predict flame height very well if buoyancy and variable properties are taken into account. However, calculations for the unsteady flame have not led to comparable results so far.

Further improvements are necessary for realistic predictions of the unsteady case. We have to introduce buoyancy and temperature dependent properties as for the steady flame. Also reexamination of the heat release treatment and other assumptions of the model are needed for realistic temperature distributions.

These extensions to our model will hopefully improve our results for the unsteady flickering diffusion flame in the near future.
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Variable-degree Schwarz Methods for Unsteady Compressible Flows

Xiao-Chuan Cai, Charbel Farhat, and Marcus Sarkis

1 Introduction

We introduce a new variant of the overlapping Schwarz method (OSM) for solving unsteady problems. In particular we study implicit methods ([FFL93, FS89, VM95]) for obtaining the time accurate solution of the compressible Navier-Stokes equations discretized on two-dimensional unstructured meshes. When using implicit methods, a large, sparse linear system must be constructed and solved at each time step. Depending of the size of the time step, and several other flow parameters, the conditioning of the matrix may change from well-conditioned to mildly ill-conditioned. Furthermore, due to the complexity of the flow pattern, at a given time step the matrix may be ill-conditioned in certain subregions, for example near the airfoil, and relatively well-conditioned elsewhere. To solve these systems iteratively, it is necessary to have a family of preconditioners, such as OSM, whose strength can be adjusted locally in each subdomain according to the flow condition.

It is known that when constructing a preconditioner for a single linear system $Au = f$ all the information needed is from the matrix $A$. However, the issue for time dependent problems is different. A sequence of interrelated systems $A^{(k)}u^{(k)} = f^{(k)}$ have to be solved. If the matrix, especially in its (often inexactly) factorized form, obtained at a previous time step can be properly used, then the preconditioner at the current time step can be obtained cheaply. More precisely, at each time step, we solve the linear system by a preconditioned GMRES method and in the preconditioning stage, following the general OSM framework, we solve the local subdomain problems by another preconditioned GMRES method with different preconditioners and stopping conditions. In each subdomain the preconditioner is built by using a polynomial in two matrix variables, namely the matrix, in its unfactorized form, of the current time step $k$ and another matrix, in its factorized form obtained at a previous time step $j$. The degree of the matrix polynomial reflects the conditioning of the subdomain matrix. Note that classical Schwarz methods correspond to the case where the degree of the matrix polynomials always equals to one. In our new method, the degree of the polynomial varies from subdomain to subdomain depending on the flow conditions,
and therefore we refer to the methods as variable degree Schwarz methods (VDS).

In this paper, we also study the effects of the overlapping size, the number of subdomains, and the inexact subdomain solvers. Since the construction of the preconditioner is expensive, we also explore the possibility of reusing the preconditioner for several time steps.

2 Variable-degree Schwarz Methods

Suppose that at each time step $k$ we need to solve $A^{(k)}u^{(k)} = f^{(k)}$ by an iterative method with a preconditioner $M^{(k)}$ to a certain accuracy, i.e.,

$$\left\| M^{(k)} \left( A^{(k)}u^{(k)} - f^{(k)} \right) \right\|_2 \leq \tau \left\| M^{(k)}f^{(k)} \right\|_2,$$

(2.1)

where $\tau$ is a given tolerance. Let $n$ be the total number of unknowns and $N = \{1, \cdots, n\}$. To define algebraic Schwarz algorithms, see e.g. [CS96], we first partition $N$ into $n_0$ nonoverlapping subsets $\{N_i\}$ whose union is $N$. To generate an overlapping partitioning with overlap $\text{overlap}_i$ we expand each subgrid $N_i$ by $\text{overlap}_i$ number of neighboring nodes, denoted as $\tilde{N}_i$. We denote by $L_i$ the vector space spanned by the set $\tilde{N}_i$. For each subspace $L_i$, we define an orthogonal projection operator $I_i$ and $A_i^{(k)} = I_iA^{(k)}I_i$, which is an extension to the whole subspace of the restriction of $A^{(k)}$ to $L_i$.

We define its “inverse” by $(A_i^{(k)})^{-1} \equiv I_i \left( (A_i^{(k)})_{|L_i} \right)^{-1} I_i$. The classical additive and multiplicative Schwarz algorithms can be described as follows ([CS96, CM94, DW94]): Solve $MA^{(k)}u^{(k)} = MF^{(k)}$ by a Krylov subspace method, where

$$M = (A_i^{(k)})^{-1} + \cdots + (A_{n_0}^{(k)})^{-1},$$

(2.2)

$$MA^{(k)} = I - \left( I - (A_i^{(k)})^{-1}A^{(k)} \right) \cdots \left( I - (A_{n_0}^{(k)})^{-1}A^{(k)} \right),$$

(2.3)

for the additive and multiplicative Schwarz algorithms, respectively.

There are three major steps in the construction of the Schwarz preconditioners, namely 1) the construction of the matrix $A^{(k)}$; 2) the construction of the matrices $A_i^{(k)}$; and 3) the incomplete factorization of the matrices $A_i^{(k)}$. In fact Step 1) is not necessary since the matrices constructed in Step 2) can be used to calculate the matrix-vector multiplications. Since we are interested in implicit methods, Step 2) has to be done at every time step no matter how expensive it is. One expensive step in the construction of the preconditions as formulated above for time dependent problems is Step 3). One way to avoid the frequent factorization of $A^{(k)}$ is to simply use some old factorized matrix $A_i^{(j)}$ calculated at time step $j$, where $j < k$. However, this method may not be very effective if $j$ and $k$ are too far apart. More discussion on using frozen preconditioners can be found later in the paper.

Another problem with the Schwarz preconditioners (2.2) and (2.3) is that all subdomains are treated equally in terms of the level of preconditioning in the sense that the number of applications of $(A_i^{(k)})^{-1}$, or its inexact version, is the same on all subdomains, regardless of the fact that the subdomain matrices $A_i^{(k)}$ have
vary different condition numbers. Physically speaking, the behavior of the flows in subdomains near the body of the airfoil, or near the shocks, is very different from the other regions. More preconditioning is needed only in subdomains where the real action take place.

We propose a method that places different levels of preconditioning in different subdomains and will also show by numerical experiments that the methods remain to be effective even if \( j \) and \( k \) are far apart from each other. The idea is simple. We replace the matrix-vector multiply in (2.2) or (2.3)

\[
w = (A_i^{(k)})^{-1}v
\]

by another iterative procedure with \((B_i^{(j)})^{-1}\) as the preconditioner. Here \(B_i^{(j)}\) is an incomplete factorization of \(A_i^{(j)}\) with certain levels of fill-in at time step \( j \). More precisely speaking, to obtain \( w \) for a given \( v \), we run several steps of GMRES in the subspace \( L_i \) such that

\[
\| (B_i^{(j)})^{-1}(v - A_i^{(k)}w) \|_2 \leq \delta \| (B_i^{(j)})^{-1}v \|_2.
\]

We then set \( w := \tilde{w} \). Here \( \delta \) is a pre-selected small value. Examples can be found in \( \Sigma 3 \). In the matrix language, we replace the matrix \((A_i^{(k)})^{-1}\) in (2.4) by a matrix polynomial \(\text{poly}_1\left((B_i^{(j)})^{-1}A_i^{(k)}\right)\) of a certain degree. The actual degree depends on the number of GMRES iterations needed in the subspace \( L_i \). To put them into a single form, the additive Schwarz preconditioner becomes

\[
M = \text{poly}_1\left((B_i^{(j)})^{-1}A_i^{(k)}\right) + \cdots + \text{poly}_{n_0}\left((B_i^{(j)})^{-1}A_i^{(k)}\right).
\]

Note that this preconditioner does not contain \((A_i^{(k)})^{-1}\), but it contains certain spectral information from \((A_i^{(k)})^{-1}\). This makes it very effective. In fact, \( M \) is a truncated series representation of \((A_i^{(k)})^{-1}\) based on a splitting of \(A_i^{(k)}\) into the sum of \(B_i^{(j)}\) and \(A_i^{(k)} - B_i^{(j)}\). A discussion on a related polynomial preconditioning method can be found in [GO93]. We note that in a given subdomain, the number of GMRES iterations, or the degree of the polynomial, is determined by the conditioning of the local stiffness matrix. The multiplicative version can be constructed in a similar way.

We remark that since the preconditioner changes in the GMRES loop due to the stopping condition determined by \( \delta \), it is generally more appropriate to use the flexible GMRES [Saa93], which is slightly more expensive than the regular one. We do not use the flexible GMRES in this paper since the regular GMRES presents no problem for our test cases.

3 Numerical Results

The goal of this section is to demonstrate the usefulness of the family of VDS preconditioners in the implicit solution of compressible flow problems. We apply our algorithms to the simulation of two-dimensional low Reynolds number flows past a
NACA0012 airfoil at high angle of attack (30°a) and two different Mach numbers. No steady state solutions exists for both test cases described below. **Test 1:** The subsonic case with $M_\infty = 0.1$ and $Re = 800.0$. We use a pre-generated shape regular triangular mesh, Mesh12k, with 12280 nodes. **Test 2:** The transonic case with $M_\infty = 0.84$ and $Re = 1600.0$. We use a mesh, Mesh48k, with 48792 nodes obtained by uniformly refining the mesh used in **Test 1**. Because of the page limit, we do not discuss the discretization, time stepping and mesh partitioning in this paper; interested reader should consult [CFS96] for details.

In the implementation of VDS, we partition the mesh by using the recursive spectral bisection method. The sparse matrix is constructed at every time step, and stored in the Compressed Sparse Row format. The subdomain matrices are obtained by taking elements, according to a pre-selected index set, from the global matrix. A symbolic ILU(0) factorization of the subdomain matrix is performed at the very first time step, and reused at all the later time steps. This is possible due to the fact that the matrices, constructed at every time step, share the same non-zero pattern. We also tested the ILU(k) ($k > 0$) preconditioners, which are not competitive with ILU(0) in terms of the CPU time in our implementation for both test cases. We remark that if ILU with drop tolerance is used then the non-zero pattern of the matrices may change and the previously obtained symbolic factorizations cannot be reused.

We note that at the beginning of the motion of the flow, i.e., when the non-dimensionalized time $t \leq 1.0$, the flow changes so drastically that the use of any time step size $\Delta t^n$ that makes the corresponding CFL number larger than 1.0 would result in the loss of time accuracy for the entire calculation. This implies that small $\Delta t^n$ have to be used when $t \leq 1.0$, and therefore, the implicit method has to be abandoned for this initial period of time. In our experiments, the implicit solver is turned on at $t = 1.0$. The solution for the period $0 < t \leq 1.0$ is obtained with an explicit method with CFL=0.8.

The reports given below are based on running our implicit methods for 100 time steps starting at $t = 1.0$. We shall use MaxIt to denote the maximum number of global GMRES iterations and TotalIt the total number of global GMRES iterations within this 100 linear system solves. To measure the approximate cost of the methods, we use EMatVec to denote the equivalent number of global matrix-vector multiplications, which includes the actual stiffness matrix-vector multiplications and the preconditioning matrix-vector multiplications.

Let us first discuss the dependence of the convergence rate on the number of subdomains. We use 5 different decompositions of $\Omega$, with both Mesh12k and Mesh48k. The number of subdomains goes from 8 to 128. We run both **Test 1** and **Test 2**, with $\text{outp}$ equals to one fine mesh cell. In Table 1, we present the maximum number of global GMRES iterations within one hundred time steps and its corresponding EMatVec. If multiplicative VDS is used even without the special subdomain coloring or ordering, MaxIt is independent of the number subdomains for reasonably large number of subdomains, such as 128. An interesting case is shown on the top left portion of Table 1 which indicates that if additive VDS is used for the subsonic problem the number of maximum iterations does grow, though not very fast, as the number of subdomains becomes large. In this case, we believe that a coarse space may be useful to reduce the dependence on the number of subdomains. However, we have not implemented the coarse grid solver yet. For transonic problems, our tests show that the use of a coarse
level grid is not necessary with both additive and multiplicative VDS preconditioners.

<table>
<thead>
<tr>
<th>ASM</th>
<th>Test 1</th>
<th>Test 2</th>
</tr>
</thead>
<tbody>
<tr>
<td># subdomains</td>
<td>MaxIt</td>
<td>TotalIt</td>
</tr>
<tr>
<td>ASM 8</td>
<td>6</td>
<td>545</td>
</tr>
<tr>
<td>ASM 16</td>
<td>7</td>
<td>585</td>
</tr>
<tr>
<td>ASM 32</td>
<td>9</td>
<td>673</td>
</tr>
<tr>
<td>ASM 64</td>
<td>10</td>
<td>756</td>
</tr>
<tr>
<td>ASM 128</td>
<td>11</td>
<td>842</td>
</tr>
<tr>
<td>MSM 8</td>
<td>4</td>
<td>292</td>
</tr>
<tr>
<td>MSM 16</td>
<td>4</td>
<td>316</td>
</tr>
<tr>
<td>MSM 32</td>
<td>4</td>
<td>326</td>
</tr>
<tr>
<td>MSM 64</td>
<td>4</td>
<td>344</td>
</tr>
<tr>
<td>MSM 128</td>
<td>4</td>
<td>351</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test 1, MaxIt</th>
<th>Ω₁</th>
<th>Ω₂</th>
<th>Ω₃</th>
<th>Ω₄</th>
<th>Ω₅</th>
<th>Ω₆</th>
<th>Ω₇</th>
<th>Ω₈</th>
</tr>
</thead>
<tbody>
<tr>
<td>TotalIt</td>
<td>150</td>
<td>106</td>
<td>113</td>
<td>225</td>
<td>307</td>
<td>597</td>
<td>291</td>
<td>421</td>
</tr>
<tr>
<td>Test 2, MaxIt</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>TotalIt</td>
<td>127</td>
<td>200</td>
<td>109</td>
<td>107</td>
<td>132</td>
<td>185</td>
<td>150</td>
<td>100</td>
</tr>
</tbody>
</table>

Whether overlap is useful or not is a rather subtle issue. It depends on the global linear stopping parameter τ defined in (2.1) and the local linear stopping parameter δ defined in (2.5). According to a large number of tests we did large overlaps can reduce the number of iterations and CPU time only if the stopping parameter δ is small. In our situation when τ = 10⁻³, we find δ = 10⁻¹ offers the best CPU results, and therefore we do not need large overlaps. In the rest of the tests, we use this set of τ and δ, and overlap = 1.

We next look at the degree of preconditioning polynomial in each subdomain. We focus on the 8 subdomain cases with GMRES/ILU(0) as local subdomain solvers. The partitionings used for Mesh12k and Mesh48k are different, as shown in Fig. 1. The subdomains are numbered as in Fig. 1. The results obtained for one hundred time steps starting at t = 1.0 are summarized in Table 2. It turns out the required degrees of local preconditioning polynomials are quite different. For the subsonic case, subdomains Ω₅ and Ω₈ need more iterations (4 and 6 respectively) than other subdomains. The left picture of Fig. 1 shows that these two subdomains cover the top portion of the airfoil.
Figure 1  Left figure shows the partitioning of Mesh12k into 8 subdomains and right one shows that for Mesh48k. The airfoil is at the center of the domain.

Only two iterations are needed for subdomains that are far away from the airfoil, such as Ω1, Ω2 and Ω3. The number of iterations reflects the conditioning of the subdomain matrix. For the transonic case, all subdomains need either one or two iterations. Tables 1 and 2 also show that the number of global and local iterations are surprisingly small. This indicates that the linear systems of equations are in fact not too ill-conditioned. We believe that this is due to the use of relatively small time steps, which is necessary in order to obtain time accurate solutions.

Table 3  Global GMRES/(multiplicative VDS) with CFL=50, \( \tau = 10^{-3} \), \( \delta = 10^{-1} \), outp = 1. The number of subdomains is 8. For the FreezeIt=200 case, the numbers are taken for 200 time steps divided by 2.

<table>
<thead>
<tr>
<th>FreezeIt</th>
<th>1</th>
<th>5</th>
<th>10</th>
<th>50</th>
<th>100</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test 1, EMatVec</td>
<td>1613</td>
<td>1611</td>
<td>1615</td>
<td>1618</td>
<td>1629</td>
<td>1875</td>
</tr>
<tr>
<td>TotalIt</td>
<td>292</td>
<td>292</td>
<td>291</td>
<td>290</td>
<td>291</td>
<td>321</td>
</tr>
<tr>
<td>Test 2, EMatVec</td>
<td>832</td>
<td>829</td>
<td>830</td>
<td>842</td>
<td>868</td>
<td>1243</td>
</tr>
<tr>
<td>TotalIt</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>305</td>
<td>315</td>
<td>469</td>
</tr>
</tbody>
</table>

Finally, we examine the effect of using the same preconditioner, or part of the preconditioner, for several time steps without doing the factorization at every time step. In Table 3, we summarize the results for using different numbers of frozen steps, namely FreezeIt = 1, 5, ..., There is a range of optimal FreezeIt one can choose from; similar numbers of EMatVec are obtained in our implementation for FreezeIt ranging from 5 to 50. For the subsonic case, we can go a bit further, e.g., take FreezeIt = 100.
4 Conclusions

We proposed and tested a family of variable degree Schwarz (VDS) preconditioned GMRES methods for solving linear systems that arise from the discretization of unsteady, compressible N.-S. equations on 2D unstructured meshes for both subsonic and transonic flows past a single element NACA0012 airfoil. In VDS, the level of preconditioning in each subdomain varies according to the local flow condition, therefore extra preconditioning is performed only when and where it is needed. For subsonic problems, we found that the conditioning of the subdomain matrices changes quite a bit from one flow region to another, and extra local preconditioning in subdomains in which the flow changes drastically can significantly reduce the total number of global linear iterations. This is somewhat less obvious for transonic flow, which needs a nearly uniformly small global and local number of iterations. When using VDS, the best results are obtained with small overlap. For the multiplicative version, the convergence rate depends very mildly on the number of subdomains (up to 128 subdomains have been tested), and for the additive version, a slight dependence is observed for the subsonic test problem and therefore a coarse space might be useful.
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Adaptive Zonal Recognition for Viscous/Inviscid Coupling

A. M. Cuffe, C.-H. Lai, and K. A. Pericleous

1 Introduction

The Navier-Stokes equation is the model generally used to describe the flow of a viscous fluid. In its incompressible form this model is written as

\[
\frac{\partial \phi}{\partial t} + \nabla \cdot (\mathbf{u} \phi) = \nu \nabla^2 \phi - \frac{1}{\rho} \nabla p, \tag{1.1}
\]

\[
\nabla \cdot \mathbf{u} = 0, \tag{1.2}
\]

where \( \phi = u, v \) and \( \mathbf{u} = (u, v)^T \).

This system can be computationally demanding. As is well known, high Reynolds number laminar flows produce a boundary layer that is thin compared to the overall flow domain. As a result, time may be wasted by solving the Navier-Stokes equations across the whole domain when the Euler equations would be more appropriate in a large proportion of the domain.

A solution is to divide the flow into viscous and inviscid regions and solve these two regions separately using a suitable iterative technique. This is known as viscous/inviscid interaction [Kno86], and requires zones to be manually predefined [SH86].

This paper describes the development of an adaptive zonal recognition procedure that does not require manual partitioning and therefore overcomes many of the disadvantages of early zonal methods.

2 Zonal Recognition

The correct choice of zonal boundaries is very important in viscous/inviscid coupling in order to achieve an efficient solution. Consequently there is considerable interest in developing zonal recognition techniques. Work by Perkins and Rodrigue in 1989 [PR89]...
involved computing finite difference value of the viscous term at discrete points. In the same year Brezzi, Canuto and Russo [BCR89] developed a zonal recognition function called the $\chi$-method. More recently Margot [Mar93] developed a physically guided zonal approach. This involved running an initial course grid problem and examining the magnitude of the viscous terms in order to give an indication of the best position for the zonal boundaries. Current work by the authors aims to develop an adaptive domain decomposition technique with zonal recognition and decoupling within a single code framework.

The development of the zonal recognition technique is based on the $\chi$-method by Brezzi, Canuto and Russo. The $\chi$-method can be considered as a truncation technique that reduces the Navier-Stokes system to the Euler in regions where the viscous term is small. This is done by replacing the viscous term $\nabla^2 \phi$ in the Navier-Stokes equation by a function $\chi(\nabla^2 \phi)$. This function coincides with $\nabla^2 \phi$ when the viscous term is large and equates to zero when its value is small, thus becoming the Euler equation.

In particular, the $\chi$ function described by Brezzi may be written,

$$
\chi(s) = \begin{cases} 
0, & |s| \leq \epsilon \\
f(s), & \epsilon < |s| < \epsilon + \sigma \\
s, & |s| \geq \epsilon + \sigma
\end{cases}
$$

(2.3)

where $s$ is, in this case, the viscous term. The values $\epsilon$ and $\sigma$ are threshold parameters which define the size of the viscous and transition regions respectively. By taking a strictly increasing function in the transition region between $\epsilon$ and $\epsilon + \sigma$ the $\chi$ function
becomes a monotonically increasing, continuous function. Brezzi chose a straight line in this region (see Figure 1), while Arina and Canuto used a third-degree polynomial [AC93].

Brezzi originally applied the χ-method in a finite difference context and preliminary results for a one-dimensional test problem have shown that this method works well using a finite difference discretisation. More recently, Achdou and Pironneau [AP93] have applied the χ-method in a finite element method. We have incorporated the χ-method in a finite volume context [LCP96].

3 A Truncation Technique for Finite Volume Methods

Solving the Navier-Stokes equation using a finite volume method involves the integration over a control volume Ω. The Navier-Stokes equation then becomes,

$$\int \int \frac{\partial \phi}{\partial t} d\Omega + \int \int \nabla \cdot (u \phi) d\Omega = \int \int \nabla \phi^2 d\Omega - \int \int \frac{1}{\rho} \nabla p d\Omega,$$

which can be rewritten as

$$\int \int \frac{\partial \phi}{\partial t} d\Omega + \int \int (u \phi) \cdot \mathbf{n} ds = \int \int \nu (\nabla \phi \cdot \mathbf{n}) ds - \int \int \frac{1}{\rho} \nabla p d\Omega.$$  (3.5)

It is difficult to truncate the diffusion term in this form as it is now represented by a surface integral. Therefore a modification to the original truncation method is required. The contribution to viscous effect comes from the shear stress at the cell faces, therefore it is reasonable to apply the truncation method to the velocity gradients. Thus, the equation becomes

$$\int \int \frac{\partial \phi}{\partial t} d\Omega + \int \int (u \phi) \cdot \mathbf{n} ds = \int \int \nu \chi(\nabla \phi) \cdot \mathbf{n} ds - \int \int \frac{1}{\rho} \nabla p d\Omega,$$  (3.6)

where \(\mathbf{n}\) denotes the unit normal vector, and the vector truncation method is denoted by

$$\chi(\nabla \phi) = (\chi(\frac{\partial \phi}{\partial x}), \chi(\frac{\partial \phi}{\partial y})).$$  (3.7)

The vector truncation method allows a smooth transition of mathematical models from Navier-Stokes to parabolised Navier-Stokes and then to Euler.

This method has been successfully implemented in an in-house two-dimensional finite volume Navier-Stokes code that uses a cell-centred approach. Early studies have shown that the vector truncation method gives numerical results similar to those obtained by using the finite volume method, the error being dependent on the choice of parameters ϵ and σ. By adjusting these parameters a solution can be obtained which is closer to the finite volume solution. A number of numerical tests have been performed with varying values for the two parameters ϵ and σ on a flat plate problem and an aerofoil problem [LCP96].
From these tests, it has become apparent that keeping the value of \( \epsilon \) small reduces the error \( \|u_n - u_{fe}\|_\infty \), where \( u_{fe} \) is the numerical solution obtained by the finite volume method, and \( u_n \) is the numerical solution from the truncation method. This means that as the size of the inviscid region is reduced, the error between the vector truncation method and the finite volume method is also reduced. Varying the value of \( \sigma \), i.e. the size of the transition region, also has an effect on the error. Again it is observed that as the value of \( \sigma \) is increased the error also increases. However the error due to increasing \( \sigma \) does not appear to be as significant, and it depends to a certain extent on the chosen value of \( \epsilon \). For example, large \( \epsilon \) together with large \( \sigma \) will produce a large error due to the viscous region being very small. However if \( \epsilon \) is small then the effect of having a large \( \sigma \) is greatly reduced. It is clear that careful consideration is required if the best combination for these two parameters is to be chosen.

4 Navier-Stokes/Euler Coupling

With the vector truncation method in place it is possible to use this truncation technique as the basis for an adaptive zonal recognition procedure. The finite volume code has been further developed so that once identified the regions are decoupled and solved separately.

An Euler code has been incorporated into this single code framework to solve the large inviscid region. The Euler equations are written as,

\[
\frac{\partial U}{\partial t} + \frac{\partial F}{\partial x} + \frac{\partial G}{\partial y} = 0, \tag{4.8}
\]

where

\[
U = \begin{pmatrix} \rho \\ \rho u \\ \rho v \end{pmatrix}, \quad F = \begin{pmatrix} \rho u \\ \rho u^2 + p \\ \rho uv \end{pmatrix}, \quad G = \begin{pmatrix} \rho v \\ \rho uv \\ \rho v^2 + p \end{pmatrix}. \tag{4.9}
\]

For incompressible flow the energy equation can be replaced by the condition of constant total enthalpy

\[
\frac{\gamma}{\gamma - 1} \frac{p}{\rho} + \frac{1}{2}(u^2 + v^2) = H_\infty. \tag{4.10}
\]

The discretised Euler equations are rearranged so that grid points along a vertical column of the body fitted coordinate form a tridiagonal system. The whole region is solved column by column using a tridiagonal solver, which corresponds to a semi-implicit scheme. The algorithm is easy to implement and is sufficient at this stage to test the coupling procedure.

The algorithm for this single framework is shown in Figure 2. A finite volume Navier-Stokes code is run for a number of sweeps so that the solution develops just enough for the zonal boundaries to be identified. Decoupling then occurs with the initial solution being mapped onto the two subdomains. The existing finite volume Navier-Stokes code is coupled with a finite volume Euler code. Suitable Neumann and Dirichlet boundary conditions are imposed for the purpose of exchanging information between the two subdomains,
5 Numerical Results

Numerical tests have been carried out on a 1m flat plate problem with threshold parameters initially set at $\epsilon = 0.01$ and $\sigma = 0.0001$ (see Fig. 3). These results are promising although the coupling between viscous and inviscid regions still requires some adjustments. The internal interface between the two regions uses Dirichlet/Neumann boundary conditions for Navier-Stokes and Euler regions respectively. Other combinations have been tried but this appears to give the best results. The discrepancy in the Euler solution close to the viscous/inviscid interface is being investigated. This may be caused by the way in which the boundary conditions are applied.

6 Discussion and Conclusions

Viscous and inviscid regions of a flow domain can be identified by means of a vector truncation method within a finite volume Navier-Stokes framework. The regions are decoupled and solved iteratively within a single code. This is a great advantage as it saves computational time and overcomes the problems of more traditional coupling methods. Zones no longer need to be predefined and there is no need to choose boundary conditions for the overlapping zonal boundaries. Boundary values can be taken from the developing solution.

For greater computational speed the Euler/Navier-Stokes coupling may also be thought of as two codes working within a single framework. This enables the two codes to be run simultaneously on two processors with boundary information being exchanged between processors at regular intervals.

Increased accuracy in the viscous region is an important aspect. Greater accuracy in the boundary layer could be achieved by adapting the mesh in this region. The truncation method will be used for zonal recognition and mesh points will be drawn from the inviscid region into the viscous region. In this way greater accuracy can be obtained where the physics is most interesting without having to add points.
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A Characteristic Domain Decomposition Method for Modeling Flow in a Coastal Aquifer

Helge K. Dahle, Torbjørn O. Widnes Johansen, Tone Botnen, and Xue-Cheng Tai

1 Introduction

A characteristic domain splitting method is implemented for the concentration equation of a coastal aquifer with intrusion and discharge. In each timestep the concentration is advected along streamlines. The diffusion part is then solved using an overlapping domain decomposition technique. If the overlapping size is suitably chosen, no iterations are needed between the subdomain problems at each time level. If the diffusion parameter or the timestep is sufficiently small, only one or two elements of overlap is needed. For problems with large diffusion, or if we use large timesteps, a few iterations between the subproblems are needed to further reduce the domain decomposition error. Numerical results show the potential of this method for the ground water flow problem.

Salt water consists of one liquid phase composed of salt and water components. The mixing of salt and fresh water in coastal aquifers may be described by Darcy’s law and conservation of mass. Here, a two-dimensional model of a coastal aquifer is considered [Bot93, SRMS92]. The $x$-direction is aligned with the main horizontal flow direction and $z$ denotes the vertical direction pointing upwards from the bottom of the aquifer; see Figure 1. We shall assume that the aquifer is completely saturated by water, that the density of water depends linearly on salt concentration, i.e., $\rho = \rho_0 (1 + \beta c)$, that the hydraulic conductivity tensor is isotropic and diagonal, $K = K(x)I$, and porosity $n = 0.3$. These assumptions leads to a somewhat simplified set of governing equations for $(x, t) \in \Omega \times (0, T)$:

$$q = -K(\nabla \phi + \beta c \nabla z),$$  \hspace{1cm} (1.1)
\[-K \nabla^2 \phi = \beta (K \frac{\partial c}{\partial z} - n \frac{Dc}{Dt}),\]
\[\frac{Dc}{Dt} - \nabla \cdot D_h \nabla c = 0.\]

Here \( q = n \mathbf{v} \) is the volumetric flow, \( \mathbf{v} \) is the particle velocity, \( c \) is the concentration, \( \phi = p/\rho_0 g + z \) is the fresh water head, \( D_h \) represents hydromechanical dispersion and \( D/Dt = \partial/\partial t + \mathbf{v} \cdot \nabla \) denotes the convective derivative. According to site investigations, a good estimate of the dispersion term is \( D_h \sim 10^{-5} m^2/s \), see [SRMS92]. However, we note that this term generally is given by a tensor which is difficult to model and may be impossible to measure by direct means, e.g., [BB90]. Hence, a reliable and efficient numerical model may be needed to estimate this term. A similar statement may be made about the conductivity. However, this term is somewhat easier to measure by direct means, and in Figure 1 data for the conductivity are given. The flow takes place in a two-dimensional region \( \Omega \) bounded by a river, a channel, the ocean (fjord) and impervious rock. For simplicity, we assume stationary boundary conditions. The boundary conditions, being a mixture of Neumann and Dirichlet conditions, are shown in Figures 2 and 3. Initially, the aquifer is completely filled with salt water. Since the boundary conditions are stationary this leads to a stationary solution after some time \((\sim 200 \text{ days})\), describing a mixing zone between fresh and salt water. We do not intend to describe the effect of tidal water, seasonal changes or wells on this mixing zone. Typical length and time scales for this problem are \( L = 100 m \) and \( T = 100 \text{ days} \) respectively. This gives a typical diffusion in the range \( 0.005 < D_h < 0.5 \). For simplicity we keep the parameters in dimensional form, although concentration is scaled to vary between 0 and 1 in the figures. The main aim of the present paper is to report numerical experiments when the solution method for the advection-dispersion equation is a part of a complicated, coupled, nonlinear system of partial differential equations. This is done in section 1.3. The rest of the paper describes how equation (1.3) is solved, by extending and modifying the algorithm given in [TJDE96].

2 Algorithms

Equations (1.1)-(1.3) are solved using a sequential time-marching procedure: At each time level \( t^n \) the pressure/velocity equations (1.1), (1.2) are solved using the previous known concentration values. The concentration distribution is then updated using the new velocity field. In this way the issue of determining pressure/velocity is decoupled from the problem of finding a concentration distribution. In particular, the pressure velocity equations are solved by a control volume technique, see [DEEa90]. Here, we focus on the transport equation (1.3), describing the mixing process. Thus, from now on the velocity field is assumed to be a known function of space and time.

Discretization

The concentration equation will be solved by the Modified Method of Characteristics (MMOC), see [DES92, DR82]. This choice is important in two ways. First, it gives
an accurate solution even for large timesteps since the coefficients of the time-truncation error only depends on higher order derivatives along the (approximate) characteristics, see \cite{DR82}. Secondly, it gives very accurate internal boundary values for the subdomains, to be used in the domain decomposition method. To be more precise, let $S_h(\Omega) \subset H^1(\Omega)$ be the space of piecewise bilinear functions on a rectangular discretization of $\Omega$. This defines a finite element discretization $\Omega = \cup_{e \in \mathcal{T}_h} e$. Let $V^h$ be the subset of $S_h(\Omega)$ satisfying the given Dirichlet conditions and $S^0_h(\Omega)$ be the subspace of functions which are zero at the Dirichlet part of the boundary. The MMOC approximation may then be written: For $n = 1, 2, \ldots$, find $c^n \in V_h$ such that

$$
(c^n, v) + (\Delta t D_h \nabla c^n, \nabla v) = (\bar{c}^n, v) + B.T., \ \forall v \in S^0_h(\Omega).
$$

(2.4)

Here $\Delta t = t^n - t^{n-1}$ is the timestep, $(\cdot, \cdot)$ is the usual $L_2$-inner product on $\Omega$ and $B.T.$ denotes boundary terms. The characteristic solution $\bar{c}^n \in V_h$ is obtained by tracking particle trajectories backwards in time from each node $x_i$, i.e., $\bar{c}^n(x_i) = c^{n-1}(\bar{x}(x_i, t^{n-1}))$, where

$$
\frac{d\bar{x}}{dt} = v(\bar{x}(x_i, \tau), \tau) \text{ and } \bar{x}(x_i, t^n) = x_i, \ \tau \in [t^{n-1}, t^n].
$$

(2.5)

In the present work $v(x, t)$ is approximated by $v(x, t^n)$. If tidal effects, etc., are important linear interpolation between successive time levels may be necessary. In the numerical experiments presented here, Equation (2.5) is solved by a one-point approximation using the tangent of the velocity field at the node in consideration. Note that this can be done in parallel and gives a fast and robust method. More accurate methods are, e.g., analytical integration or Runge-Kutta methods. The main difficulty with the MMOC is when a characteristic traced backward in time crosses the physical boundary; see \cite{WDE+96} and references therein. This may happen at an inflow or a noflow boundary. In the present case, inflow boundaries are easy to treat since concentration values are specified to be either 0 or 1. Crossing a noflow boundary, due to inexact tracing, is treated by projecting the characteristic back onto the boundary.
Figure 2  Boundary conditions for the fresh water head equation.

Figure 3  Boundary conditions for the concentration equation.

Characteristic Domain Decomposition

Let $\Omega$ be decomposed into $M$ nonoverlapping subdomains $\Omega_i$. For simplicity $\Omega$ is only subdivided in the horizontal direction. To each $\Omega_i$ we associate an enlarged subdomain

$$\Omega_i^\delta = \{ e \in T_h \mid dist(e, \Omega_i) \leq \delta \},$$

which forms an overlapping domain decomposition of $\Omega$ with overlapping size $\delta$. In practice $\delta$ is measured in terms of the number of elements that $\Omega_i$ extends into its neighbors. On each subdomain, solve the following problem: Find $c_i^n \in V_i^h$ such that $c_i^n = c^n$ on $\partial \Omega_i^\delta \setminus \partial \Omega$ and

$$(c_i^n, v) + (\Delta t D_n \nabla c_i^n, \nabla v) = (\sigma^n, v) + B.T., \quad \forall v \in S_i^h(\Omega_i^\delta). \quad (2.6)$$

Here, $S_i^h(\Omega_i^\delta)$ is the finite element subspace of functions which are zero at the Dirichlet part of $\partial \Omega_i^\delta$ and $V_i^h$ is the restriction of $V^h$ to $\Omega_i^\delta$.

Note that the subproblems can be solved in parallel. After solving the subproblems, we assemble a global solution from the subdomain solutions. The following algorithm may now be stated, see also [TJDE96]:

Algorithm For each time level $t^n$: 

1. Solve (2.5) to obtain $c^n \in V^h$;
2. Solve (2.6) on each subdomain $\Omega_i^0$ to get $c^n_i$;
3. From the patchwise solution $c^n_i$, a global solution

$$ c^n = C \left( \{ c^n_i \}_{i=1}^M \right) \in V^h $$

is constructed such that

$$ \| c^n \|_{L^2(\Omega)} \leq \sum \| c^n_i \|_{L^2(\Omega_i)}; \quad (2.7) $$

4. If $t^n < T$, go to next time level;

We may iterate between Step 2 and 3 to further improve the solution. Step 3 is achieved in practice by a cutting and averaging technique [BLR92, TJDE96], i.e. we set the value of $c^n$ by

$$ c^n(x_k) = \begin{cases} 
  c^n_i(x_k), & \text{if } x_k \text{ is an inner node of } \Omega_i, \\
  \frac{1}{2}(c^n_i(x_k) + c^n_j(x_k)), & \text{if } x_k \text{ is a node on the interface between of } \Omega_i \text{ and } \Omega_j.
\end{cases} $$

It was proved in [TDE] that if

$$ \delta > c_0 \max(\sqrt{\Delta t}, h)|n\Delta t|, $$

where $c_0$ is a constant associated with the finite element mesh and $h$ is the mesh size, then the computed solution $c^n$ is of first order of convergence with respect to $\Delta t$ and second order of convergence with respect to $h$. 

Figure 4 10 (top) and 50 (bottom) timesteps
3 Numerical Experiments

In the experiments performed, the problem is solved on a uniform grid with $81 \times 11$ grid lines, and the domain is divided into 8 equally sized subdomains. The timestep is fixed to be 24 hours. Initially the aquifer is filled with salt water ($c = 1$) and the boundary conditions are prescribed as shown in Figure 3. Fresh water ($c = 0$), then infiltrates from the river (upper right corner). In Figure 5 contour plots of the concentration distribution is shown after 10, 50, 150 and 250 timesteps for $D_h = 5 \cdot 10^{-5} m^2/s$. Figure 6 show the related pressure distribution and streamlines after 250 timesteps. At this point the problem has reached a stationary solution which is independent of the initial conditions. A reference (global) solution is computed on the same grid without domain decomposition. Figures 7 - 8 compare the global solution with the domain decomposition solution in a discrete $L_2$-norm, i.e. the $L_2$-error. Figure 7 show the error as a function of number of overlapping elements (no iterations) for a fairly small diffusion ($D_h = 5 \cdot 10^{-5} m^2/s$). The error decays as expected and only 2-3 elements were necessary to obtain an accurate solution. This is due to the fact that the characteristic solution is nearly exact for small diffusion. On the other hand, the discontinuity at the inflow boundary produced a transient phase with big errors. After two timesteps the error could not be forced to zero by a reasonable increase of the number of overlapping elements, as shown in Figure 7. This problem is explained by the fact that a small change in the velocity field, caused by small differences in concentration values, produces big differences in the concentration values in vicinity of a discontinuous infiltration front. The problem disappeared after $\sim 50$ timesteps. Figure 8 shows the error for a large diffusion ($D_h = 3 \cdot 10^{-4} m^2/s$). For this problem a combination of 2-3 elements of overlap and 1-2 iterations between the subdomains at each time level reduced the error to an accepted level. We did not observe any difficulties in this case, since the infiltration front was immediately smeared by the
Figure 6  Fresh water head and streamlines after 250 timesteps.

diffusion term.

4 Conclusions

The combination of sequential timestepping and characteristic domain decomposition as described above, is easy to implement and gives fast and robust methods. The numerical experiments performed here show results that are expected from analysis for a single linear advection diffusion equation. In fact, for small diffusion 2-3 elements of overlap without iterations seems to be sufficient, for a larger diffusion 2-3 elements of overlap combined with 1-2 iterations between the subdomains at each time level are needed. However, more experiments have to be done and the algorithms should be implemented on a parallel machine for measuring speed up times.
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Figure 7  Error after 250 timesteps (top figure) and after 2 timesteps (bottom figure) as a function of the number of overlapping elements. $D_h = 5 \cdot 10^{-5} m^2/s$. 
Figure 8  Error after 250 timesteps as a function of the number of overlapping elements. $D_h = 3 \cdot 10^{-4} m^2/s$. 
Applications of Dual Schur Complement Preconditioning to Problems in Computational Fluid Dynamics and Computational Electro-Magnetics

Quang Vinh Dinh and Thierry Fanion

1 Introduction

Domain-based parallel implementation of numerical codes using unstructured grids have been very successful for codes based on explicit integration schemes. For implicit schemes, which require successive linear solves, there is still room for improvement and research toward an efficient linear solver based on domain partitioning. In particular, since an efficient solution of the overall nonlinear problem does not require each successive linear problem to be solved to maximum accuracy, iterative methods are usually preferred.

In [Ven94], linear systems are solved by a preconditioned iterative method with a block diagonal preconditioner on interfaces and involving, within each subdomain, an incomplete factorization corresponding to a fixed sparsity pattern. While the local and parallel solves are efficient since their cost are linear in size, the convergence of the outer method degrades when the number of subdomains is high. A coarse grid solver has also been proposed in [Ven94] to alleviate this problem, at the cost of introducing a complex agglomeration procedure.

In [FMR94], a dual Schur complement method is presented for linear problems in elasticity: it is shown that the dual version of the method is preferable from a spectral convergence theory point of view. Indeed, the number of “outer” Schur iterations does not depend much on the number of subdomains into which the initial mesh has been divided. But this remarkable result is achieved with the use of direct solvers in each subdomain. Reusing previous right-hand sides at the “outer” level in reconjugation techniques also proves to be efficient: this is shown in [Rou94] for nonlinear problems in elasticity.
Following these lines, we would like to find a domain-partitioned linear solver which is suitable for applications in Computational Fluid Dynamics (CFD) and Computational Electro-Magnetics (CEM). We begin by describing our CFD solver; from its parallel implementation on distributed memory machines, we infer the desired characteristics of our parallel linear solver. We then present three solvers based on dual Schur complement methods and discuss their merits on representative problems. A more realistic three-dimensional result is then given to support our discussion. Lastly, we present some future work, applying these techniques to CEM problems.

2 VIRGINI: a CFD Solver for Low and High-speed Aircraft Design

VIRGINI is a two/three-dimensional Navier-Stokes solver developed at Dassault-Aviation for the last 10 years. It is extensively used for the simulation of viscous flows including modelization of turbulence phenomena and nonequilibrium air. We refer to [CMR94] and the bibliography therein for a complete description of its ingredients, which we would like now to review briefly.

**Governing Equations**

For the sake of simplicity, we restrict ourselves to viscous turbulent flows. Let \( \rho, u, \) and \( E \) denote respectively the density, the velocity, and the total energy per unit mass of fluid. The mass-averaged Navier-Stokes equations for a compressible viscous fluid read as conservation laws in flow domain \( \Omega \) for:

\[
\begin{align*}
\text{mass} & : \quad \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u) = 0, \\
\text{momentum} & : \quad \frac{\partial \rho u}{\partial t} + \nabla \cdot (\rho u \otimes u) = \nabla \cdot \sigma, \\
\text{energy} & : \quad \frac{\partial \rho E}{\partial t} + \nabla \cdot (\rho E u) = \nabla \cdot \sigma u - \nabla \cdot q,
\end{align*}
\]

where \( \sigma \) is the Cauchy-Reynolds shear stress tensor and \( q \) is the heat-flux vector. Appropriate boundary conditions, usually of the no-slip type, are enforced on \( \partial \Omega \). Using the above set of equations to describe the mean flow, we rely on a classical Boussinesq hypothesis and the concept of eddy viscosity to make the required turbulence closure assumptions, which lead us to the following definitions for the stress tensor

\[
\sigma = (\mu^{\text{visc}} + \mu_i^{\text{visc}}) \{ \nabla u + \nabla u^t - \frac{2}{3} \nabla \cdot u 1 \} - (p + \frac{2}{3} \rho k) 1,
\]

the total energy

\[
E = e + \frac{1}{2} |u|^2 + k,
\]

and the heat-flux vector,

\[
q = - (\mu^{\text{visc}} \frac{\gamma}{P_r} + \mu_i^{\text{visc}} \frac{\gamma}{P_{rt}} ) \nabla e.
\]
Here $\mu_{\text{visc}}$ is the molecular viscosity, $\mu_{\text{visc}}$ is the eddy viscosity, $1$ is the identity tensor, $k$ is the turbulent kinetic energy, $\gamma = c_p/c_v$ is the ratio of the fluid specific heats. The laminar Prandtl number is taken as $P_r = 0.72$ and the turbulent Prandtl number is taken as $P_{rt} = 0.9$. Internal energy $\epsilon$ is defined by $\epsilon = c_v T$ and pressure $p$ is calculated from the thermodynamic state equation $p = p(\rho, T)$.

The turbulence model used belongs to the $k-\epsilon$ family (see [CMR94]) and introduces two extra equations:

\[
\begin{align*}
\frac{\partial k}{\partial t} + \rho \mathbf{u} \cdot \nabla k - \nabla \cdot \left( (\mu_{\text{visc}} + \frac{\mu_{\text{visc}}}{\sigma_k}) \nabla k \right) &= H_k(k, \epsilon, \rho, \mathbf{u}, \mu_{\text{visc}}) \quad (2.4) \\
\frac{\partial \epsilon}{\partial t} + \rho \mathbf{u} \cdot \nabla \epsilon - \nabla \cdot \left( (\mu_{\text{visc}} + \frac{\mu_{\text{visc}}}{\sigma_\epsilon}) \nabla \epsilon \right) &= H_\epsilon(k, \epsilon, \rho, \mathbf{u}, \mu_{\text{visc}}) \quad (2.5)
\end{align*}
\]

which are solved for $k$ and $\epsilon$. The eddy viscosity is then defined as:

\[
\mu_{\text{visc}} = \rho C_\mu \frac{k^2}{\epsilon}.
\]

Here $\sigma_k, \sigma_\epsilon, C_\mu$ are modelling constants and $H_k, H_\epsilon$ are source terms.

**Numerical Approximation**

Different numerical approximations are used for the two systems of equations above.

For system (2.4-2.5), corresponding to the turbulence model, the positivity of $k$ and $\epsilon$ is achieved by the combination of two main features (see [CMR94]): the use of a monotone advective finite-volume scheme and the time discretization of the source terms. This is done via a semi-implicit time-marching algorithm, leading to two decoupled linear systems to be solved at each time iteration:

\[
\frac{\Delta i}{\Delta t} + \rho \mathbf{u} \cdot \nabla i - \nabla \cdot \left( \left( \mu_{\text{visc}} + \frac{\mu_{\text{visc}}}{\sigma_i} \right) \nabla i \right) = H_i, \quad (2.6)
\]

where $i = k$ or $\epsilon$, and $\Delta i$ (resp. $\Delta t$) is the variable (resp. time) increment.

In system (2.1-2.3) representing the mean flow equations (see [CMR94]), a Galerkin/least-squares finite element formulation is applied to the compressible Navier-Stokes equations which has been rewritten in the form of a symmetric advective-diffusive system in terms of entropy variables $\mathbf{V}^T = \partial \mathcal{H}/\partial \mathbf{U}$, where $\mathbf{U}^T = \{ \rho, \rho \mathbf{u}, \rho E \}$ are the conservative variables and $\mathcal{H}(\mathbf{U}) = -\rho s$ is the generalized entropy function, with $s$ being the physical entropy per unit mass. A fully implicit time-marching procedure is used, so that a nonlinear problem is solved at each time step. A linearization through a truncated Taylor series expansion is then performed, leading to the following linear system to be solved for variable increment $\Delta \mathbf{V}$:

\[
\tilde{A}_0 \frac{\Delta \mathbf{V}}{\Delta t} + \tilde{A} \cdot \nabla \Delta \mathbf{V} = \nabla \cdot (\tilde{K} \nabla \Delta \mathbf{V}) + \mathcal{F} \quad (2.7)
\]

in which
\(\tilde{A}_0\) is symmetric and positive definite,
\[\tilde{A} = \{\tilde{A}_i\}, 1 \leq i \leq 5\] with \(\tilde{A}_i\) symmetric,
\(\tilde{K}\) is symmetric and positive semi-definite,
\(\mathcal{F}\) is the current right-hand side.

Finally, the discretized mean flow equations and the turbulence equations are coupled through a splitting method. At a current time step, we solve the Navier-Stokes equations using turbulence data evaluated at the previous time while the turbulence equations are solved using the flow variables computed at the previous time.

All space discretizations are done on unstructured meshes with piecewise linear interpolation on tetrahedra. Since we are using VIRGINI to get steady-state solutions, time accuracy is not mandatory. Thus, the above linear systems need not be solved to maximum accuracy and our preferred linear solver is an iterative method, namely GMRES (see [BBC+94]), with diagonal preconditioning for (2.6) and nodal block-diagonal preconditioning for (2.7).

**Computer Implementation**

An iterative linear solver like GMRES requires only two types of operations (see [BBC+94]): vector inner-product and matrix-vector product. This allows us to implement in VIRGINI the so-called “matrix-free” procedure, that is matrices for systems (2.6) and (2.7) are never stored, only procedures to compute the corresponding matrix-vector products are created. This feature, along with the usage of diagonal preconditioning, give an “explicit-like” behavior to the code, which facilitates vectorization via coloring techniques and parallelization via domain partitioning.

VIRGINI has been ported on various platforms: IBM ES-9000, Convex C2-C3, NEC-SX3, Intel iPSC-860, IBM SP2, workstations (IBM RS6000, SGI), etc. The memory requirement is about 2.7KB per mesh node, which means that, on our 16-processor IBM SP2 with “thin” nodes (i.e., with 128MB of local memory), we can accommodate a “maximum-size” mesh of 750,000 nodes. We give some typical convergence data in the following simplified flowchart of VIRGINI:

**Begin time-marching loop**

**step 1:** Solve (2.7) with previous turbulence data

\[\rightarrow \text{convergence level required: } 10^{-1} \text{ to } 10^{-3}\]
\[\rightarrow \text{number of GMRES iterations: at most 10}\]

**step 2:** Solve (2.6) with previous flow data

\[\rightarrow \text{convergence level required: } 10^{-5} \text{ to } 10^{-5}\]
\[\rightarrow \text{number of GMRES iterations: at most 20}\]

*End time-marching loop if nonlinear residual is small enough*

**Improving Performance**

We would like to improve the convergence of the linear solvers while retaining, as much as possible, the nice features of VIRGINI.
One usual way is to replace the diagonal preconditioner by a more elaborate one built from an incomplete LDU factorization of the linear operators. This preconditioner introduces some extra memory and computational burdens which must be carefully evaluated.

For system (2.7), preliminary tests have shown that it requires too much extra computation and, in particular too much extra memory, which cannot be accounted for in light of the low convergence requirement. The situation is different for system (2.6) which must be solved more accurately. But then, what becomes of the incomplete LDU preconditioner in a parallel framework involving domain partitioning?

An “ad hoc” local incomplete LDU preconditioner has been proposed in [Ven94], where Dirichlet type conditions are imposed on interfaces, allowing the decoupling of the original operator into local ones. This has been shown to work well for Euler solvers, but the convergence degrades as the number of subdomains increases.

We would like now to derive, in the framework of dual Schur complement methods, a parallel solver for system (2.6) based on local incomplete LDU factorization, which, ideally, should have the following characteristics:

- Convergence rate nearly independent of the number of subdomains, even at low levels of convergence
- Local solvers, the costs of which, both in computer time and in memory requirement, are linear in problem size.
- Improvement upon a global GMRES solver with diagonal preconditioning.

In what follows, incomplete LDU factorization, iLDU in short, will be understood to be with the sparsity pattern of the original matrix.

3 Dual Schur Complement Solvers

In this section, we first present three parallel solvers based on dual Schur complement methods and discuss their merits on two model problems which are representative of VIRGINI:

**problem P1** two-dimensional flow around a NACA0012 airfoil at free-stream conditions: Mach number = 0.799, incidence = 2.26°, Reynolds number = 9 x 10⁶. Mesh sizes are: 8008 nodes and 15794 triangles. The converged solution needs about 1000 time steps. As a model problem, we pick out the linear problem corresponding to system (2.6) at the 700th time step, where the flow is fully developed.

**problem P2** three-dimensional flow over a blunt body at free-stream conditions: Mach number = 3.0, no incidence, Reynolds number = 10⁶. Mesh sizes are: 3506 nodes and 13280 tetrahedra. We have chosen the linear turbulence problem at the 10th time-step, at the beginning of the convergence which takes about 200 time steps.

Secondly, a more realistic test case is presented in which the “best” solver is implemented.
**Solver 0: Direct Local Solver**

In [FMR94], a dual Schur complement method, named FETI (for Finite Element Tearing and Interconnecting), is presented for elliptic problems in elasticity. We briefly recall the ingredients of FETI, adapted to system (2.6).

In flow domain \( \Omega \) discretized by an unstructured mesh (identified in the sequel with the flow domain), let \( A \) be the matrix of system (2.6), \( f \) the right-hand side vector and \( u \) the vector of unknowns. We partition \( \Omega \) into \( N_s \) subdomains \( \{ \Omega^s \}_{1 \leq s \leq N_s} \), and we denote by \( A^s, f^s, u^s \) and \( B^s \), respectively, the subdomain discretization of operator \( A \), the subdomain right-hand side and unknowns, and the signed matrix with entries \(-1, 0, +1\) describing the subdomain interconnectivity. The original problem \( Au = f \) is shown to be equivalent to the following one:

\[
\forall s, 1 \leq s \leq N_s, \quad A^s u^s + B^s \lambda = f^s
\]

(3.8)

\[
\sum_{s=1}^{N_s} B^s u^s = 0,
\]

(3.9)

where \( \lambda \) is the Lagrange multiplier for constraint (3.9). As in the original FETI algorithm, the local systems (3.8) are solved by a direct method and there is an "outer" iterative procedure to compute \( \lambda \); since \( A \) is nonsymmetric, we have used a GCR algorithm (see [BBC+ 94]).

We have implemented this solver for problem P1 with different mesh partitions.

**Table 1** CPU performance for solver 0

<table>
<thead>
<tr>
<th>Number of subdomains</th>
<th>1</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
</tr>
</thead>
<tbody>
<tr>
<td>ideal iLDU</td>
<td>1.0</td>
<td>0.25000</td>
<td>0.12500</td>
<td>0.06250</td>
<td>0.03125</td>
</tr>
<tr>
<td>Solver 0</td>
<td></td>
<td>0.03900</td>
<td>0.01400</td>
<td>0.01630</td>
<td>0.01740</td>
</tr>
</tbody>
</table>

The results are shown in table 1, where we have taken as CPU time unit, the CPU time taken by a global GMRES algorithm with iLDU preconditioning, converged to \(10^{-16}\), on the whole mesh \( \Omega \). The other entries in the "ideal iLDU" line have been computed assuming that this GMRES algorithm has been somehow "perfectly" parallelized. Values in the "Solver 0" line are actual measures.

For different values of \( N^s \), solver 0 performs better than the "ideal" iLDU preconditioner, although for \( N^s \geq 8 \) there is a performance stagnation due to the importance of communication versus computation. However, these results were obtained for a level of convergence up to machine precision, which is required for direct methods. Moreover, these direct methods entail extra burdens at the subdomain level: \( O(n^2_{s,5}) \) in computation and \( O(n^4_{s,5}) \) in memory, where \( n_s \) is the size of the local matrix \( A^s \).
Solving 1: Iterative Local Solver

To make the extra work at the subdomain level, linear in size, one simple idea is to replace the local direct solvers by local iterative solvers. We have done this in solver 1, where the local solver is a GMRES algorithm with iLU diagonal preconditioning. But now, we have to monitor two levels of convergence: $\varepsilon_{\text{glo}}$ for the "outer" GCR algorithm and $\varepsilon_{\text{loc}}$ for the local GMRES algorithm.

For problem P2, we have made a study of the relationship between $\varepsilon_{\text{glo}}$ and $\varepsilon_{\text{loc}}$ for two mesh partitions.

Table 2  Level of convergence ("outer" iterations count) for solver 1

<table>
<thead>
<tr>
<th>2 subdomains</th>
<th>$\varepsilon_{\text{glo}} = 10^{-3}$</th>
<th>$\varepsilon_{\text{glo}} = 10^{-5}$</th>
<th>$\varepsilon_{\text{glo}} = 10^{-10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon_{\text{loc}} = 10^{-3}$</td>
<td>$0.80 \times 10^{-5}$ (8)</td>
<td>$0.68 \times 10^{-7}$ (19)</td>
<td>$0.68 \times 10^{-5}$ (44)</td>
</tr>
<tr>
<td>$\varepsilon_{\text{loc}} = 10^{-5}$</td>
<td>$0.39 \times 10^{-3}$ (8)</td>
<td>$0.33 \times 10^{-5}$ (19)</td>
<td>$0.80 \times 10^{-6}$ (44)</td>
</tr>
<tr>
<td>$\varepsilon_{\text{loc}} = 10^{-10}$</td>
<td>$0.30 \times 10^{-5}$ (8)</td>
<td>$0.32 \times 10^{-5}$ (19)</td>
<td>$0.23 \times 10^{-10}$ (44)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>4 subdomains</th>
<th>$\varepsilon_{\text{glo}} = 10^{-3}$</th>
<th>$\varepsilon_{\text{glo}} = 10^{-5}$</th>
<th>$\varepsilon_{\text{glo}} = 10^{-10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon_{\text{loc}} = 10^{-3}$</td>
<td>$0.72 \times 10^{-3}$ (17)</td>
<td>$0.66 \times 10^{-3}$ (31)</td>
<td>$0.66 \times 10^{-3}$ (61)</td>
</tr>
<tr>
<td>$\varepsilon_{\text{loc}} = 10^{-5}$</td>
<td>$0.29 \times 10^{-3}$ (17)</td>
<td>$0.71 \times 10^{-5}$ (31)</td>
<td>$0.63 \times 10^{-6}$ (61)</td>
</tr>
<tr>
<td>$\varepsilon_{\text{loc}} = 10^{-10}$</td>
<td>$0.29 \times 10^{-3}$ (17)</td>
<td>$0.35 \times 10^{-5}$ (31)</td>
<td>$0.42 \times 10^{-10}$ (61)</td>
</tr>
</tbody>
</table>

The results are shown in table 2. As expected, it does not pay to converge more, at the subdomain level, than to the level of convergence fixed for the "outer" GCR algorithm; indeed, one should take $\varepsilon_{\text{loc}} = \varepsilon_{\text{glo}}$. Another interesting remark is that the higher this level of convergence is, the weaker the dependence of the rate of convergence on the number of subdomains, in a relative sense.

Solving 2: Direct Local Solver for Approximate Operator

In solver 1, we have seen that the scalability in the number of subdomains is dependent on the level of convergence required, local as well as global. This constraint is removed if, as in solver 0, the local solver is direct, but we have seen that this incurs too high a memory requirement. On the other hand, in the dual Schur formulation (3.8-3.9), the global operator is defined solely by its local representation. From the local incomplete LDU factorizations:

$$\forall s, 1 \leq s \leq N_s, \quad A^s \approx \hat{L}^s \hat{D}^s \hat{U}^s = \hat{A}^s,$$

we can define an operator $\hat{A}$ from its local contributions $\hat{A}^s$. Since the incomplete factorizations are done with the same sparsity pattern as for $A^s$, the extra work to compute and store $\hat{A}$ is linear in $n_s$ and the local solvers are direct. Thus the application of solver 0 to $\hat{A}$ will result in a parallel solver having all the required characteristics.
If $\tilde{A}$ is a good "approximation" to $A$, we can now propose solver 2 which has the following ingredients:

- global iterative algorithm: GMRES with level of convergence $\varepsilon_{\text{glo}}$
- global preconditioner: solver 0 applied to $\tilde{A}$ with the same level of convergence

<table>
<thead>
<tr>
<th></th>
<th>$\varepsilon_{\text{glo}} = 10^{-3}$</th>
<th>$\varepsilon_{\text{glo}} = 10^{-5}$</th>
<th>$\varepsilon_{\text{glo}} = 10^{-10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 subdomains</td>
<td>$0.57 \times 10^{-4}(9)$</td>
<td>$0.44 \times 10^{-6}(12)$</td>
<td>$0.36 \times 10^{-11}(21)$</td>
</tr>
<tr>
<td>4 subdomains</td>
<td>$0.44 \times 10^{-4}(9)$</td>
<td>$0.41 \times 10^{-6}(12)$</td>
<td>$0.36 \times 10^{-11}(21)$</td>
</tr>
</tbody>
</table>

We have implemented solver 2 for problem 2 and results shown in Table 3 suggest that we have come up with a good solution since the "outer" iteration count does not vary when we go from 2 to 4 subdomains.

A Realistic Test Case

To support our discussion, we have run VIRGINI, with solver 2 implemented for system (2.6), on a more realistic flow simulation: a low-speed flow around the forebody of a military aircraft, namely a Mirage 2000, at high angle of attack.

Free stream conditions were: Mach number $= 0.2$, incidence $= 50^\circ$, altitude $= 3000$ meters. Mesh sizes were around 50,000 nodes and 275,000 elements.

We have made a thorough comparison, during the first 100 time-steps, between this version of VIRGINI and the original version. The gains, for a convergence level for system (2.6) fixed at $10^{-5}$, were:

- in iteration count $\approx 60$
- in CPU time $\approx 4\%$.

The smaller gain in CPU time can be accounted for by the extra local incomplete factorizations done at each time step. Different operator "freezing" strategies should be used here to alleviate this problem.

The complete convergence for this simulation needed about 2,000 iterations and over 33 hours on an IBM SP2 with 4 (thin) processors.

4 SPECTRE: a CEM Solver for Aircraft Design

We would like now to sketch some future work applying dual Schur complement methods to CEM problems. SPECTRE is a three-dimensional solver for the Maxwell equations developed at Dassault-Aviation for the last 6 years. We refer to [CLL+90] and [CZJ96] as well as the bibliography therein for a complete description of its ingredients, which we would like now to review briefly.
Governing Equations

Let $H$, $E$, $K$, $J$ denote respectively the magnetic field, the electric field, the magnetic surface current and the electric surface current. SPECTRE solves the time-harmonic Maxwell equations for perfectly conducting material which read, for domain $\Omega$:

\begin{align}
\nabla \times \nabla \times H - k^2 H &= 0 \quad \text{in } \Omega, \quad (4.11) \\
\nabla \times \nabla \times E - k^2 E &= 0 \quad \text{in } \Omega, \quad (4.12) \\
- n \times E &= K \quad \text{on } \partial \Omega, \quad (4.13) \\
n \times H &= J \quad \text{on } \partial \Omega, \quad (4.14)
\end{align}

where $n$ is the outward unit normal to $\partial \Omega$ and $k$ is the incident wave number. In the far field, the Sommerfeld radiation condition should also be enforced.

Numerical Approximation

This radiation condition constitutes a major numerical difficulty in Maxwell equations. In the CEM community, it is customary to distinguish two types of problems:

**interior problems**: such as simulating fields in waveguides and cavities; there is no need for a radiation condition.

**exterior problems**: such as simulating fields scattered or radiated from structures; the Sommerfeld condition must be enforced.

For aircraft design, the above two situations are present. As proposed in [CZJ96], SPECTRE partitions domain $\Omega$ into two parts separated by a bounding surface and uses a coupling method between:

**EFIE**: an Electric Field Integral Equation solution, *exterior to the bounding surface*, that exactly enforces the Sommerfeld radiation condition. Piecewise linear electric surface currents $J$ are defined on the boundary discretized by an unstructured surface mesh composed of triangles, leading to the following equation:

\[ Z_J J = V_i \quad (4.15) \]

where $Z_J$ is a dense matrix and $V_i$ represents the incident field. A direct Gauss solver is used for the solution of (4.15).

**MFIE**: a Magnetic Field Volumic Equation solution, *interior to the bounding surface*. For a given electric field $E$ computed from (4.15), equation (4.11) along with its natural boundary condition (4.13) is solved for magnetic field $H$. A finite element formulation is used with an unstructured volumetric mesh composed of tetrahedra; it is based on the $H(\text{rot})$ tetrahedral element (see [CZJ96]) with unknowns defined on *edges*. The resulting linear system, with a sparse symmetric and complex matrix, is solved by a QMR iterative procedure with a SSOR preconditioner (see [FN91] and [BBC+94]).
The above coupling is done in a direct manner. The bounding interface unknowns are eliminated by a succession of independent linear solves for MFVE, one for each degree of freedom on this interface.

**MFVE: Parallel Implementation using Dual Schur Methods**

For these solutions, we would like to apply the different parallel solvers defined in the previous section. In this perspective, we need to keep in mind the following differences with the CFD case:

1. The level of convergence required is higher: $10^{-8}$.
2. Preliminary tests have shown that, due to the particular spectrum of the operator, the "outer" GCR algorithm in the dual Schur methods should be replaced by a QMR procedure.
3. We are solving for a given linear operator with a large number of independent right-hand sides: conjugation techniques proposed in [Ron94] should be useful.

In light of these remarks, solver 0 seems to have the advantage.

## 5 Conclusion

We have proposed a parallel preconditioner, based on dual Schur methods and incomplete LDU factorization, which seems to be scalable both in terms of the number of subdomains as in terms of the level of convergence required.

Applications to problems in CFD have given thus far only a small gain compared to the usual diagonal preconditioner. We are expecting higher gains as we go on to "stiffer" problems such as those encountered in unsteady flows or multi-disciplinary optimization.

Applications to problems in CEM are still in the development stage.
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Development of a Domain Decomposition Method for Computational Aeroacoustics

G. S. Djambazov, C.-H. Lai, and K. A. Pericleous

1 Introduction

Computational Aeroacoustics (CAA) implies the direct simulation of acoustic fields generated by flows and of the interaction of acoustic fields with flows. ‘Direct’ implies that the computation is only based on fundamental physical principles without reliance on empirical results or heuristic conjectures.

Since sound can be represented as comprised of different frequencies it is not difficult to estimate the resolution requirements for a typical domain, say around an airport, and a typical frequency range of interest, say up to about 100 Hz. If the ecologically important zone — immediately after take-off — is assumed to be 300 m long, 300 m wide, and 100 m high, and if 10 is assumed to be a reasonable number of grid points per wavelength, then the total number of grid points in this computational domain will be about 230 million. This shows that for realistic problems the computing power required with a direct approach is exceedingly large.

The classical approach to aerodynamic noise is Lighthill’s “Acoustic Analogy” [Lig52] which does not involve direct computation of the sound field. It can be used to estimate the level of noise generated by some turbulent flows, but not the nonlinear interaction between the flow and the sound waves.

Since fluid flow can be easily computed using Computational Fluid Dynamics (CFD) techniques it is desirable to make use of existing CFD codes as much as possible. The region of interest is then most often split in two: ‘near field’ with nonlinear acoustic effects, and ‘far field’ of linear acoustics [SHM95, SH93]. CFD is meant to be used in the near field. In fact most CFD codes suffer from false (numerical) diffusion and will tend to lose the noise too near the place it is generated. Hence, they have to be combined with an Acoustic Analogy, which easily handles the far field [SH93, ZRL95].

If there is a code to compute the near field accurately enough, Kirchhoff’s surface integral method can be applied to the far field [Lyr93]. Accordingly, any quantity which follows the wave equation outside a given surface is defined by its values, spatial and
temporal derivatives on the same surface. The Kirchhoff surface should be chosen far enough to contain all the nonlinearities of the near field, and still close enough to form a reasonably sized computational domain.

This paper describes the initial stages of the development of a CAA code for the near field. Following the domain decomposition approach certain modules of this code are shown to be useful in the far field as well.

2 Decomposition of the Variables

Sound is a form of fluid motion, and as such it is governed by the equations of continuity (2.1) and momentum (2.2). Any fluid quantity has been represented as a sum of a ‘mean’ value (indexed with \( \overline{0} \)), and a ‘perturbation’ value with no index. The index summation convention is in use:

\[
\frac{\partial (\rho_0 + \rho)}{\partial t} + \frac{\partial}{\partial x_j} [(\rho_0 + \rho)(v_{j0} + v_j)] = 0, \tag{2.1}
\]

\[
(\rho_0 + \rho) \left[ \frac{\partial (v_{j0} + v_j)}{\partial t} + (v_{j0} + v_j) \frac{\partial (v_{j0} + v_j)}{\partial x_j} \right] + \frac{\partial (p_0 + p)}{\partial x_i} = F_{j0} + F_i. \tag{2.2}
\]

The symbols \( \rho, v, p \) denote respectively the fluid density, velocity and pressure while \( F \) contains both external forces and internal friction.

There are good reasons for splitting the variables [VS95]. Physically, sound waves are small perturbations to other large scale motions, such as wind, and numerically they are best represented separately. Also, in this way existing CFD codes can be used to solve the ‘mean flow’.

After expanding the brackets many new terms appear in the governing equations, and an analysis has been made for the magnitude of each of these. For a typical aeroacoustic problem, terms containing a perturbation quantity are very small compared to the rest; terms with derivatives of perturbation quantities are not necessarily so. When all the small terms are moved to the right-hand side, equations (2.3) and (2.4) are obtained:

\[
\frac{\partial \rho}{\partial t} + v_{j0} \frac{\partial \rho}{\partial x_j} + \rho_0 \frac{\partial v_j}{\partial x_j} = \cdots = q, \tag{2.3}
\]

\[
\rho_0 \left( \frac{\partial v_i}{\partial t} + v_{j0} \frac{\partial v_i}{\partial x_j} \right) + \frac{\partial p}{\partial x_i} = F_i - \cdots = f_i. \tag{2.4}
\]

These will be the governing equations for the CAA algorithm. With the mean-flow values defined by CFD the left-hand side is linear, and the small right-hand side can be solved for iteratively. Based on the above analysis fast convergence is expected.

The interaction between CFD and CAA is pictured in Figure 1. It is generally assumed that back-reaction of the sound on the flow field is only to be expected when there is a resonator nearby [Lig52], and that is denoted by the dotted arrow. In most cases iterations in that outermost loop will not be necessary.
3 Linear Propagation Solver

The discussion above has made it clear that to study the generation of aerodynamic noise one has to resolve also its propagation, which occurs simultaneously. That can be done by a hyperbolic solver, which will become a module in a nonlinear code for the sound-generation zone. It can also be used on its own for the propagation zone, where the linearized Euler equations [SHM95] are most often assumed.

Using the standard definition for the speed of sound, $c$, the framework for a two-dimensional simulation is presented below:

\[
\frac{\partial p}{\partial t} + c \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right) = c^2 q, \tag{3.5}
\]

\[
\frac{\partial u}{\partial t} + c \frac{\partial p}{\partial x} = cf_x, \quad u = \rho_0 c v_x, \tag{3.6}
\]

\[
\frac{\partial v}{\partial t} + c \frac{\partial p}{\partial y} = cf_y, \quad v = \rho_0 c v_y, \tag{3.7}
\]

\[
\frac{\partial p}{\partial \rho} = c^2 = \gamma \frac{\rho_0}{\rho_0} (\gamma a_0 = 1.4).
\]

Perturbation velocity components along the axes $x$ and $y$ are denoted $v_x$ and $v_y$, respectively. The right-hand sides are now considered known. At any time step a relative frame of reference — moving with the mean flow — is considered, hence there are no convection terms left.

The finite volume approach has been followed for the discretization of these equations. Successive integration along $x, y$, and $t$ using the notation of Figure 2
yields:

\[
\int_{cell} (p - p_{old}) dx dy + c\Delta t \left[ \int_{\tau} (u_v - u_w) dy + \int_{\tau} (v_n - v_s) dx \right] = c^2 \Delta t \int_{cell} q dx dy,
\]
\[
\int_{cell} (u - u_{old}) dx dy + c\Delta t \int_{\tau} (p_E - p_W) dy = c\Delta t \int_{cell} f_x dx dy,
\]
\[
\int_{cell} (v - v_{old}) dx dy + c\Delta t \int_{\tau} (p_N - p_S) dx = c\Delta t \int_{cell} f_y dx dy.
\]

Integration along the time axis is expressed here through mean values for simplicity.
The Fully Explicit Numerical Scheme

Scalar quantities (i.e., pressure) are stored in the centres of the finite-volume cells while vector quantities (i.e., velocity components) are stored at the cell faces in the middle of the time steps. All integrals are approximated by stepwise functions. The resulting explicit scheme is then the same as the one resulting from a finite-difference approach:

\[
\begin{align*}
p &= p_{old} - Cour[(u_c - u_w) + (v_n - v_s)] + c^2\Delta t q, \\
u &= u_{old} - Cour(p_E - p_w) + c\Delta t f_x, \\
v &= v_{old} - Cour(p_N - p_S) + c\Delta t f_y, \\
Cour &= c\Delta t/h,
\end{align*}
\]

where \(\Delta t\) is the length of the time step, and \(h\) is the size of the cells on a regular mesh.

This scheme was first tested in one dimension, which is the case of plane wave propagation (with \(v = 0\)) because exact analytical solutions can be obtained for plane waves (1D) and spherical waves (3D), but not for circular waves (2D). Computed results were exact at the limit of stability with Courant number \(Cour = 1\). As these are of no practical interest, further tests were done with the maximum Courant number for the 2-dimensional case, i.e., 0.7 (see left graph of Figure 3).

An axisymmetric version of the test code was developed to check the resolution of spherical waves, and the results are pictured to the right-hand side of the same figure. The 56 time steps in these tests correspond to 39 cell-lengths and about 3 wavelengths.

The Improved Numerical Scheme

Although the graphs in Figure 3 seem encouraging the accuracy is actually not sufficient as the error increases with each time step, and after 200 - 300 time steps it becomes unacceptable.

If there are no shocks and the sound field is described by continuous functions, the best way to overcome this difficulty is higher order approximation. Bearing in mind that the final code will be 3-dimensional involving too many neighbours in the numerical scheme does not seem convenient. Based on these arguments a parabolic approximation has been applied to all functions in the finite-volume integrals:

\[
\int_{x_0 - \frac{h}{2}}^{x_0 + \frac{h}{2}} f(x)dx = h[Af(x_0 - h) + (1 - 2A)f(x_0) + Af(x_0 + h)], \quad A = \frac{1}{24}.
\]

In 2D this means

\[
\int_{cell} f(x, y)dx dy = A \sum_{nb} f_{nb} + (1 - 4A)f_{cell},
\]

with \(\text{‘nb’}\) used to denote all four neighbours of a cell in a regular mesh.

The numerical scheme now becomes implicit, so a linear system of equations has to be solved at each time step. Direct methods cannot be considered because of the
large number of grid points. However, the iterative solution can be provided with a very good initial guess based on the explicit scheme.

When finally the non-linear terms are implemented in the code their iterations can be done simultaneously with the solution of the linear system.

Tests were performed on the new version in 1D over 2000 time steps. These are equivalent to about 100 wavelengths and seem to be enough to take the signal studied out of the near field. The results shown in Figure 4 exhibit encouraging accuracy. The amplitude of the oscillating numerical error will be about 5% at the boundaries of the near field, which is acceptable. As expected, the efficiency of the algorithm is very high: only 3 to 4 iterations are necessary for convergence at each time step.

4 Coupling of the Subdomains

Since the noise generation domain (near field) is always contained in the propagation domain (far field) all that has to be done is to implement adequate radiating boundary conditions for the near field and to solve it prior to the far field. Time-dependent values of the variables are then imposed on the inner boundaries of the far field, and radiation conditions on its outer boundaries.

With the test version of the code the boundaries have been chosen to be comprised of cell faces (stepwise boundaries). Thus only the time-dependent velocity component that is perpendicular to the boundary has to be determined. This has been done under the assumption that the wave equation holds there (no sources of sound at the boundary), and that the outgoing waves are plane waves. The boundary velocities then can be determined from the velocity field at the previous time step by interpolation. The exact positions of the interpolation points depend on the directions of acoustic
radiation and on the Courant number, and can be calculated for each boundary face.

5 Conclusions and Further Work

A combined decomposition method of both the domain and the variables has been developed that is capable of handling the computationally intensive problems of aeroacoustics.

A solver for the linearized Euler equations has been implemented and tested showing encouraging accuracy. It is a module to be used in both domains for the perturbation variables. Based on a finite-volume staggered grid, the algorithm proposed is stable and efficient.

Future work includes three main stages. First: implementation of the convection terms from (2.3) and (2.4), which have been omitted in this study. (These results will be presented at the 3rd AIAA/CEAS Aeroacoustics Conference in May 1997.) Second: discretization and implementation of the nonlinear terms to complete the acoustic module for the near field. Third: coupling of the acoustic module with a CFD code. In order to build an efficient coupled algorithm, a study has to be done to determine how fine the CFD mesh and time stepping has to be, and whether to include the viscous terms in the acoustic solver.

The combined CFD-CAA code will find environmental applications in studying the mechanisms of generation of aerodynamic noise, and in searching for a way of reducing the noise made by jets, propellers, and wind.
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On Domain Decomposition for a Three-dimensional Extrusion Model

M. S. Eikemo

1 Introduction

The thermo-mechanical properties of aluminium during an extrusion process is described by a coupled set of nonlinear partial differential equations. The model is three-dimensional in order to support practical applications, and consists of a temperature equation, a continuity equation, and Navier-Stokes equations with a nonlinear Zener-Hollomon material law. The convective part is discretized in a Lagrangian sense using a modified method of characteristics. The equations are linearized in a straightforward manner, and we use a mixed finite element discretization with quadratic hexahedral elements for the approximation of velocities and linear hexahedral elements for temperature and pressure. After some decoupling, a positive definite system of linear equations for temperature and an indefinite block system for velocity and pressure are obtained. We use overlapping Schwarz domain decomposition methods in combination with a Krylov subspace accelerator to solve the problem. These techniques are powerful methods for solving problems on complex geometries, as they allow the possibility of local refinement at locations where the systems experience large gradients.
2 Model Description

For a domain \( \Omega \subset \mathbb{R}^3 \) the fully scaled system of equations describing an extrusion process is given as

\[
\text{Re}(\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u}) = -\nabla p + \nabla \cdot \tau \quad \text{in} \ \Omega, \\
\nabla \cdot \mathbf{u} = 0 \quad \text{in} \ \Omega, \\
\text{Pe}(\frac{\partial \theta}{\partial t} + \mathbf{u} \cdot \nabla \theta) = \nabla^2 \theta + \beta \varepsilon : \tau \quad \text{in} \ \Omega, (2.1)
\]

where dyadic notation is used for the last term, \( \varepsilon : \tau = \varepsilon_{ij} \tau_{ij} \). The primary variables are the velocity \( \mathbf{u} = (u_1 \ u_2 \ u_3)^T \), the pressure \( p \), and the temperature \( \theta \). Further, \( \tau = 2\mu \varepsilon \) is the stress tensor, where \( \mu = \tau / (3\varepsilon) \) is the nonlinear viscosity coefficient. The effective strain rate is given by \( \varepsilon = (\frac{2}{3} \varepsilon : \varepsilon)^\frac{1}{2} \), where \( \varepsilon = \frac{1}{2}(\nabla \mathbf{u} + (\nabla \mathbf{u})^T) \) is the strain rate tensor. The viscosity coefficient also contains the Zener-Hollomon material model \( \tau(\varepsilon, \theta) = \alpha^{-1} \text{arcsinh}((Z/K) \varepsilon) \), where \( \alpha, A \) and \( m \) are material parameters and \( Z \) is the Zener-Hollomon parameter given by \( Z = Z(\varepsilon, \theta) = \varepsilon \exp(Q / (R\theta)) \), with \( Q \) denoting activation energy and \( R \) denoting the universal gas constant. The Reynolds number and the Péclet number are denoted by \( \text{Re} \) and \( \text{Pe} \), respectively. For a more thorough presentation of the equations and the scaling procedure we refer to [Eik96], and topics concerning the extrusion process itself are discussed in [HSH92, HGS92] and references therein.

From specific material- and problem-dependent parameters we get the Reynolds number to be very small, typical of magnitude \( 10^{-8} \). We may therefore neglect the left side of the vector equation in (2.1). Note that the equation still is nonlinear through the stress tensor.

Our computational domain is shown in Figure 1 and has a narrow channel to mimic the effect of an extrusion tool and a boundary \( \partial \Omega = \Gamma_{\text{in}} \cup \Gamma_{\text{out}} \cup \Gamma_{\text{wall}} \cup \Gamma_{\text{end}} \). We use a no-slip condition for the velocity on \( \Gamma_{\text{wall}} \) and also zero velocity on \( \Gamma_{\text{end}} \). Indicating the moving ram, the velocity is given a constant value in the \( x \)-direction on \( \Gamma_{\text{in}} \). For the temperature the initial values are used on \( \Gamma_{\text{in}} \cup \Gamma_{\text{wall}} \cup \Gamma_{\text{end}} \).

Figure 1 Computational domain, with \( \Gamma_{\text{wall}} = \partial \Omega \setminus (\Gamma_{\text{in}} \cup \Gamma_{\text{out}} \cup \Gamma_{\text{end}}) \).
The pressure and velocity are slowly varying over a time step relative the variation of the temperature. We decouple the heat balance equation from the other equations by, on each time level, using a sequential iterative solution procedure. The boundary value problem for velocity-pressure can be stated as follows,

\[
-\nabla \cdot \tau + \nabla p = 0 \quad \text{in } \Omega, \\
\nabla \cdot \mathbf{u} = 0 \quad \text{in } \Omega, \\
\mathbf{u}(\mathbf{x}) = f(\mathbf{x}) \quad \text{on } \partial \Omega \setminus \Gamma_{\text{out}}, \\
p(\mathbf{x}) = 0 \quad \text{on } \Gamma_{\text{out}}.
\]

and the initial boundary value problem for the temperature, with \( I \) being a time interval,

\[
\text{Pe} \left( \frac{\partial \theta}{\partial t} + \mathbf{u} \cdot \nabla \theta \right) = \nabla^2 \theta + \beta \varepsilon : \tau \quad \text{in } I \times \Omega, \\
\mathbf{u}(\mathbf{x}) = f(\mathbf{x}) \quad \text{in } \Omega, \\
\theta(\mathbf{x}, t) = g(\mathbf{x}) \quad \text{on } \partial \Omega \setminus \Gamma_{\text{out}} \ \forall t, \\
\theta(\mathbf{x}, 0) = \theta_0(\mathbf{x}) \quad \text{in } \Omega \ \text{at } t = 0.
\]

3 Solution Procedure

The discretization for the velocity-pressure system (2.2) is carried out by a mixed finite element method, [Ca78, DJEW83, GR86, LRV98, DES92], using hexahedral elements with triquadratic approximation for each of the velocity components and trilinear approximation for pressure, also called the hexahedral version of the \( Q_2 - Q_1 \) element. The linearization is handled by Picard iterations.

Carrying out the procedure described in [Eik96] results in a linear system \( M \mathbf{y} = \mathbf{b} \), where the stiffness matrix has a block structure,

\[
\begin{bmatrix}
A_{11} & A_{12} & A_{13} \\
A_{21} & A_{22} & A_{23} \\
A_{31} & A_{32} & A_{33}
\end{bmatrix}
\begin{bmatrix}
X \\
Y \\
B_1 \ B_2 \ B_3
\end{bmatrix}
= \begin{bmatrix}
A \ B^T \\
0 \ B^T \\
0 \ 0
\end{bmatrix}
\begin{bmatrix}
X \\
Y \\
G
\end{bmatrix},
\]

\[
(3.4)
\]

The matrix \( A = \{ A_{ij} \} \), \( i, j = 1, 2, 3 \), is a 3-by-3 block matrix corresponding to the velocity components in the three momentum equations in (2.2). Since the matrix \( M \) is indefinite, the system (3.4) has to be reformulated in order for the preconditioned conjugate gradient method (PCG) to be applicable. In [BP94] a block preconditioning technique are introduced and we show in [Eik96] that this technique is efficient also for the extrusion problem. After some algebra on the rows, the system (3.4) is reformulated in such a way that the new coefficient matrix \( \tilde{M} \) is positive definite,

\[
\tilde{M}
\begin{bmatrix}
X \\
Y \\
\end{bmatrix}
= \begin{bmatrix}
A_0^{-1} A & A_0^{-1} B^T \\
B A_0^{-1} (A - A_0) & B A_0^{-1} B^T
\end{bmatrix}
\begin{bmatrix}
X \\
Y \\
\end{bmatrix}
= \begin{bmatrix}
A_0^{-1} F \\
B A_0^{-1} F - G
\end{bmatrix},
\]

\[
(3.5)
\]
where $A_0$ is a preconditioner for $A$. The PCG method is now applicable, and as a preconditioner for this system,

$$
\tilde{M}_0 = \begin{bmatrix} I & 0 \\ 0 & K \end{bmatrix}
$$

is used, where $I$ is the identity matrix and $K$ is the preconditioner for the Schur complement $BA^{-1}B^T$,

$$
K = N_h + h^2 I, \quad (3.7)
$$

where $h$ is the spatial resolution and $N_h$ is the solution operator on the pressure grid for a finite element approximation to a Neumann problem, that is $u = N_h f$ satisfies $(\nabla u, \nabla \phi) = (f, \phi)$ for test functions $\phi$. The theory in [BP94] shows that this preconditioner gives rise to convergence rates which can be bounded independently of the mesh size $h$. As a preconditioner for $A$ we use a block-diagonal matrix $A_0^{-1}$ with three copies of a preconditioner for the submatrix $A_{11}$ on the diagonal, see [Eik96].

We have mostly been using incomplete factorization as preconditioner for $A_{11}$.

The discretization procedure for the temperature problem (2.3) is carried out in two steps. First, the hyperbolic part is solved by the modified method of characteristics (MMOC) and second, the resulting elliptic problem is discretized by the finite element method. Following the MMOC scheme in [Eik96] we get an elliptic equation with a known right-hand side, and the finite element approach results in a linear system

$$
Ax = b, \quad (3.8)
$$

where the matrix $A$ is positive definite and the PCG method is applicable. We have used both incomplete factorization and multigrid cycles as preconditioners.

4 Domain Decomposition

The extrusion problem is rich on localized phenomena, and domain decomposition methods prepare for local grid refinement. Near the extrusion tool at the outlet, with its complex structure with bridges and channels, large gradients in the flow pattern is produced. In order to capture these effects, the mesh is refined in these specific regions. In this way the size of the problem can be held at a minimum even with a high resolution in critical regions. Below we first show results from using additive and multiplicative Schwarz for different decompositions, and then present a local grid refinement technique. We refer to [BGS96] and references therein for a presentation of Schwarz methods and to [Siev90, Sev93, BAPS88, DEES90] for local grid refinement techniques.

Let the finite element space $V^h$ be represented by the sum of $N$ subspaces,

$$
V^h = V_1^h + \ldots + V_N^h, \quad (4.9)
$$

where $N$ is the number of subdomains, $\Omega_k$. Following the presentation of the methods in [Eik96], the multiplicative and additive Schwarz methods take the forms of iterative
methods for solving

\[(I - \prod_{i=1}^{N}(I - P_i))u_h = g_m \quad \text{and} \quad \sum_{i=1}^{N} P_i u_h = g_a, \quad (4.10)\]

respectively. Here \( P_i : V^h \to V_i^h \) are orthogonal projections with respect to the bilinear form \( a(\cdot, \cdot) \), and \( g_m \) and \( g_a \) are appropriate right-hand sides. The bilinear form \( a(\cdot, \cdot) \) is appearing in the variational formulation of the problem to be solved, i.e. \( a(u_h, \phi) = F(\phi) \) for test functions \( \phi \). For the heat equation it is defined like

\[a(\theta_{h}, \phi) = (\theta_{h}^{n+1,m+1}, \phi) + \frac{\Delta t}{F_e}(\nabla \theta_{h}^{n+1,m+1}, \nabla \phi) - \frac{\Delta t}{F_e}((\beta \epsilon : \tau))_{h}^{n+1,m}, \phi) \quad (4.11)\]

where \((\cdot, \cdot)\) denotes the usual \( L_2 \)-inner product and the superscript \( m \) counts the Picard iterations and \( n \) indicates the time step. Figure 2 shows examples of different ways to divide the domain \( \Omega \) into subdomains \( \Omega_i \). The decomposition indicated by the pair \((k, l, m)\) means to divide the domain into \( k \) parts along the \( x \)-direction, \( l \) parts along the \( y \)-direction and \( m \) parts along the \( z \)-direction, giving a total of \( k \times l \times m \) subdomains. Consider the temperature problem (2.3). Table 1 gives results in terms of number of preconditioned conjugate gradient (PCG) iterations and condition number, \( \kappa \), for both additive (AS) and symmetric multiplicative Schwarz (SMS) used as preconditioner. The time step is \( \Delta t = 0.1 \). The condition number is calculated from the Ritz values, see [Eik96], and the iterations are terminated when the discrete \( L_2 \)-norm of the residual is reduced by a factor \( \epsilon_{CG} = 5 \cdot 10^{-8} \). The experiments support
Table 1  Number of PCG iterations with symmetric multiplicative Schwarz (SMS) and additive Schwarz (AS) preconditioners, and corresponding condition numbers, $\kappa_m$ and $\kappa_a$. The three first columns give the number of elements in the $x$, $y$- and $z$-directions, the kind of decomposition according to Figure 2 and the number of overlapping elements, respectively.

<table>
<thead>
<tr>
<th>elements</th>
<th>decomposition</th>
<th>overlap</th>
<th>SMS</th>
<th>$\kappa_m$</th>
<th>AS</th>
<th>$\kappa_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$32 \times 32 \times 32$</td>
<td>(2,2,2)</td>
<td>1</td>
<td>5</td>
<td>1.41</td>
<td>14</td>
<td>22.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>3</td>
<td>1.08</td>
<td>12</td>
<td>13.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>3</td>
<td>1.02</td>
<td>10</td>
<td>10.58</td>
</tr>
<tr>
<td>(1,2,2)</td>
<td></td>
<td>1</td>
<td>5</td>
<td>1.41</td>
<td>15</td>
<td>22.56</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>3</td>
<td>1.07</td>
<td>12</td>
<td>13.24</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>3</td>
<td>1.02</td>
<td>10</td>
<td>10.59</td>
</tr>
<tr>
<td>(1,1,2)</td>
<td></td>
<td>1</td>
<td>5</td>
<td>1.34</td>
<td>10</td>
<td>6.24</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>3</td>
<td>1.06</td>
<td>7</td>
<td>4.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>2</td>
<td>1.01</td>
<td>6</td>
<td>3.49</td>
</tr>
<tr>
<td>(2,1,1)</td>
<td></td>
<td>1</td>
<td>4</td>
<td>1.32</td>
<td>6</td>
<td>2.93</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>2</td>
<td>1.05</td>
<td>4</td>
<td>2.58</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>2</td>
<td>1.01</td>
<td>4</td>
<td>2.26</td>
</tr>
<tr>
<td>(4,1,1)</td>
<td></td>
<td>1</td>
<td>4</td>
<td>1.37</td>
<td>7</td>
<td>3.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>3</td>
<td>1.07</td>
<td>5</td>
<td>2.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>2</td>
<td>1.02</td>
<td>5</td>
<td>2.31</td>
</tr>
</tbody>
</table>

the well known properties of the methods, see [Eik96]. Note also that the table show that the (1,2,2) decomposition has more in common with the (2,2,2) than with the (4,1,1), which is the other four-subdomain decomposition. This is reasonable since all the subdomains overlap each other in both cases. We also observe from the table that the results get worse when the decomposition has a division in the $z$-direction, especially for the additive preconditioner. By calculating the temperature field on $\Gamma_{out}$ we invoke a Neumann condition on this boundary, and this condition, compared to a Dirichlet condition, makes greater demands on the system. Decompositions in the $y$- and $z$-directions result in several subdomains with a Neumann boundary, while decomposition in the $x$-direction only causes only one subdomain to have a Neumann boundary. This will be a topic for further investigation.

Consider now $\Omega \subset \mathbb{R}^3$ to be the domain in Figure 3, consisting of a body and a narrow channel. We begin by introducing a coarse grid for $\Omega$, with mesh size $h_c$. Then a fine grid according to a refinement level $k$ is introduced, for which the mesh size is $h_f = 2^{-k} h_c$. The domain is divided into two subdomains, one covered with the coarse mesh and one with the fine mesh, see Figure 3. The triangulation leads to the introduction of a set of so-called slave nodes on the boundary surface of the refined region. The values of functions in the composite finite element space in these nodes are, because of the continuity assumption, completely determined by their values in neighbouring coarse-grid nodes. This also means that a discrete function is uniquely represented by a vector with entries corresponding to the genuine degrees of freedom,
Figure 3 Composite mesh for the domain $\Omega = \Omega_1 \cup \Omega_2$, 
$\partial \Omega = \Gamma_{\text{in}} \cup \Gamma_{\text{out}} \cup \Gamma_{\text{wall}} \cup \Gamma_{\text{end}}$. 

Figure 4 Domain consisting of $4 \times 8 \times 8$ elements and a narrow channel of 
$3 \times 2 \times 2$ elements. No-slip boundary condition $u=0$ on $\Gamma_{\text{wall}}$, $u_1 = 1$ (0.015 m/s) on $\Gamma_{\text{in}}$, $u_3 = 0$ on $\Gamma_{\text{in}}$ and $p = 0$ on $\Gamma_{\text{out}}$. The three subfigures show the $x$-component of the velocity, the $x$-component of the velocity and the pressure, respectively. Note that the last domain is turned compared to the other two.

i.e. all nodes except the slave nodes. Let cross nodes denote the nodes on the interface which appear both in the coarse and the refined grid. By employing this refinement strategy the size of the problem is dramatically reduced compared to having a global fine grid.

We use the PCG method with SMS as a preconditioner. The subdomain structure can be utilized both in the matrix multiplication operation in the PCG algorithm and the preconditioning procedure. To avoid having to deal with the irregular global stiffness matrix, $A$, arising from the composite grid considered, the matrix is never explicitly completed. Instead it is considered as a set of submatrices, each submatrix referring to a certain subdomain $\Omega_i$, see also [Ste90]. Matrix multiplication will consist of operations on each of the subdomains separately, and then gluing the global product together along the interface. The SMS preconditioner utilizes in our case the same subdomains as was used to define the composite mesh, extending the refined region to define the overlap. In cases with more than one refined subdomain, however, the preconditioner may use subdomains consisting of some collection of refined regions. These procedures are given a more thorough presentation in [Eik96].
Results obtained with local refinement in the outlet region compared to global fine resolution are reported in [Eik96]. The dramatic changes in velocity occur in the outlet region and are properly resolved by the fine grid. For the temperature, where local behaviour is seen near \( \Gamma_{\text{wall}} \) in the whole domain, these effects are not properly resolved on a coarse grid. Similar for the pressure, rapid changes in values occur near the in-boundary. It is obvious that making the refinement technique adaptive will cause the effects to be properly resolved wherever they occur.

Figure 4 visualizes the solutions from solving (2.2) with \( \mathbf{u} = (1 \ 0 \ 0)^T \) on \( \Gamma_\text{in} \) and \( p = 0 \) on \( \Gamma_\text{out} \). The temperature is held constant at zero, i.e. 447 °C. Note that only half the domain is plotted in order to be able to see the behaviour of the solutions inside, along the flow direction. We see that \( u_1 \) has attained a domal profile with the largest values in the middle and decreasing to zero towards the surfaces making \( \Gamma_{\text{wall}} \).

This profile is also supported by the plot for \( u_3 \), where there are negative values in the upper half of the domain and positive values in the lower half, showing flow downwards from the top and up from the bottom. We observe the largest pressure towards the boundaries around the inlet area, and especially in the corners, due to the boundary conditions \( u_1 = 1 \) on \( \Gamma_\text{in} \) and \( u_1 = 0 \) on \( \Gamma_{\text{wall}} \). Figure 5 shows temperature results from solving (2.3) with a given velocity field \( u_1 = \sin(\pi y)\sin(\pi z) \) for two cases of boundary values, see the figure text. We observe the two main effects, transportation and very local changes in gradients.

**Figure 5**  Temperature solutions after two time steps, \( \Delta t = 0.1 \). Domain with body consisting of \( 8 \times 16 \times 16 \) elements and channel of \( 3 \times 4 \times 4 \) elements. Boundary condition \( \theta = 0 \) (447 °C) on \( \Gamma_\text{in} \) and \( \theta = 0 \) (547 °C) on \( \Gamma_{\text{in}} \), respectively.

5 Conclusions and Future Work

In this paper we have reported results obtained from applying domain decomposition methods to the extrusion problem. Together with local mesh refinement these methods proved to be very efficient techniques for reducing the size of the problem and at the same time obtaining the required accuracy.

Future activity involves both improvements of the solution methods and extensions of the model. The most obvious and most necessary improvement of the solution strategy is to make the grid refinement adaptive. Our numerical experiments show
the need for following temperature fronts in addition to handling more stationary local effects. Extensions of the model may be to involve more complex geometries and include input from the surroundings in terms of boundary conditions. A realistic die has a very complex geometry with hollow spaces and bridges and heat transfer between the metal and the container, ram and die do occur.

The programming language C++ offers several tools for supporting data abstraction and object-orientation. A further utilization of all the possibilities and subtleties of C++ would increase the efficiency of the implementation and make it applicable to more general models.
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Domain Decomposition Methods Applied to Sedimentary Basin Modeling

F. Willien, I. Faille, and F. Schneider

1 Introduction

Basin modeling aims to reconstruct the evolution of a sedimentary basin taking into account compaction of the porous medium, hydrocarbon formation, and migration. A sedimentary basin is a heterogeneous porous medium consisting of stacked stratigraphic layers that have been deposited from the start of the basin up to the present. Over time, solid organic material contained in some stratigraphic layers is transformed into mobile hydrocarbons under the effect of increased temperature. Then, hydrocarbons flow in the porous medium to accumulate in reservoirs. This migration takes place as a two-phase or three-phase flow.

Up to now, most of basin simulators have been able to handle relatively simple geometries resulting from deposition, erosion, and compaction of the porous medium [UBD+90]. However, most of real life basins are cut by faults along which block displacements can occur. The aim of Ceres project¹ is to model three-phase flow in a 2D section of a basin, whose geometry changes due to deposition, compaction, erosion of sediments, and block displacements along faults. In order to handle these complex geometries, Domain Decomposition (DD for short) techniques have been chosen. Indeed, faults cut the basin into domains that naturally define computational subdomains. In this first stage of the project, a simplified problem is considered in which only one-phase flow can occur and where faults are vertical. Equations that govern the physical phenomena are then discretized using a Finite Volume method and the subdomains are coupled by a nonoverlapping alternating method with interface relaxation [QV91].

The paper is organized as follows. We first review the mathematical formulation of the physical phenomena that are taken into account. Next the discretization and the DD method that have been chosen are presented. Finally, numerical results are shown.

¹ Ceres is a joint project between the oil companies Amoco, British Petroleum, Elf, and the Institut Français du Pétrole.
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2 Governing Equations

At present, we consider only incompressible one-phase (water) fluid flow in a 2D section of a sedimentary basin. The set of partial differential equations that govern the phenomena is the following one — subscripts \( w \) and \( s \) designate the water phase and the solid phase, respectively.

Mass conservation of solid and of water are written as:

\[
\frac{\partial}{\partial t} \left( \rho_s (1 - \phi) \right) + \text{div} \left( \rho_s (1 - \phi) \mathbf{V}_s \right) = q_s, \tag{2.1}
\]

\[
\frac{\partial}{\partial t} (\rho_w \phi) + \text{div}(\rho_w \phi \mathbf{V}_w) = q_w, \tag{2.2}
\]

where \( \rho_\alpha \) is the density of phase \( \alpha \), \( \phi \) is the porosity of the medium, \( \mathbf{V}_\alpha \) is the velocity of phase \( \alpha \), \( q_\alpha \) the quantity of phase \( \alpha \) deposited on the top of the basin during sedimentation (or removed during erosion).

Darcy’s law is written as:

\[
\mathbf{U}_w = \phi (\mathbf{V}_w - \mathbf{V}_s) = -\frac{\bar{K}}{\mu} \left( \text{grad} P - \rho_w \mathbf{g} \right), \tag{2.3}
\]

where \( P \) is the pressure of water, \( \mathbf{g} \) is the gravitational acceleration vector, \( \mu_w \) the viscosity of water. \( \bar{K} \) is the intrinsic permeability tensor of the porous medium, and depends heavily on the lithology under consideration. It can vary by several orders of magnitude — up to four — from one layer to the other.

Compaction of the porous medium is supposed to be merely vertical (the horizontal component of the solid velocity is zero). Mechanical equilibrium is then written as:

\[
\frac{\partial \sigma}{\partial z} = (\phi \rho_w + (1 - \phi) \rho_s) g, \tag{2.4}
\]

where \( \sigma \) is the total vertical stress. Compaction is described by the following rheology:

\[
\phi = \phi_0 \exp \left( -(\sigma - P) / \sigma_0^\phi \right). \tag{2.5}
\]

The problem is therefore defined by a system whose main unknowns are \( \phi, P, \sigma, \) \( V_{s,z} \) and \( \mathbf{U}_w \). The principal equations are the two conservation laws, the rheology, the mechanical equilibrium and Darcy’s equations. Introducing (2.3) and (2.5) in (2.2) show that the equations are nonlinear parabolic with respect to the pressure \( P \).

3 Discretization

Although the model we are considering is rather simple, we want to choose a method that can be easily extended to more complex fluid flow model and especially compressible three-phase flow. Therefore, the method chosen to discretize the conservation equations is a Finite Volume method [FWS96].

We give in this section, first the main characteristics of the discretization, then some details about the water conservation equation discretization and especially the
flux approximation. In this first stage of the project, we consider only subdomains which are separated by vertical interfaces and as compaction is vertical, the coupling between two subdomains only affects the water conservation equation, that is to say, the flux approximation.

**Main Characteristics**

A grid is chosen that follows the stratigraphic layers. Each cell is homogeneous and the boundaries between two layers correspond to a series of interfaces of adjacent cells. A cell is a quadrangle whose vertices are located along vertical lines. As the grid deforms with the solid skeleton, vertical compaction constrains cell vertices to move only vertically and thus to remain along vertical lines.

The discretization methods are listed in the Table 1, where the discrete unknowns are also specified. We denote by the subscript \( k \) an unknown located at the center of the cell \( \Omega_k \) and by the subscript \( \delta \) an unknown associated to a vertical edge \( \delta \). \( P_\delta \) is an auxiliary unknown which is given by the flux continuity on each vertical edge as a function of the pressures in the neighboring cells. At each time step, the discretized equations form a system which is nonlinear for the discrete unknowns \( \phi_k, P_k, \sigma_\delta, \phi_\delta \). It is solved using a Newton method where at each iteration, the system reduces to a linear system in the unknowns \( P_k, \sigma_\delta \).

**Table 1** Discretization methods and discrete unknowns.

<table>
<thead>
<tr>
<th>Equation</th>
<th>Discretization</th>
<th>Discrete unknown</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solid Conservation (2.1)</td>
<td>Finite Volume</td>
<td>( \phi_k )</td>
</tr>
<tr>
<td>Water Conservation (2.2)</td>
<td>Finite Volume</td>
<td>( P_k )</td>
</tr>
<tr>
<td>Mechanical Equilibrium (2.4)</td>
<td>Finite Difference</td>
<td>( \sigma_\delta )</td>
</tr>
<tr>
<td>Rheology (2.5)</td>
<td>Finite Difference</td>
<td>( \phi_\delta )</td>
</tr>
<tr>
<td>Darcy’s law and Flux continuity</td>
<td>Finite Difference</td>
<td>( P_\delta ) (auxiliary unknown)</td>
</tr>
</tbody>
</table>

**Flux Approximation**

Following the Finite Volume principle \([EGHor]\), the water conservation equation is integrated over each cell \( \Omega_k \). As the cell evolves at the velocity \( \vec{V}_s \), it gives:

\[
\frac{d}{dt} \int_{\Omega_k} \phi d\omega + \sum_{\delta \in \partial \Omega_k} \int_{\delta} \vec{V}_w \cdot \vec{n} \, d\gamma = \int_{\Omega_k} q_w \, d\omega
\]

(3.6)

where \( \vec{n} \) is the outward normal to cell \( \Omega_k \) and \( \vec{V}_w \) is given by (2.3).

In order to give some details about the flux approximation, we assume for the sake of simplicity that the mesh is composed of rectangles and that the permeability tensor is diagonal. We denote by \( K_\epsilon \) and \( K_\alpha \) the two diagonal coefficients of \( \vec{K} \) and by \( F_\delta \) the flux approximation \( -l_\delta \frac{\phi}{\alpha} (\text{grad} P - \rho_w \vec{y}) \cdot \vec{n} \), where \( l_\delta \) is the edge length. Let us distinguish the case where the edge is located inside a subdomain and the case where it is on the boundary:

- **Edge located inside a subdomain**
  
  We consider an edge \( \delta \) and \( \Omega_a, \Omega_b \) its two adjacent cells (see Fig. 1(a)). \( P_a \)
and \( P_b \) are the unknown pressures in cells \( \Omega_a, \Omega_b \). Taking into account the eventual discontinuity of \( K_s \) from cell \( \Omega_a \) to cell \( \Omega_b \) and expressing the flux continuity on edge \( \delta \) leads to the following approximation [FWS96]:

\[
F_\delta = -l_\delta \frac{K_s}{\mu} \frac{P_a - P_b}{d_a + d_b},
\]

where \( \frac{K_s}{\mu} \) is the harmonic mean of \( \frac{K_s}{\mu} \) weighted by the distances \( d_a \) and \( d_b \).

- **Edge located on the boundary of a subdomain**

We consider an edge \( \delta \) located on the boundary of the subdomain, \( \Omega_a \) its adjacent cell and \( P_\delta \) the pressure at the center of \( \delta \) (see Fig. 1(b)).

If a Dirichlet boundary condition is set on \( \delta \), the value of \( P_\delta \) is given by the boundary condition and the flux is approximated by:

\[
F_\delta = -l_\delta \left( \frac{K_s}{\mu} \right)_a \frac{P_a - P_\delta}{d_a}.
\]

If a Neumann boundary condition is set on \( \delta \), the value of \( F_\delta \) is given by the boundary condition and the pressure is approximated by:

\[
P_\delta = -\frac{d_a}{l_\delta} \left( \frac{K_s}{\mu} \right)_a F_\delta + P_a.
\]

**Figure 1** (a) Edge inside a subdomain, (b) Edge on the boundary.

---

### 4 Domain Decomposition Method

As for the discretization method, we want to implement a DD method that can be easily extended to more complex models. Moreover, even for the model considered here, the set of equations is non-linear. Therefore, we have chosen a method which does not require too many properties of the equations such as linearity, symmetry, etc. This method is nonoverlapping DD method with Dirichlet-Neumann sweep and interface
relaxation of the Dirichlet condition as suggested in [QV91]. It is directly applied to the nonlinear system of discretized equations. We describe first the main steps of the algorithm, then the choice of the relaxation parameter.

Algorithm

Let us consider a basin divided into nonoverlapping subdomains \( \Omega_1 \) and \( \Omega_2 \) and denote by \( \Gamma \) the interface between the two subdomains. It can be shown that the problem on the global domain is equivalent to the problem on the two subdomains if and only if pressure and flux are continuous through the interface. Once discretized, the global domain and subdomains problems are equivalent if and only if

\[
\forall \delta \subset \Gamma, \quad P^1_\delta = P^2_\delta \quad \text{and} \quad F^1_\delta = -F^2_\delta,
\]

where the superscript \( i \) refers to a quantity related to subdomain \( \Omega_i \) for \( i = 1, 2 \).

The algorithm takes the values of the pressure on the interface as main unknowns: \( \lambda_\delta, \delta \subset \Gamma \). It is an iterative algorithm in which, for each iteration \( k \), the following stages are executed:

- Solve \( \left\{ \begin{aligned}
P^1_\delta &= \lambda^1_\delta, \quad \forall \delta \subset \Gamma \\
 \text{BC on} \ \delta \Omega_1 \backslash \Gamma \end{aligned} \right. \) then solve \( \left\{ \begin{aligned}
\text{PDE system in} \ \Omega_2
P^2_\delta &= \lambda^2_\delta, \quad \forall \delta \subset \Gamma \\
 \text{BC on} \ \delta \Omega_2 \backslash \Gamma
\end{aligned} \right. \)

- Update \( \lambda \): \( \lambda^{k+1}_\delta = (1 - \theta)\lambda^k_\delta + \theta P^2_\delta \), \( \forall \delta \subset \Gamma \),

where \( \theta \) is the relaxation parameter.

Relaxation Parameter

As shown by the numerical tests (see Section 5), the optimal value of the relaxation parameter, i.e., the value for which the number of iterations is minimal, strongly depends on the basin characteristics (permeability heterogeneities). Therefore, it is necessary to implement an algorithm which automatically computes this parameter. The algorithm chosen here is the one suggested by A. Quarteroni and presented in [HK92], which computes the relaxation parameter \( \theta^k \) at each iteration \( k \) in the following way. Defining error functions:

\[
e^{1,k}_\delta = P^{1,k}_\delta - P^{1,k-1}_\delta, \quad e^{2,k}_\delta = P^{2,k}_\delta - P^{2,k-1}_\delta,
\]

\[
z^k_\delta(\theta) = \theta P^{2,k}_\delta + (1 - \theta) P^{1,k}_\delta \quad \text{for} \quad \delta \subset \Gamma,
\]

the unique number which minimizes \( ||z^k(\theta) - z^{k-1}(\theta)||^2 = \sum_{\delta \subset \Gamma} (z^k_\delta(\theta) - z^{k-1}_\delta(\theta))^2 \) is

\[
\theta^k_{\text{opt}} = \frac{\sum_{\delta \subset \Gamma} e^{1,k}_\delta (e^{1,k}_\delta - e^{2,k}_\delta)}{\sum_{\delta \subset \Gamma} (e^{1,k}_\delta - e^{2,k}_\delta)^2}.
\]
5 Numerical Results

The results presented here have been obtained for a basin which is already deposited and that is compacting under the effect of a vertical stress applied at the top of the basin. We first consider basins with a simple lithologic composition for which we study the behavior of the DD method. Then, we are interested in more complex basins divided in several subdomains.

Simple Basins

Two basins of 10 layers, divided in 2 subdomains (10 interface edges), are considered:

- a homogeneous basin only composed of shales, that is to say, of impervious sediments.
- a basin composed of two homogeneous subdomains; the first one is made of shales and the second one of sandstones, that is to say, of pervious sediments.

There are four orders of magnitude between the permeability in the two subdomains. The shales subdomain is the one on which a Dirichlet boundary condition is set.

The results, in terms of the maximum number of iterations needed during the different time steps of the simulation, are presented in Table 2. A star indicates that the algorithm does not converge. Each column gives the results for a certain value of the relaxation parameter. When a real value is written, it means that this value has been kept constant during all the simulation. The column corresponding to \( \theta_{opt} \) gives the results obtained with the algorithm presented in the previous section. For these simple cases, a satisfying value of \( \theta \) would have been 0.5. The next set of results shows that this is no longer the case for complex basins. Moreover, the results obtained with the dynamical computation of \( \theta \) are also very good. For the second basin, it should however be noticed that, if a Dirichlet boundary condition is set on the sandstones domain, the DD algorithm does not converge, and this, even for very small value of \( \theta \). The Neumann boundary condition has to be set on the more pervious subdomain.

<table>
<thead>
<tr>
<th>( \theta )</th>
<th>1</th>
<th>0.5</th>
<th>0.25</th>
<th>0.05</th>
<th>( \theta_{opt} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homogeneous Shales</td>
<td>*</td>
<td>3</td>
<td>17</td>
<td>117</td>
<td>4</td>
</tr>
<tr>
<td>Shales-Sandstones</td>
<td>2</td>
<td>19</td>
<td>42</td>
<td>210</td>
<td>4</td>
</tr>
</tbody>
</table>

Complex Basins

We now consider more complex basins composed of blocks separated by faults. Blocks and faults are computational subdomains and there is only one column of cells in each fault. The blocks consist in alternated shales and sandstones layers while the faults are made of sandstones. The following basins are considered:
• 2 blocks of 5 layers, separated by 1 fault (3 subdomains, 10 interface edges)
• 2 blocks of 10 layers, separated by 1 fault (3 subdomains, 20 interface edges)
• 3 blocks of 10 layers, separated by 2 faults (5 subdomains, 40 interface edges)
• 3 blocks of 20 layers, separated by 2 faults (5 subdomains, 80 interface edges)

This last basin is represented in Figure 2.

For all these tests, Neumann boundary conditions have been set on the two boundaries of each fault. The results are presented in Table 3, in the same way as in Table 2. The evolution of the relaxation parameter and of the corresponding error for the basin of Figure 2 is represented on Figure 3. The results show that the dynamical computation of the relaxation parameter represents an important gain in the number of iterations compared to a constant value of $\theta$. Moreover, the number of iterations increases slowly with the number of subdomains and of interface unknowns.

6 Conclusion

A DD method has been implemented for modeling one-phase flow in a sedimentary basin. The equations are discretized by a Finite Volume method and the DD method is a nonoverlapping DD method with Dirichlet-Neumann sweep and interface relaxation. This method gives satisfactory results for simple and rather complex basins. It is currently being extended to non-matching meshes and to three-phase fluid flow.

Table 3 Maximum number of iterations for different values of $\theta$.

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>0.25</th>
<th>0.05</th>
<th>$\theta_{opt}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 layers, 3 subdomains</td>
<td>25</td>
<td>137</td>
<td>7</td>
</tr>
<tr>
<td>10 layers, 3 subdomains</td>
<td>20</td>
<td>144</td>
<td>10</td>
</tr>
<tr>
<td>10 layers, 5 subdomains</td>
<td>*</td>
<td>125</td>
<td>16</td>
</tr>
<tr>
<td>20 layers, 5 subdomains</td>
<td>*</td>
<td>126</td>
<td>23</td>
</tr>
</tbody>
</table>

Acknowledgement

We would like to thank Amoco, British Petroleum, and Elf for authorizing the publication of these results. We are very grateful to Pr. Gallouët and Pr. Glowinski for helpful discussions and to E. Fluraud who completed the major part of the software development.

REFERENCES

**Figure 2** Complex basin: 3 blocks of alternated shales and sandstones layers separated by 2 faults of sandstones.

**Figure 3** Evolution of the relaxation parameter and of the corresponding error during one time step of the simulation for the basin shown on Fig. 2.


Multilevel Adaptive Methods for Semilinear Equations with Applications to Device Modelling

R. C. Ferguson and I. G. Graham

1 Introduction

The drift-diffusion equations modelling the steady state electrical behaviour of a semiconductor device present several challenging problems for the numerical analyst. These equations form a $3 \times 3$ coupled elliptic system with one or more small parameters and are typically subject to mixed boundary conditions on non-smooth domains. The solutions of this system contain both interior layers and geometric boundary singularities which require appropriately graded meshes for their accurate approximation. Since these irregularities are very complex and the precise position of interior layers is quite a delicate matter ([MRS90]), it is not possible to derive suitable meshes a priori and a mesh refinement process based on a posteriori error estimation is essential for adequate resolution. A variety of approaches to adaptivity in device modelling can be found in the numerical engineering literature (e.g., [KR93, BCD92]). Much of this is based on heuristics, e.g., refinement based on doping profile. Here we derive rigorous error estimates for a reduced class of problems and a theoretically justified efficient method of implementation.

At least two difficulties have to be considered. The first is the construction of an error estimator which works well even in the presence of small parameters. The second stems from the highly nonlinear nature of the system: Each nonlinear solve requires many linear solves which form the computational core of the solution process. If a mesh is to be adaptively determined, then in principle one may be faced with solving the nonlinear system on several intermediate meshes. To reduce the cost of such a process one should in principle solve the intermediate problems up to an accuracy commensurate with the quality of those meshes, and compute accurate solutions only on the most accurate meshes.

In this paper we shall survey some recent results on the resolution of these two
difficulties in the context of the single semilinear equation:

\[-\lambda^2 \Delta u + f(u) = 0\]  \hspace{1cm} (1.1)

on a polygonal domain $\Omega \subset \mathbb{R}^2$ subject to mixed boundary conditions $u = g$ on $\partial \Omega_D$, $\partial u / \partial n = 0$ on $\partial \Omega_N$, where $\partial \Omega_D$ and $\partial \Omega_N$ partition $\partial \Omega$. The “Gummel iteration” for the semiconductor system can be written as sequences of such semilinear scalar problems, but including some where the second-order term $-\lambda^2 \Delta u$ is replaced by an operator of the form $-\nabla \cdot a \nabla u$, with rapidly varying coefficient function $a$. A detailed analysis of (1.1) is thus the first step in the design of a fully adaptive device model. In fact, in its “off” state, the electrostatic potential $u$ of the device satisfies the equation

\[-\lambda^2 \Delta u + 2\delta^2 \sinh u - d = 0.\]  \hspace{1cm} (1.2)

Here $\lambda^2, \delta^2$ can both be small and the doping profile $d$ satisfies $|d| \leq 1$ but varies in sign across interfaces interior to $\Omega$. On the Dirichlet boundary $\partial \Omega_D$, $u$ is required to satisfy $u = \sinh^{-1} (d/2\delta^2)$.

In this paper we present some a posteriori error estimates for (1.1) which work well under extreme parameter ranges and in the presence of geometric singularities. For the practical implementation of the refinement process we propose an inexact Newton method, related to those in [AXE93] and [XU94], which solves (1.1) by resolving the nonlinearity on a coarse mesh and then computing a sequence of corrections by solving linear problems on successively finer grids. Numerical experiments show that this method is capable of reproducing qualitative features of solutions of (1.2) (known from singular perturbation theory), by using considerably fewer linear iterations than those used in solving (1.2) to full accuracy at each refinement step. Full details of the results reviewed here are in the thesis [FER97].

2  A Posteriori Error Estimates for Semilinear Equations

Consider the problem (1.1) subject to the stated boundary conditions. Assume there exists a weak solution $u_0 \in L_\infty(\Omega)$ with $\Delta u_0 \in L_\infty(\Omega)$, that $f$ has two continuous derivatives on $\mathbb{R}$, that $g \in H^2(\partial \Omega_D)$ and that $\lambda$ is some small parameter. With these assumptions it is shown in [FER97] (using well known linear results such as [GRI92]) that $u_0 \in H^{1+\alpha}(\Omega)$, where $\alpha \in (1/4,1]$ is a fixed constant, depending purely on the interior angles of $\Omega$ at points where the boundary segments meet. It is also assumed that the Fréchet derivative of the operator in (1.1) evaluated at $u_0$ has a bounded inverse as an operator from $H_{0,\partial \Omega_D}^1$ to $(H^1)'$.

Define a shape regular triangulation $T_h$ of $\Omega$, whose union is $\Omega$. For each triangle $T_k \in T_h$ define $h_k$ to be its diameter and let $E_k$ denote the set of edges of the triangles. $h_\tau$ is defined to be the length of an edge $\tau \in E_h$. If $h, h$ are the maximum and minimum triangle diameters we require the very mild assumption that $h \log(1/h)^{1/2} \rightarrow 0$, as $h \rightarrow 0$. Then, for $h$ sufficiently small, there is a finite element solution, $u_h$, of (1.1) which is unique in a ball centered on $u_0$ in $H^1$. Let $|\partial u_h / \partial n|_{\tau}$ be the difference in the normal derivative of $u_h$ across an edge $\tau$ of a triangle. Then for constants $C_1$ and $C_2$,,
the $H^1$ and $L_2$ a posteriori error estimates may be written as:

$$
\|u_0 - u_h\|_{H^1} \leq C_1 \left[ \lambda^2 \left\{ \sum_{\tau \in \mathcal{E}_h} h_{\tau}^2 \left( \frac{\partial u_h}{\partial n} \right)^2_{\tau} \right\}^{\frac{1}{2}} + \left\{ \sum_{T_h \in \mathcal{T}_h} \| h_k f(u_h) \|^2_{L^2(T_h)} \right\}^{\frac{1}{2}} \right], \tag{2.3}
$$

$$
\|u_0 - u_h\|_{L_2} \leq C_2 \left\{ \left( \sum_{T_h \in \mathcal{T}_h} h_{\lambda k}^2 \| u_0 - u_h \|^2_{H^1(T_h)} \right)^{\frac{1}{2}} + \| u_0 - u_h \|^2_{H^1} \right\}. \tag{2.4}
$$

The estimates (2.3) and (2.4) are analogous to estimates in [VER94] and [VER96]. However, in [VER96], the loss of $H^2$ regularity due to reentrant corners and/or mixed boundary conditions is handled by use of a scale of $W^p$ spaces with variable $p$. In this work we instead use the scale $H^{1+\alpha} = W^{1+\alpha}$. Similar $L_2$ estimates, but assuming full $H^2$ regularity, are found in [EEHJ96].

Our adaptive scheme will use the $L_2$ a posteriori error estimate (2.4). In it the second term on the right hand side is estimated using (2.3) and the first term is estimated by assuming that $\|u_0 - u_h\|_{H^1(T_h)}$ may be estimated by the contribution to the right hand side of (2.3) from $T_h$. The constants, $C_1$ and $C_2$, are estimated in [FER97] and the best theoretical bounds are of order $\lambda^{-2}$ in general. However in [FER97] it is also shown heuristically that even for small $\lambda$ the numerical values of $C_1$ and $C_2$ are likely to grow more slowly than this. In order to ensure that our adaptive process is robust with respect to $\lambda$ we estimate $C_1$ and $C_2$ by extrapolation from computed error estimates (2.4) for each pair of successive triangulations. The computed $C_1$ and $C_2$ conform to the heuristics mentioned above. Our adaptive scheme is: Choose an initial coarse triangulation and a tolerance. Then:

- Calculate the current finite element solution to the problem.
- Calculate the a posteriori error estimate (2.4), after having estimated the constants $C_1, C_2$. (On the first refinement step these are arbitrarily chosen to be 1.)
- If the error is greater than the chosen tolerance then refine the triangulation:

  A triangle is refined if its contribution to the total a posteriori error estimate exceeds the average error over the triangles by some tolerance.
- Repeat until the tolerance is achieved.

To test the adaptive scheme consider the “off” state PN diode problem: seek $u$ satisfying (1.2) subject to $u = \sinh^{-1}(d/2\delta^2)$ on $\partial \Omega_D$ and $\partial u/\partial n = 0$ on $\partial \Omega_N$. Here $\Omega$ is the unit square and the boundary $\partial \Omega$ is split into $\partial \Omega_D = \{0 \times [0, 1/2] \} \cup \{1 \times [0, 1] \}$ and $\partial \Omega_N = \partial \Omega \setminus \partial \Omega_D$. $d$ in (1.2) is the piecewise constant doping profile of the device and takes a value of $+1$ in the region $\{(x, y) : x^2 + y^2 \leq 0.25\}$ and $-1$ elsewhere. $\lambda$ and $\delta$ are small parameters, which depend on various physical attributes. In this experiment $\lambda$ will vary, but $\delta^2$ is fixed at $1 \times 10^{-7}$. For this problem $u_0 \in H^{1+\alpha}$, where $\alpha < 1/2$. (In the experiments we used $\alpha = 1/2$ in (2.4)).

It has been shown using singular perturbation theory, [MAR84], that the solution of this problem has a layer at the interface between $d = +1$ and $d = -1$ and the width of this layer is of order $|\lambda| \log|\lambda|$ as $\lambda \to 0$. To test our adaptive scheme we try to capture the correct order of $\lambda$ in the width of the interior layer in the computed finite element solution as $\lambda$ varies. In principle it is difficult to define where a layer
"begins" and "ends". However in this case it is known that outside the layer the exact solution is "flat" and in the regions where \( d = \pm 1 \) it has essentially the values \( u = \pm \sinh^{-1}(1/2d^2) \). The layer is defined to start and end when the finite element solution is bounded away from these values by a small number — here we choose 0.03. Selected results for the PN diode problem are presented in Table 1. These show that the desired order of \( \lambda \) is present in the computed widths. We also observe that the number of nodes needed to compute successively more severe layers does not blow up. All the experiments in this paper are obtained using a program combining the packages PETSc (Argonne National Laboratory) and Femlab (Chalmers University of Technology) and use a tolerance of \( 5 \times 10^{-3} \) for the adaptivity.

**Table 1** shows how the numerically computed width of the layer depends on \( \lambda \) as \( \lambda \to 0^+ \). The theory predicts that the width is of order \( \lambda \log(\lambda) \) as \( \lambda \to 0^+ \).

<table>
<thead>
<tr>
<th>( \lambda^2 )</th>
<th>Size of initial grid</th>
<th>Number of refinements</th>
<th>Final number of nodes</th>
<th>Width of layer</th>
<th>Order of ( \lambda ) in width</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 1 \times 10^{-4} )</td>
<td>( 10 \times 10 )</td>
<td>15</td>
<td>2963</td>
<td>0.1527</td>
<td>—</td>
</tr>
<tr>
<td>( 5 \times 10^{-5} )</td>
<td>( 10 \times 10 )</td>
<td>12</td>
<td>3894</td>
<td>0.1111</td>
<td>0.92</td>
</tr>
<tr>
<td>( 1 \times 10^{-5} )</td>
<td>( 20 \times 20 )</td>
<td>16</td>
<td>6453</td>
<td>0.0526</td>
<td>0.93</td>
</tr>
<tr>
<td>( 5 \times 10^{-6} )</td>
<td>( 20 \times 20 )</td>
<td>12</td>
<td>3667</td>
<td>0.0382</td>
<td>0.93</td>
</tr>
<tr>
<td>( 1 \times 10^{-6} )</td>
<td>( 30 \times 30 )</td>
<td>10</td>
<td>4166</td>
<td>0.0193</td>
<td>0.85</td>
</tr>
</tbody>
</table>

3 The Inexact Newton Method

The adaptive scheme described in the previous section solves, to full accuracy, a nonlinear system for each triangulation before computing error estimates and refining the grid. Since a typical refinement process can involve refining a number of triangulations, this may involve a lot of unnecessary effort. In this section we propose an adaptive scheme that considerably reduces this effort. The scheme is similar to those proposed in Xu [XU94] and Axlesson [AXE93].

Our inexact Newton method proceeds by solving the nonlinear problem, to full accuracy, on an initial coarse triangulation and then computes corrections to the calculated solution on a sequence of successively finer triangulations. These corrections involve solving one linearised problem on each of the finer triangulations.

For this adaptive procedure it is rather difficult to prove a priori convergence. Instead we justify the scheme theoretically under the assumption that a sequence of triangulations of optimal approximation power are being generated (only weak assumptions avoiding quasi-uniformity are imposed on these meshes). Under these assumptions we can prove the well-posedness and convergence of the inexact Newton method. In Section 4 we shall demonstrate, empirically, the effectiveness of the adaptive variant of this method.

Thus, for the theory, suppose that we have a sequence of shape regular triangulations
\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
$\lambda^2$ & $\delta^2$ & Linear solves for meth. of Section 2 & Linear solves for inexact Newton \\
\hline
$1 \times 10^{-4}$ & $1 \times 10^{-5}$ & 32 & 17 \\
$1 \times 10^{-4}$ & $1 \times 10^{-7}$ & 22 & 17 \\
$1 \times 10^{-4}$ & $1 \times 10^{-8}$ & 66 & 53 \\
$1 \times 10^{-5}$ & $1 \times 10^{-4}$ & 64 & 20 \\
$1 \times 10^{-7}$ & $1 \times 10^{-4}$ & 156 & 32 \\
$1 \times 10^{-8}$ & $1 \times 10^{-4}$ & 310 & 14 \\
\hline
\end{tabular}
\caption{The number of linear solves required to solve the PIN diode problem for different values of $\lambda$ and $\delta$ using the two methods.}
\end{table}

$\{T_h^k\}$, define $h^k$ to be the maximum diameter of the triangles in $T_h^k$ and denote $V_h^k$ to be the piecewise linear finite element space corresponding to $T_h^k$. Consider problem (1.1). The finite element discretisation on the $k$th triangulation induces a map $F_h^k : \mathcal{V}_h^k \to (\mathcal{V}_h^k)'$ defined by $(F_h^k(u_h), v_h) = (\nabla u_h, \nabla v_h) + (f(u_h), v_h)$, which has the linearisation $(F_h^k)' : \mathcal{V}_h^k \to L(\mathcal{V}_h^k, (\mathcal{V}_h^k)')$ [where $L(A, B')$ denotes the set of all linear operators $A \to B'$ and $B'$ denotes the dual space of $B$]. In each case $\mathcal{V}_h^k$ must be supplied with appropriate boundary conditions. Then if $u_h^k$ is the true finite element solution on the $k$th triangulation, the inexact Newton scheme generates a sequence $\{\hat{u}_h^k\}$ defined by the algorithm:

1. Set $\hat{u}_h^0 = u_h^0$, the exact solution of the nonlinear finite element problem $F_h^0(u_h^0) = 0$ in $(\mathcal{V}_h^0)'$.
2. For $k = 0, 1, 2, \ldots$, iterate the two steps:

- Solve for $\hat{e}_h^{k+1} \in \mathcal{V}_h^{k+1}$: $(F_h^{k+1})' (\hat{u}_h^k) \hat{e}_h^{k+1} = -F_h^{k+1}(\hat{u}_h^k)$
- Update $\hat{u}_h^{k+1} = \hat{u}_h^k + \hat{e}_h^{k+1}$

Define $\Pi_h^k u_0$ to be the finite element interpolant of $u_0$ at the nodes of the triangulation $T_h^k$. We assume, for all $k$, that the following approximation properties ([STW90]) hold: $\|u_0 - \Pi_h^k u_0\|_{H^1} \leq C h^k \|u_0\|_{H^2}$, $\|u_0 - \Pi_h^k u_0\|_{L_\infty} \leq C (h^k)^2 \|u_0\|_{H^2}$, and $\|u_0 - \Pi_h^k u_0\|_{L_2} \leq C (h^k)^2 \|u_0\|_{C^0}$. Here $H^2_W$ is a weighted $H^2$ Sobolev space with weight decaying sufficiently quickly near the points of singularities on the boundary, $C^2_W$ is an analogous weighted $C^2$-space. It is a standard result that, if $h^0$ is sufficiently small, the true finite element solution on the $k$th triangulation, $u_h^k$, exists and satisfies the a priori error estimate:

$$\|u_0 - u_h^k\|_{H^1} \leq C_3 h^k \|u_0\|_{H^2}, \text{ for all } k,$$

where $C_3$ is a constant independent of $h^k$ and $k$.

In order to prove that the inexact Newton method is well-defined we need to assume that the triangulations are not too severely refined at each step. This is natural since it essentially ensures that the sequence of inexact Newton iterates stays within some
suitably small ball centered on the true solution. Thus we assume that there exists a 
\( \gamma > 0 \) and \( \varepsilon \in (0, 1) \), independent of \( h \) and \( k \), such that for all \( k \) \((h^{k})^{2} \leq \gamma (h^{0})^{1+\varepsilon}h^{k+1} \). Then it has been proved in [FER97] that, for \( h^{0} \) sufficiently small, the inexact Newton solution on the \( k \)th triangulation, \( \tilde{u}_{h}^{k} \), is well defined for all \( k \) and satisfies the error estimate:

\[
\|u_{0} - \tilde{u}_{h}^{k}\|_{H^{1}} \leq C_{3}(1 + C_{4}(h^{k})^{r})h^{k}\|u_{0}\|_{H^{r}}.
\]

(3.6)

\( C_{4} \) is a constant independent of \( h^{k} \) and \( k \), and \( C_{3} \) is the constant appearing in (3.5). Thus, neglecting higher order terms, the \emph{a priori} error estimate for \( \tilde{u}_{h}^{k} \) is identical to that for \( u_{h}^{k} \). It can also be shown that, apart from perturbations of order \((h^{k})^{1+\varepsilon}\), \|\(u_{0} - \tilde{u}_{h}^{k}\|_{H^{1}} \) is bounded above and below by \|\(u_{0} - u_{h}^{k}\|_{H^{1}} \).

**Figure 1**  The defect correction finite element solution to the PIN diode problem when \( \delta^2 = 1 \times 10^{-5} \) and \( \lambda^2 = 1 \times 10^{-4} \).

4 Experiments with the Adaptive Inexact Newton Method

The error estimates in the previous section are obtained with \emph{a priori} determined triangulations which have optimal interpolation properties. In practice triangulations determined using adaptive \(L_2\) refinement are used.

To test the inexact Newton method consider the PIN diode problem in its “off” state. This is a problem of the form (1.2) with the mixed boundary conditions considered in Section 2, where \( \Omega \) is taken to be the unit square and \( d = +1 \).
in the set $\Omega_+ = \{(x, y) : 0.75 \leq x \leq 1, 0 \leq y \leq 1\}$, $d = -1$ in the set $\Omega_- = \{(x, y) : 0 \leq x \leq 0.25, 0 \leq y \leq 0.5 \text{ or } \sqrt{x^2 + (y - 0.5)^2} \leq 0.25\}$ and $d = 0$ in $\Omega_0 = \Omega \setminus (\Omega_+ \cup \Omega_-)$. The Dirichlet boundary, $\partial \Omega_D$, is the set $\{0 \times [0, 1/2] \cup [1 \times [0, 1]\}$.

It has been shown in [MRS90] that the solution to the PIN diode problem has substantially different asymptotic behaviour in each of the cases $\lambda \ll \delta \to 0$ and $\delta \ll \lambda \to 0$. In the former case,

$$\psi|_{\Omega_+} = \sinh^{-1}\left(\frac{1}{2\delta^2}\right), \psi|_{\Omega_-} = \sinh^{-1}\left(\frac{-1}{2\delta^2}\right) \text{ and } \psi|_{\Omega_0} = 0,$$

whereas in the latter,

$$\psi|_{\Omega_+} = \sinh^{-1}\left(\frac{1}{2\delta^2}\right), \psi|_{\Omega_-} = \sinh^{-1}\left(\frac{-1}{2\delta^2}\right) \text{ and } \Delta \psi = 0 \text{ in } \Omega_0.$$

We use these known asymptotics to test the accuracy and efficiency of the adaptive inexact Newton method for a variety of $\lambda$ and $\delta$. The initial coarse triangulation was refined using the $L_2$ error estimate (2.4) as described in the previous section. To satisfy the conditions that the triangulations should not change too much, a maximum of 10% of the triangles were refined at each iteration and a triangle was only refined if its error estimate was twice the average of all the error estimates. Pictures of two solutions produced using the inexact adaptive Newton scheme are presented in Figures 1 and 2. These show the correct asymptotic form above (more details are in [FER97]).
The aim of the inexact Newton method is to reduce the amount of computational effort needed to find accurate finite element solutions. The method introduced in Section 2 solves a nonlinear problem for each triangulation, whereas the inexact Newton method only requires one nonlinear solve on the coarsest triangulation and then a linear solve for each of the fine triangulations. The number of linear solves required for each method for a variety of $\lambda$ and $\delta$ is presented in Table 2. It was found that if the inexact Newton scheme was started with too coarse an initial triangulation or the triangles were refined too quickly then the iteration diverged. Even though the inexact Newton method may use a larger number of triangulations and nodes than the method in Section 2 [since the grids are refined more cautiously], we found that it still requires significantly fewer linear solves to produce solutions of the same accuracy.
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Scalability of Industrial Applications on Different Computer Architectures

M. Kahlert, M. Paffrath, and U. Wever

1 Introduction

In the field of partial differential equations, domain decomposition methods are among the most effective parallelization techniques. A direct parallelization leads to so-called data or grid partitioning strategies. The parallel version shows the same algorithmic behavior as the serial one but suffers from a sometimes considerable communication overhead. This disadvantage has led to indirect parallelization strategies which are characterized by an additional outer iteration. This paper presents real life examples from fabrication of semiconductor devices and nuclear reactor analysis, both for a workstation network and for a multiprocessor-shared memory architecture. In [Kah94] we have shown that for process simulation of semiconductor devices direct parallelization methods are superior to indirect ones, even for workstation clusters. In the present paper we restrict ourselves to direct methods for both application fields: parallel multigrid in connection with Newton's method and parallel nonlinear multigrid. In order to reduce communication overhead, the corresponding smoothing algorithms are changed.

The outline of the paper is as follows: Section 2 illuminates some aspects of multigrid parallelization, Section 3 gives an introduction to the applications, namely point defect and neutron kinetics simulation, and presents results for a workstation cluster and a shared memory system.

2 Aspects of Multigrid Parallelization

For both applications linear prolongation and restriction are used, the restriction operator being the transpose of the prolongation operator. On the finer grids, Gauß-Seidel iterations are used as smoother. On the coarsest grid, the system of equations is solved exactly: by serial Gaussian elimination in case of neutron kinetics simulation,
and by a serial or parallel conjugate gradient method in case of process simulation. The serial solution on the coarsest grid can either be computed by a separate host or in parallel by each host. The fastest variant may depend on the underlying hardware architecture. Because communication only takes place in a parallel coarse grid correction and the smoothing algorithm, these algorithms alone are described briefly. After preliminaries on matrix decomposition, parallel conjugate gradients and parallel Gauss-Seidel are described.

Matrix Decomposition

Let $\Omega$, the domain of definition, be decomposed into overlapping or nonoverlapping subdomains $\Omega_i, i = 1, \ldots, N$. Let $Ax = b$ be the basic linear system of equations resulting from, for example, a finite element discretization of the PDE in $\Omega$, $A_i$ the matrix corresponding to the discretization in $\Omega_i$, $b_i$ the right-hand side, and $R_i$ a matrix representing the algebraic restriction of a vector on $\Omega$ to the corresponding on $\Omega_i$. Splitting up $A_i$, $b_i$ and $R_i$ into boundary and inner components, one obtains

$$A_i = \begin{pmatrix} A_{ii} & A_{IB} \\ A_{BI} & A_{BB} \end{pmatrix}, \quad b_i = \begin{pmatrix} b_i^I \\ b_i^B \end{pmatrix},$$

and

$$R_i = \begin{pmatrix} 0 & \cdots & 0 & I & 0 & \cdots & 0 & 0 \\ 0 & \cdots & \cdots & 0 & \cdots & \cdots & 0 & R_i^B \end{pmatrix}.$$  \hspace{1cm} (2.1)

Using these definitions, a decomposition of the basic system is given by

$$\sum_{i=1}^{N} R_i^T A_i R_i x = \sum_{i=1}^{N} R_i^T b_i.$$ \hspace{1cm} (2.3)

Parallel Conjugate Gradient Methods

Conjugate gradient type methods can be parallelized as in [Mey90]. Assume the nonoverlapping domain decomposition with the representation of the basic system given by (2.3). Then two types of local vector representations have to be distinguished:

1. **Non-assembled**: At inner boundaries, a non-assembled vector only contains information on one subdomain and does not coincide with the global vector, e.g., $b_i$ in (2.3).
2. **Assembled**: At inner boundaries an assembled vector coincides with the global vector, e.g., $x_a = R_a x$.

Iteration steps containing summation of two vectors may trivially be parallelized. For a scalar product $< t, r >$ holds

$$< t, r >= \sum_i R_i^T t_i, r >= \sum_i < t_i, R_i r >= \sum_i < t_i, r_i > ,$$

with the assembled vector $r_i$ and the non-assembled vector $t_i$ in domain $i$. So $< t, r >$ can be calculated by summing up the local scalar products $< t_i, r_i >$. The norm $\|r\|$
may be calculated in a similar manner. But for stability reasons, \( \|r\| \) is calculated by

\[
\|r\| = \sqrt{n_i \sum_{i=1}^{N} \|r_i\|^2} ; \quad \|r_i\|^2 = \sum_{j=1}^{n_i} \alpha_j^2(r_i^j)^2,
\]

with \( n_i \) denoting the number of variables in subdomain \( i \). \( \alpha_j^2 \) are weights equal to 1 for inner variables and equal to 0 or 1 for variables on subdomain boundaries. For an inner boundary node, \( \alpha_j^2 \) is 1 for just one adjacent subdomain \( i_0 \) and 0 for \( i \neq i_0 \).

The parallel algorithm is not as stable as the serial one. In practical applications there are sometimes problems in achieving the required accuracy which may have their roots in the assemblies. During the iteration process of the parallel algorithm vectors are assembled with nonzero entries, but the assembled vector should be zero for the converged solution. In the serial program these problems do not occur because the assembly is done before solving the linear system.

**Parallel Gauss-Seidel**

Parallelization of Gauss-Seidel depends on the type of application, e.g., whether we have a scalar equation or a system of equations. Of course, the numbering of the variables, in particular those at the inner boundaries, plays an important role, also the coupling between variables, and whether we choose standard Gauss-Seidel or Block-Gauss-Seidel. In this section, one parallel variant of standard Gauss-Seidel used in point defect simulation is described with the numbering of variables given by (2.1),(2.2),(2.3).

With a decomposition of matrix \( A \) into an upper, lower and a diagonal matrix \( (A = U + L + D) \) one iteration of Gauss-Seidel reads:

\[
Dx^{k+1} = (b - Lx^k) - Ux^k.
\]

(2.4)

Applying partition (2.3) of matrix \( A \) it holds:

\[
\sum_{i=1}^{N} R_i^T D_i R_i x^{k+1} = \sum_{i=1}^{N} R_i^T (b_i - L_i R_i x^{k+1} - U_i R_i x^k).
\]

(2.5)

Splitting up \( U_i, L_i, D_i, R_i \) and \( b_i \) into inner and boundary components as in (2.1),(2.2) leads to

\[
D_s^{I} x_s^{I,k+1} = b_s^I - L_s^{I} x_s^{I,k+1} - (U_s^{I} x_s^{I,k} + U_s^{B} x_s^{B,k})
\]

(2.6)

for the inner variables of domain \( s \) and

\[
\sum_{i=1}^{N} R_i^{B,T} D_i^{BB} x_i^{B,k+1} = \sum_{i=1}^{N} R_i^{B,T} (b_i^B - (L_i^{BI} x_i^{I,k+1} + L_i^{BB} x_i^{B,k+1}) - U_i^{BB} x_i^{B,k})
\]

(2.7)

for the boundary nodes. (2.7) carries a lot of communication. For some applications it may be therefore advantageous to replace (2.7) by the Jacobi iteration. Applying operator \( R_s^B \) one arrives at

\[
(D_s^{BB} + R_s^B \sum_{i \neq s} R_i^{B,T} D_i^{BB} R_i^{B,T}) x_s^{B,k+1} = R_s^B \sum_{i=1}^{N} R_i^{B,T} (b_i^B - (L_i^{BI} x_i^{I,k+1} + L_i^{BB} x_i^{B,k}) - U_i^{BB} x_i^{B,k}.
\]
3 Hardware Environment

In order to make an easier interpretation of the performance tables in the next section, a short description of the used hardware environment is given. The two applications run on a workstation cluster and on a multiprocessor-shared memory architecture. The workstation cluster consists of four Hewlett Packard HP725/75MHz and of 16 SUN4 sparc2 workstations which are connected by Ethernet. The shared memory architecture is a Silicon Graphics Power Challenge with eight processors (R8000/90MHz). To give an idea of the floating point performance of the three different architectures, the theoretical peak performance and the LINPACK benchmark are listed in Table 1.

<table>
<thead>
<tr>
<th>Computer</th>
<th>Peak</th>
<th>Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUN4 Sparc10/51 (90MHz)</td>
<td>50</td>
<td>27</td>
</tr>
<tr>
<td>Hewlett Packard 725 (75MHz)</td>
<td>150</td>
<td>92</td>
</tr>
<tr>
<td>SGI Power Chall. (90MHz) 1 Proz.</td>
<td>360</td>
<td>308</td>
</tr>
</tbody>
</table>

The communication could be performed by interface software packages such as MPI or PVM; see [MPI94, GBD+93, pvm]. On the workstation cluster the Send/Receive is realized by using UNIX sockets. The shared memory variant uses a simple copy mechanism. One of the major advantages of these interfaces is that the software can be transferred to the new platform without any modifications. Further acceleration on the multiprocessor architecture is achieved by using the machine-specific interfaces of SGI. The machine-specific interfaces directly exploit the shared memory structure and need no copy at all. For the current implementations PVM was used.

4 Applications

Point Defects

It is state-of-the-art to simulate point defects in order to obtain a consistent model for dopant diffusion; see [PJK+93]. Diffusion of dopant ions (boron, phosphorus arsenic and antimony) in silicon only takes place by way of interaction with either a silicon interstitial or a silicon vacancy. In the case of inert diffusion an equilibrium concentration of point defects can be assumed. Process steps like oxidation of silicon disturb this equilibrium concentration, thus the transient evolution of point defects has to be simulated. Following Hu [Hu74], point defects are modelled by two linear diffusion equations which are coupled by a nonlinear recombination term. The generation of interstitials depends on the interface velocity between silicon and silicon oxide:

\[
\frac{\partial C_I}{\partial t} = \nabla \cdot (D_I \nabla C_I) - k(C_I C_V - C_I^* C_V^*), \quad C_I(0) = C_I^*, \quad (4.8)
\]

\[
\frac{\partial C_V}{\partial t} = \nabla \cdot (D_V \nabla C_V) - k(C_I C_V - C_I^* C_V^*), \quad C_V(0) = C_V^*, \quad (4.9)
\]
and the boundary conditions

\[
D_I \frac{\partial C_I}{\partial n} = \begin{cases} 
-K_I(C_I - C_I^e) + F(v_{int}) & \text{on } \Gamma \\
0 & \text{otherwise,}
\end{cases} \quad (4.10)
\]

\[
D_V \frac{\partial C_V}{\partial n} = \begin{cases} 
-K_V(C_V - C_V^e) & \text{on } \Gamma \\
0 & \text{otherwise,}
\end{cases}
\] \quad (4.11)

$C_I$ and $C_V$ denote the concentrations of interstitials and vacancies, $C_I^e$ and $C_V^e$ the thermal equilibrium concentrations, $D_I$ and $D_V$ the diffusion coefficients, and $K_I$ and $K_V$ the surface recombination velocities of interstitials and vacancies. $v_{int}$ is the velocity of the interface $\Gamma$ between oxide and silicon. The computational domain is 2D.

For space discretization linear finite elements are used, time discretization is performed by the trapezoidal rule, backward difference method (TRBDF) [BCF+85]. In each time step two nonlinear systems have to be solved by Newton's method. Both linear systems are solved with parallel multigrid.

The multigrid cycles are optimized with regard to the serial algorithm (V-cycles start on coarse grid); see [Kah94]. On the coarsest grid, the serial CGS [Son89] is applied (The parallel CGS leads to a communication overhead). This means that all relevant data has to be sent to a specified host before starting serial CGS there. Table 2 shows the $h$-independence of the multigrid algorithm. The number of multigrid cycles is nearly a constant, while the number of variables increases.

With the use of PVM, the software was transferred to the SGI Power Challenge without any changes. The difference in performance with respect to the SUN4 processor is dramatic. Thus, time measurements make only sense for a large number of variables. Table 2 shows results of the parallel multigrid algorithm for the SUN4 workstation cluster and the SGI Power Challenge.

Table 2 Speed-up of the multigrid algorithm on a SUN4 workstation cluster (first row) and on the SGI Power Challenge (second row). The point defect equations are computed with 162 to 132098 variables. The first number in the Table gives the real time for one timestep (8 Newton iterations) in seconds; the second denotes the number of multigrid cycles.

<table>
<thead>
<tr>
<th>#Variables</th>
<th>162</th>
<th>578</th>
<th>2178</th>
<th>8450</th>
<th>33282</th>
<th>132098</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 domain</td>
<td>4/16</td>
<td>9/20</td>
<td>31/20</td>
<td>111/19</td>
<td>428/18</td>
<td>119/17</td>
</tr>
<tr>
<td>4 domains</td>
<td>7/16</td>
<td>14/20</td>
<td>26/20</td>
<td>57/20</td>
<td>146/18</td>
<td>30/17</td>
</tr>
<tr>
<td>16 domains</td>
<td>22/21</td>
<td>21/21</td>
<td>30/21</td>
<td>49/20</td>
<td>101/18</td>
<td></td>
</tr>
</tbody>
</table>

We have also considered a parallel CGS accelerated by an additive nonoverlapping Schwarz; see also [KPW96]. The local problems associated with the additive Schwarz method are solved by the serial multigrid algorithm. For both architecture platforms considered, the parallel multigrid works faster.
Neutron Kinetics

One major task of reactor core simulation is the calculation of neutron fluxes given by the transient multigroup neutron diffusion equations [FG81]:

$$\frac{1}{v_g} \frac{\partial \phi_g}{\partial t} (r, t) + \nabla \mathbf{j}_g (r, t) + (\Sigma_{ag} + \sum_{g'} \Sigma_{g'g}) \phi_g (r, t)$$

$$= \sum_{g' < g} \Sigma_{gg'} \phi_{g'} (r, t) + \frac{1}{\lambda} \sum_{g' = 1}^G \Sigma_{pgg'} \phi_{g'} (r, t)$$

$$+ \sum_{i=1}^I \chi_{dg}^i \lambda_i C_i (r, t) + S_{ext}^g (r, t) ,$$

$$\mathbf{j}_g (r, t) + D_g \nabla \phi_g (r, t) = 0$$

$$\frac{\partial C_i}{\partial t} (r, t) + \lambda_i C_i (r, t) = \frac{1}{\lambda} \sum_{g' = 1}^G \Sigma_{fgg'} \phi_{g'}$$

in a 3D computational domain. $\phi_g$ and $\mathbf{j}_g$ are the flux and current in energy group $g$, $v_g$ the neutron velocity, $D_g$ the diffusion constant, $\chi_{dg}^i$ are fission spectra of delayed neutrons, $S_{ext}^g$ is the external source, $\lambda$ the eigenvalue of the reactor, $\Sigma_{ag}$,$\Sigma_{gg'}$, $\Sigma_{pgg'}$, $\Sigma_{fgg'}$ are cross sections, $C_i$ the precursor concentration of type $i$, $\lambda_i$ the decay constant. The unknowns to be computed are $\phi_g$, $\mathbf{j}_g$ and $C_i$. At outer boundaries mixed boundary conditions (vacuum or albedo boundary conditions for a reflective medium) hold. Space discretization is done by a nodal expansion method (NEM) [FBW77, FG81]. The domain is subdivided into boxes; (4.12), (4.14) are integrated over the volume and (4.13) over the surfaces of each box. For time discretization implicit Euler is applied in combination with an exponential transformation technique [FG81]. The equations for precursor concentrations can be substituted into the balance equations for the fluxes. This results in the system of finest grid equations. On coarser grids a multiplicative variant of multigrid, CMR (“Coarse Mesh Rebalancing”) [FBMK91], is applied. On grid levels between $L-1$, the coarse mesh equations are solved by red-black Gauss-Seidel, whereas on coarsest grid level $L$ Gaussian elimination is applied.

The basic principle of parallelization is axial domain decomposition. The axial layers of the core are distributed among the processes which solve the NEM equations on the finest grid level and the CMR equations on grid levels 2 to $L-1$.

The parallel neutron kinetics code is part of a coupled thermal hydraulics/neutron kinetics code system [KM94], the thermal hydraulics part running sequentially.

As test example an emergency power case has been chosen. The simulation is performed for three different problem sizes: the first problem with approximately 4000 boxes, the second one with 8000 and the third one with 16000 boxes on the finest grid. Table 3 shows results for a cluster of HP 725 workstations. The execution times are overall execution times including the sequential parts of the program.

In this simulation only the two finest grid levels were computed in parallel, with the number of parallel processes given in the table. The coarser grid levels were computed by a single master process.

The parallelization of the multilevel cycle leads to considerable communication between the processes. Thus much better speed-up factors are expected on a shared
Table 3  Results for the parallel neutron kinetics code on HP 725 workstations with PVM: execution time in seconds.

<table>
<thead>
<tr>
<th>#Processes</th>
<th>Problem 1</th>
<th>Problem 2</th>
<th>Problem 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1P</td>
<td>5185</td>
<td>8395</td>
<td>14533</td>
</tr>
<tr>
<td>2P</td>
<td>4916</td>
<td>6015</td>
<td>16068</td>
</tr>
<tr>
<td>4P</td>
<td>4736</td>
<td>6638</td>
<td>9476</td>
</tr>
</tbody>
</table>

memory computer. Table 4 (each of the first numbers) shows results for the parallel code system using again PVM as parallel platform, the neutron kinetics running on the SGI Power Challenge and the thermal hydraulics on an HP 725 workstation. The basic overhead of parallelization is the same as in the case of workstation clusters, but a Send/Receive of PVM is realized by a simple copy mechanism and the more costly communication through UNIX sockets is avoided. The speed-up factors scale only up to 6 processors; for 8 processors the communication overhead becomes dominant. Further acceleration is achieved by using machine-specific interfaces of SGI instead of PVM which need no copy at all. The results are also shown in Table 4 (the second of each set of numbers).

5 Conclusion

Our goal was to study the scalability of parallel domain decomposition methods in an industrial environment. Three different computer architectures were used: cluster of HP and SUN workstations, and an SGI Power Challenge, a shared memory computer. For point defect analysis, the parallel multigrid with minor modifications turned out to be a very efficient method. It is somewhat surprising, that even on a workstation cluster with its low communication performance, the method works quite satisfactorily. In neutron kinetics simulation, future work concentrates on variants of multigrid with similar convergence rates, but with higher parallel potential for a large number of processors.
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A Shallow Water Model Distributed Using Domain Decomposition

Elías Kaplan

1 Introduction

The aim of the present work is the study of the astronomic and storm tidal currents in the Río de la Plata (35°S, 54°W). The hydrodynamic equations for shallow water in two dimensions, obtained by vertical integration of the Navier-Stokes equations that express the laws of mass and momentum conservation, are numerically solved employing a Leendertse scheme [LL78, Bor85].

Using the divide-and-conquer method of domain decomposition (DD) as the means of parallelization of the numerical solver we obtained a better response in terms of model speed and output detail thanks to flexibility in accommodating local refinement [GK92]. This allows near real-time operation of the model, coupled with transport-diffusion numerical models, for tidal prediction in ocean engineering applications.

The computation is performed in a cluster of high end workstations, communicated by message passing through a FDDI network using PVM [GBD+93]. The computational domain is divided into blocks and a domain partitioner was developed to ensure a good load balancing.

2 The Shallow Water Model

Equations

The shallow water model is formed by the bidimensional unsteady equations of mass (2.1) and momentum (2.2) conservation, obtained by depth averaging Navier-Stokes [GKV+92, KVR92]:

---
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\[
\frac{\partial \eta}{\partial t} + \nabla \cdot (H \nabla) = 0, \quad (2.1)
\]

\[
\frac{\partial \nabla}{\partial t} + (\nabla \cdot \nabla) \nabla - 2(\vec{\Omega} \times \nabla) + g \nabla \eta + \frac{g \nabla \| \nabla \|}{C_h H} + \frac{\tau_x}{\rho H} + \varepsilon \Delta \nabla = 0, \quad (2.2)
\]

where \( \eta \) is the elevation of the water above the mean level and \( \nabla = (u, v, 0) \) is the velocity in the axis coordinates \((x, y, z)\). Moreover, \( H \) is the depth of the water, \( g \) is the gravity acceleration, \( \vec{\Omega} = (0, 0, \omega) \) is the angular velocity, \(-2(\vec{\Omega} \times \nabla)\) is the Coriolis force, \( C_h \) is the Chezy coefficient, \( \rho \) is the sea water density, \( \tau_x = (\tau_{x x}, \tau_{y y}, 0) \) is the wind stress at the sea surface and \( \varepsilon \) is the coefficient for turbulent viscosity.

Advective processes (corresponding to the terms \( \nabla \cdot \nabla \nabla \)) are dominant in atmospheric and oceanic circulation systems governed by shallow waters equations, while diffusive effects are important only in boundary layer regions [Net92]. Any numerical model working on those equations should treat advective effects accurately.

**Discretization**

A finite difference scheme is employed with a staggered mesh, implicit in space and explicit with splitting in the time domain. This *Arakawa class C grid* [Ark88] has good conservative properties and is also well suited to the DD method with overlapped regions as employed here [AL80].

**Figure 1** Distribution of the dependent variables on a two-dimensional grid.
Boundary Conditions

The different types of boundary conditions to impose are [AQS94]:

1. At coastlines, zero normal velocity.
2. Normal velocity is prescribed at boundaries modeling inflow from rivers.
3. Surface elevation is prescribed at south oceanic boundary, modeling a wave that enters the computational domain. Prediction of this elevation is taken from oceanic models [Sch83, Ray93].
4. Open boundary condition to simulate tidal surges that leave the computational domain [RC87]. The criterion used in this development is a variation of the Sommerfeld radiation condition (eq. 2.3):

   \[ \eta_t + c^x \eta_x + c^y \eta_y = 0. \]  \hspace{1cm} (2.3)

   Here \( \vec{c} = (c^x, c^y) \) and \( |\vec{c}| = \sqrt{gH} \) is the wave celerity. The wave at this boundary has the same direction as the water velocity and a sense that lets the surges leave the computational domain.

5. Inter-block boundary condition between the blocks of the DD [DD94, Men91]. In this artificial boundary a Dirichlet condition is imposed to the mass conservation equation (2.1) and a single iteration is performed to allow the overlapping cells to converge.

**Figure 2** Inter-block boundary condition and overlapped area.

In Figure 2 the use of the overlapped region between blocks is shown. Variables marked with a * are used to set boundary conditions in the the block to which they belong; variables marked with a o are to be sent to the adjacent block for use as boundary conditions. This allows a non-blocking send between blocks, improving the performance of the model.
3 Domain Decomposition

In each block of the DD an ADI [LL75, KT92] (implicit in space, alternating directions in the horizontal and vertical successively) method is employed [LM92]. A first approximation of the data in the overlapped area between blocks, marked with a * in Figure 2, is carried out using an explicit computation [CBBK94], resulting in an explicit/implicit hybrid method [DD94].

**Figure 3** Example of a domain decomposition with the overlapped areas.

![Domain Decomposition Diagram](image)

The explicit nature of the computation in the boundary between blocks puts a Courant (3.4) limitation in the time step, facing the less restrictive size of the purely implicit scheme [Ros72, Hir91, DD94]:

\[
dt < \frac{dx}{\sqrt{gH}}
\]

where \(dx\) is the cell size, \(dt\) is the time step and \(\sqrt{gH}\) represents an estimated tidal wave celerity in the area of the continental shelf inside the computational domain.

This scheme gives a speedup of the distributed model, due to the great magnitude of the number of cells to compute, over the serial model. The model is being tested in our virtual “parallel computer”, a cluster of heterogeneous workstations, with a relatively high latency time and average bandwidth, but with an overall good cost/performance ratio. Better results could be achieved in machines with smaller latency time [LM92].

In the domain decomposition great care has been taken in the load balancing keeping in mind the number of cells in each block and the different performance of the workstations.
4 Results

For an improved calibration of the numerical model over the Río de la Plata, an area of the continental shelf must be included in the computational domain. The first test of the model is on a mesh of 400 by 400 km with 1 km grid size, giving 160,000 cells, and a 1 minute time step. A second mesh with 0.5 km resolution gives a total of 640,000 grid points, and a correspondingly reduced time step of 0.5 minutes.

In Figure 4 an application of the model to predict the speed field in low-tide condition is shown. In this figure block divisions are marked using dark lines. Figure 5 compares the surface elevation results of the model, while simulating the semi-diurnal tide component $M_2^2$, with the known astronomic wave component in Montevideo. The astronomic components at the coastal ports, used in the comparison and in boundary conditions, are obtained by harmonic analysis of several years surface elevation records [SOH, SHO].

Figure 4 Low-tide velocity field in the Río de la Plata.

Table 1 shows the speedup of the parallelized model using 4 dedicated workstations communicating by FDDI compared to the serial model. Columns 2 and 3 pictures the Tidal Model run-time for the two meshes employed. In columns 4 and 5 of the table the run-time is measured using the Tidal Model coupled with a transport-diffusion environmental model, which overloads the workstations with a practical application, giving a better speedup in this case.

---

2 This is the main astronomic tide component, it has a period of 12.4206 hours and an amplitude between 0.30 and 0.10 meters in the Argentinian and Uruguayan coasts, respectively.
3 Tidal Model.
4 Tidal and Transport-Diffusion Models coupled.
**Figure 5** Model results and known surface elevation for $M_2$ semi-diurnal tide component.

![Graph showing model results and known surface elevation for M2 semi-diurnal tide component.]

**Table 1** Run time and speedup in 24 hours of simulation.

<table>
<thead>
<tr>
<th>Cell size (m)</th>
<th>1000</th>
<th>500</th>
<th>1000</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of cells</td>
<td>160,000</td>
<td>640,000</td>
<td>160,000</td>
<td>640,000</td>
</tr>
<tr>
<td>TM$^3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Serial run time</td>
<td>57</td>
<td>7h 30'</td>
<td>2h 00'</td>
<td>15h 00'</td>
</tr>
<tr>
<td>Parallel run time</td>
<td>22</td>
<td>2h 20'</td>
<td>40'</td>
<td>4h 15'</td>
</tr>
<tr>
<td>Speedup</td>
<td>2.6</td>
<td>3.2</td>
<td>3.0</td>
<td>3.5</td>
</tr>
</tbody>
</table>
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A Distributed Algorithm for 1-D Nonlinear Heat Conduction with an Unknown Point Source

C.-H. Lai

1 Introduction

The mean tool face temperature involved in intermittent cutting operations such as metal cutting and face milling, has a very important influence on the rate of tool wear and tool life. High temperatures may cause the material to fatigue or deform under face milling or other cutting operations [Sha84]. Therefore accurate simulation of temperature distributions of the work piece subject to milling or cutting is vital in order to lengthen the life time of the tool and to guarantee the quality of the cutting. In particular, real-time simulation of such temperature distributions is of industrial interests.

A major barrier in industry is that cutting temperatures are required experimentally which are then used as empirical data in suitably chosen thermal models. The measurement of physically meaningful temperatures is extremely difficult. It is particularly true for the measurement of deformation or shear zone temperatures. On the other hand, thermal models do not provide direct numerical simulation of the cutting process based on the governing differential equation [Bec85]. In order to provide a simulation software for metal cutting, a numerical algorithm is required. It is natural to assume that the application of a cutting tool at the cutting point is equivalent to the application of a source at the same point. Therefore if one can simulate the equivalent source at the cutting point, then one would be able to simulate the temperature distribution. Such approach is often referred to as an inverse problem approach. The approach is used in this paper for the modelling of a simplified cutting process. The aim of this paper is to study a domain decomposition algorithm for the simulation of temperature distributions along a work piece under cutting operations.

The layout of the paper is as follows. First, a description is given of the model for an idealised cutting problem. Second, the partitioning of the physical problem into a number of subproblems is discussed. Third, a distributed numerical algorithm is introduced. Different numerical schemes are employed in different subdomains in
order to solve different subproblems. Numerical tests are provided for three different types of material. An efficiency analysis is also included. Finally, some conclusions are drawn.

2 An Idealised Cutting Model

Pioneering work in remote sensor methods for the retrieval of temperature distributions can be found in [LNK67]. Recently, such methods have been developed into more mature inverse methods [CW88][Ste91][YW86] for various cutting situations. However, the use of inverse methods becomes pragmatic since analytical temperature distributions are difficult to derive. In this paper, sensors and numerical methods are combined to provide solutions to metal cutting problems.

To simplify the cutting problem, a piece of metal of infinite length and of homogeneous material property along the longitudinal direction, is considered. If the cutting tool is applied at a position along the width direction, then it is possible to assume a one-dimensional analogy of the physical problem. Therefore the domain of interest is along the width only, i.e. \( x_0 < x < x_1 \). Assuming the cutter is applied at \( x = x_c \), then the above cutting problem can be described by the one-dimensional nonlinear unsteady parabolic heat conduction equation,

\[
\frac{\partial \theta}{\partial t} = \frac{\partial}{\partial x} \left( k(\theta) \frac{\partial \theta}{\partial x} \right) + Q_c(t)\delta(x - x_c),
\]  

subject to initial condition \( \theta(x,0) = \Theta(x) \) and boundary conditions \( \theta(x_0,t) = \Theta_0 \) and \( \theta(x_1,t) = \Theta_1 \) where \( \theta(x,t) \) is the temperature distribution, \( k(\theta) \) is the conductivity of the metal, \( Q_c(t) \) is the equivalent source being applied at \( x = x_c \), and \( \delta(x - x_c) \) is the Dirac delta function.

The continuity of the function \( \frac{\partial \theta}{\partial t} \) at \( x = x_c \) suggests that \( \int_{x_c^-}^{x_c^+} \frac{\partial \theta}{\partial t} \, dx = 0 \). Hence the equivalent source strength can be obtained by integrating (2.1) from \( x = x_c^- \) to \( x = x_c^+ \) to give

\[
k(\theta) \left. \frac{\partial \theta}{\partial x} \right|_{x_c^+} - k(\theta) \left. \frac{\partial \theta}{\partial x} \right|_{x_c^-} + Q_c(t) = 0.
\]

The above equation is used to retrieve the source strength. Hence the temperature gradients just to the left (\( x = x_c^- \)) and to the right (\( x = x_c^+ \)) of the cutter must be known. A temperature sensor is attached at \( x = x_s \), such that \( x_s < x_c < x_1 \), and let the temperature measured by means of the temperature sensor be \( \theta(x_s,t) = T(t) \). However, it is not necessary to have \( x_s \) being less than \( x_c \). The purpose of the temperature sensor is to complete the problem described in (2.1) and to allow the computation of the temperature gradients. The knowledge of the measured temperature at the sensor is then used to back-calculate average or effective measures at the cutting point. Such inverse methods avoid the basic difficulties of the direct method since remote temperatures can be measured more easily and accurately.

For computer simulation purpose, the sensor temperature is modelled by the sinusoidal function \( T(t) = \alpha \sin \omega t \). Its maximum value is governed by the amplitude \( \alpha \) and its variation with respect to time is governed by the angular frequency \( \omega \).
3 Problem Partitioning

In order to solve the inverse problem given in (2.1) with the extra condition given at $x = x_s$, the problem is partitioned into three subproblems defined in the subdomains namely, $S_1 = \{x : x_0 < x < x_s\}$, $S_2 = \{x : x_s < x < x_e\}$, and $S_3 = \{x : x_e < x < x_1\}$. The partition is basically driven by the problem at the physical level [Lai94] and the effect is to remove the unknown source term $Q_c(t)$. In other words, the differential equations in these three subdomains do not involve the Dirac delta function. Since the temperature is given at $x = x_0$ and there is a temperature sensor located at $x = x_s$, therefore Dirichlet boundary conditions are defined at the boundary of $S_1$. One can then solve the differential equation to obtain the derivative $\frac{\partial u}{\partial x}(x, t)$. Hence with the knowledge of the temperature $\theta(x, t)$ acquired by the temperature sensor at $x = x_s$, an initial value problem can be formulated in $S_2$. Therefore $\theta(x, t)$ can be obtained by solving the initial value problem. Note that $k$ drops out because $k(u_1) = k(u_2)$ at $x = x_s$. Finally another Dirichlet problem can be formulated in $S_3$. Thus, we have the three subproblems as follow:

$$SP_1: \frac{\partial u_1}{\partial t} = \frac{\partial}{\partial x}(k(u_1) \frac{\partial u_1}{\partial x}) \text{ in } S_1$$
subject to $u_1(x, 0) = \Theta(x)$, $u_1(x_0, t) = \Theta_0$, $u_1(x_s, t) = T(t)$.

$$SP_2: \frac{\partial u_2}{\partial t} = \frac{\partial}{\partial x}(k(u_2) \frac{\partial u_2}{\partial x}) \text{ in } S_2$$
subject to $u_2(x, 0) = \Theta(x)$, $u_2(x_s, t) = T(t)$, $\frac{\partial u_2(x_s, t)}{\partial x} = \frac{\partial u_1(x_s, t)}{\partial x}$.

$$SP_3: \frac{\partial u_3}{\partial t} = \frac{\partial}{\partial x}(k(u_3) \frac{\partial u_3}{\partial x}) \text{ in } S_3$$
subject to $u_3(x, 0) = \Theta(x)$, $u_3(x_e, t) = u_2(x_e, t)$, $u_3(x_1, t) = \Theta_1$.

The above three subproblems are well-defined [Bec85][Zwi89], and a unique solution exists for each of them. The direct sum of these subproblem solutions gives the temperature distribution of the original problem, i.e.

$$\theta(x, t) = \begin{cases} u_1(x, t), & x \in S_1 \\ u_2(x, t), & x \in S_2 \\ u_3(x, t), & x \in S_3 \end{cases} \quad (3.3)$$

Note that the above algorithm is intrinsically sequential. However, a careful load balancing would make a distributed algorithm with minimal communication possible.

4 The Distributed Numerical Algorithm

One obvious way of distributing subproblems is to employ as many loosely coupled workstations as the number of subproblems. In the present case there should be three workstations. It is possible to treat the algorithm as a pipe line process, in which case the solution of $SP_1$ at a new time step will be computed first and then $SP_2$, etc. Therefore there is a time-lag for $SP_3$ compare with $SP_2$ and $SP_1$, i.e. all of the three workstations are occupied with work at the beginning of the third time step and before the last two time steps. Let $W_{SP_1}$ denotes the computational work involved in solving $SP_1$. The situation $W_{SP_1} \neq W_{SP_2} \neq W_{SP_3}$ yields a distributed algorithm
with computing time depending on $\max\{W_{SP1}, W_{SP2}, W_{SP3}\}$. Since the sensor is located in the neighbourhood of the cutter, therefore the subdomain $S_2$ is usually very small. On the other hand, $u_1(x, t) = T(t)$ is known, the subproblem $SP_1$ can be operated completely independent of $SP_2$ and $SP_3$. It is therefore possible to reduce the communication time by putting $SP_2$ and $SP_3$ into a workstation for sequential process. In such situation, the computation of the source strength does not involve inter-processor communication. To maintain load balancing in the two workstations, we require $W_{SP1} \approx W_{SP2} + W_{SP3}$. The equality means that the two processes are synchronised. If $W_{SP1} \neq W_{SP2} + W_{SP3}$, then it is important that $\frac{\partial u_1(x,t)}{\partial x}$ is sent from the first processor to the second processor and is kept in the local memory of the second processor for the use in subsequent computations. For synchronised processes, such storage is not necessary. The distributed algorithm is given as:

**Distributed Algorithm for Metal Cutting Process**

Processor 1:

for $i = 1, \ldots, N_{\text{steps}}$

\[ t := i \times \Delta t; \]

Compute the solution of $SP_1$ at time $t$; Compute $\frac{\partial u_1(x,t)}{\partial x}$; Non-blocking Send $\frac{\partial u_1(x,t)}{\partial x}$ to Processor 2;

do-f end

Processor 2:

for $i = 1, \ldots, N_{\text{steps}}$

\[ t := i \times \Delta t; \]

Blocking Receive $\frac{\partial u_1(x,t)}{\partial x}$ from Processor 1; Compute the solution of $SP_2$ at time $t$; Compute the solution of $SP_3$ at time $t$; Compute $\frac{\partial u_3(x,t)}{\partial x}$;Retrieve $Q_c(t)$ using (2.2); end-f end

The meaning of non-blocking send in the above algorithm is that computation in the sending processor resumes as soon as the message is safely on its way to the receiving processor. The meaning of blocking receive in the above algorithm is that the receiving processor has to wait until the correct message from the sending processor has arrived.

**Numerical Schemes**

A first order forward difference approximation of the temporal derivative and a second order central difference approximation of the spatial derivatives are used in the subproblems $SP_1$ and $SP_3$. An explicit scheme is resulted from the difference approximation. Dropping the subscripts used in denoting the subdomains, the explicit scheme for $SP_1$ and $SP_3$ can be written as

\[ u_i^{(n+1)} = rb_i^{(n)} u_{i-1}^{(n)} + (1 - r(a_i^{(n)} + b_i^{(n)}))u_i^{(n)} + ra_i^{(n)} u_{i+1}^{(n)}, \]

where $i$ denotes the $i$-th grid point, $r = \frac{\Delta t}{\Delta x}$, $a_i^{(n)} = \frac{k_i^{(n)} + k_{i+1}^{(n)}}{2}$, $b_i^{(n)} = \frac{k_i^{(n)} - k_{i-1}^{(n)}}{2}$, denotes the time-step, $\Delta t$ is the step size along the temporal axis and $\Delta x$ is the mesh size along the spatial axis $x$.

The subproblem $SP_3$ becomes a second order initial value problem along the spatial dimension when the first order backward difference approximation, denoted as $m$, of
Table 1  Conductivity parameters.

<table>
<thead>
<tr>
<th>Material</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.5</td>
<td>-1.1</td>
<td>1.0</td>
<td>-1.0</td>
</tr>
<tr>
<td>B</td>
<td>0.8</td>
<td>-0.5</td>
<td>0.01</td>
<td>-0.01</td>
</tr>
<tr>
<td>C</td>
<td>1.0</td>
<td>-0.3</td>
<td>0.001</td>
<td>-0.001</td>
</tr>
</tbody>
</table>

the temporal derivative at \( x = x_s \) is substituted into \( \frac{\partial u}{\partial t} \) of \( SP_2 \). A one-step modified Euler integration scheme is applied to solve the initial value problem and is written as in the following pair of calculations,

\[
\begin{align*}
\begin{pmatrix} u \\ v \end{pmatrix}^* &= \begin{pmatrix} u \\ v \end{pmatrix} + \Delta x \tilde{l} , \quad \begin{pmatrix} u \\ v \end{pmatrix}^{\text{new}} &= \begin{pmatrix} u \\ v \end{pmatrix} + \frac{\Delta x}{2} \left\{ \tilde{l} + \tilde{l}^* \right\} ,
\end{align*}
\]

(4.5)

where \( v = \frac{\partial u}{\partial x} \), \( \tilde{l} = \tilde{l} \left( \begin{array}{c} u \\ v \end{array} \right) = \left( \begin{array}{c} \frac{v}{K} - \frac{k'}{k} u^2 \end{array} \right) \) and \( \tilde{l}^* = \tilde{l} \left( \begin{array}{c} u \\ v \end{array} \right)^* \). A second order accurate solution may be obtained for each of the three subproblems. Therefore it is expected to have a second order accurate global solution for the inverse problem (2.1). The effect of global truncation errors for \( SP_2 \) is minimised because of the small size of the subdomain which usually consists of only a few modified Euler steps. Since the numerical schemes in \( SP_1 \) and \( SP_3 \) are explicit, therefore the CFL condition, \( \Delta t \leq \frac{\Delta x}{2K} \) where \( K = \max \{ k_i^{(n)} \} \), must be satisfied.

A sequential Fortran program has been written to perform the above tasks. PVM (Parallel Virtual Machine) [Gei94] is used to provide distributive directives in order that the tasks can be distributed onto a network of Sun workstations. For the present studies, only two Sun workstations are required.

**Numerical Tests**

A number of tests was performed by taking the conductivity as \( k(u) = a + bu + cu^2 + du^3 \), where \( a, b, c, \) and \( d \) are parameters used to describe the material property of a piece of metal. Table 1 shows three sets of different conductivity parameters used in the subsequent tests. The nonlinearity of the conductivity decreases as \(|c|\) and \(|d|\) decreases. In particular the last set of conductivity parameters represents almost a constant conductivity. For the conductivity as shown in Table 1, \( \alpha \) and \( \omega \) are chosen to be 0.4 and 2\( \pi \) respectively. The boundary points are located at \( x = x_0 \) and \( x_1 \). The initial value \( \Theta(x) \) and the boundary values \( \Theta_0 \) and \( \Theta_1 \) are chosen to be zeros. The locations of the sensor and the cutter, i.e. \( x_s \) and \( x_c \), are chosen to be 0.4 and 0.5 respectively. Numerical results are provided for two mesh sizes \( \Delta x = \frac{1}{20} \) and \( \Delta x = \frac{1}{40} \) and the corresponding \( \Delta t's \) are chosen to be 0.001 and 0.0002. The resulting numbers of modified Euler steps in \( SP_2 \) are two and four respectively. Temperature distributions at \( t = 1.1 \) seconds are shown in Figure 1. The results show that \( \Delta x \) has little effect on the temperature distribution. Source strength variations with respect to \( t \) for different mesh sizes are also similar.
**Efficiency Analysis**

In order to study the parallel computational work, the number of elementary operations per grid point per time-step is needed. The number of elementary operations involved in the numerical schemes are listed in Table 2. In this analysis, it is assumed that the workstations are loosely coupled in a local network such as Ethernet. It is easy to work out the number of operations for the explicit scheme as 43. Let $t_s$ be the CPU time required to perform 43 floating point operations, then the CPU time required to march one time-step in $SP_1$ and $SP_3$ are $n_1 t_s$ and $n_3 t_s$ respectively where $n_1$ and $n_3$ are the number of grid points in $SP_1$ and $SP_3$. By counting the operations involved in the modified Euler’s method, the CPU time required to march one time-step forward in $SP_2$ is $\frac{56}{43} n_2 t_s$. Therefore the following parallel computational time for $n$ time steps is estimated,

$$ t_p = n_1 t_s + \frac{56}{43} n_2 t_s + n_3 t_s + (n - 1) \max\{n_1 t_s, \frac{56}{43} n_2 t_s + n_3 t_s\} + t_c $$

where $t_c$ is the average communication time between any two workstations. The speed-up can then be estimated as

$$ S = (n_1 + \frac{56}{43} n_2 + n_3) t_s n / t_p $$ (4.6)

It is natural to ignore $t_c$ during evening or weekend runs, and as $n \to \infty$, the ideal speed-up is obtained as

$$ S = \frac{n_1 + \frac{56}{43} n_2 + n_3}{\max\{n_1, \frac{56}{43} n_2 + n_3\}} $$ (4.7)

The relation

$$ n_1 = \frac{56}{43} n_2 + n_3 $$ (4.8)

is used to check the load balancing of the distributed algorithm. For the case $n_1 > \frac{56}{43} n_2 + n_3$, $S = 1 + \frac{56}{43} \frac{n_2}{n_1} + \frac{n_3}{n_1}$, for the case $n_1 = \frac{56}{43} n_2 + n_3$, $S = 2$, and for the case $n_1 < \frac{56}{43} n_2 + n_3$, $S = \left( \frac{56}{43} \frac{n_2}{n_1} + \frac{n_3}{n_1} \right)^{-1} + 1$. Therefore, the speed-up ratio satisfies $1 < S_p \leq 2$, for any positive integer $n_1$. If the problem size approaches the limits $\frac{n_2}{n_1} \to 0$ and $\frac{n_3}{n_1} \to 1$, then the ideal speed-up approaches 2. Figures 2 and 3 confirm the above result by plotting CPU times against various problem sizes in both sequential and distributed runs. The results shown in these figures were run on SUN SPARC5 workstations connected locally by Ethernet.

The analysis above shows that the use of multi-step methods for the solutions of the initial value problem in $SP_1$ is not recommended because the communication time will increase. However, if $SP_1$ is a small subdomain which requires $SP_2$ to be solved with $SP_1$ in a processor in order to achieve load balance, then multi-step methods can be employed which do not increase the communication time.

5 Conclusions

The use of the distributed algorithm for the retrieval of heat source at the cutter and the calculation of the temperature distribution is presented. PVM is used to examine
Table 2  Operations count.

<table>
<thead>
<tr>
<th>Elementary Operations</th>
<th>k(u)</th>
<th>k'(u)</th>
<th>r</th>
<th>m</th>
<th>k'/r</th>
<th>a_i</th>
<th>b_i</th>
<th>f</th>
<th>(u'')</th>
<th>(u_n)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>9</td>
<td>7</td>
<td>2</td>
<td>2</td>
<td>17</td>
<td>20</td>
<td>11</td>
<td>23</td>
<td>27</td>
<td>29</td>
</tr>
</tbody>
</table>

Figure 1  Temperature distributions for $h = \frac{1}{20}$ and $h = \frac{1}{30}$ at $t = 1.1s$. 

the efficiency of the algorithm in a distributed environment. Numerical results show that the algorithm is scalable. Fast and parallel numerical schemes may then be used within individual subproblems to reduce the overall computing time.
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Figure 3 Speedup ratio.


Domain Decomposition of an Atmospheric Transport–Chemistry Model

Andreas Müller

1 Introduction

The simulation of temporal and spatial distribution of reactive constituents of the atmosphere relies on a set of coupled nonlinear partial differential equations in space, time and the considered species. The numerical approach to the solution of these equations of balance is the discretization of space and time. A numerical solution of this system has especially to consider that the temporal scales relevant to the meteorological processes differ largely from those relevant to chemical processes. Therefore the system of balance equations is split into two systems - a transport- and a chemistry system. In every time-step the model first solves for each species the transport component. The transport-system uses extensively the concept of operator-splitting - the transport-equation is split into an advection- and a diffusion-equation ([Str68]). Each of these three-dimensional equations is decomposed into a series of it’s one-dimensional components. The one-dimensional advection-equations are solved by the FCT-method, the diffusion-equations are solved by a modified second-order Lax-Wendroff-method ([BB76],[vL74]). After this at each grid point the rate of change of each species concentration resulting from the chemical kinetics - expressed by a set of coupled, nonlinear ordinary differential equations - is solved by the chemistry solver. Because of the stiffness of the system a semi-implicit method is used ([GJM82]).

At the Institut für Meteorologie und Klimaforschung of the Research Center Karlsruhe and of the University Karlsruhe for regional scales a sophisticated numerical model system consisting of the meteorological model KAMM [AF73], the transport model DRAIS [TD88] and the chemical reaction model RADM [CBI+87] has been developed since years. KAMM models the velocity field necessary for DRAIS whereas RADM evaluates the chemical interaction equations. The presentation at hand concentrates on the model parts DRAIS and RADM because these parts need nearly the whole computation time of the model.

Typical grids consist of 50000–100000 grid points on which the physical processes are
simulated with time-steps up to 20 seconds. In contrast the chemistry simulation works with time-steps between 0.1 and 5 seconds. A one-day simulation with 26 species takes about 12 hours computing time by using the vector computer VP400. An overview of explicit meteorological applications and visualization of numerical results is given in [Fie93].

The method of domain decomposition is used to parallelize the solution process of the model system. It will be shown that the use of domain decomposition is a good possibility to shorten the response time on parallel computers strongly. Another advantage of this method is that on parallel computing systems it can be engaged to simulate larger problems because of the data can be maintained on the local memories of the computing system.

2 Governing Equations

Neglecting molecular diffusion the spatial and temporal distribution of the concentration field \( c_s(\mathbf{r}, t), s = 1, \ldots, n \) of a set of \( n \) species is given by the system of balance equations:

\[
\frac{\partial c_s}{\partial t} + \nabla \cdot (c_s \mathbf{v}) = S_{c_s}, \quad s = 1, \ldots, n,
\]

(2.1)

where \( \mathbf{v} \) is the wind velocity and \( S_{c_s} \) are source and sink terms due to for example emissions, chemical reactions or deposition at the ground.

Due to the typical different time scales relevant to the various processes under consideration each equation is split into an homogeneous and an inhomogeneous part in view of the numerical solution of the system. The homogeneous part of the balance equations refers to the meteorological transport and the inhomogeneous part to the chemical reactions. The latter is accepted to be independent of spatial derivations. Thus the solution of (2.1) will be the replaced by solving (2.2) and (2.3) successively

\[
\frac{\partial c_s}{\partial t} + \nabla \cdot (c_s \mathbf{v}) = 0 \quad s = 1, \ldots, n
\]

(2.2)

\[
\frac{\partial c_s}{\partial t} = S_{c_s} = f_s(c_1, \ldots, c_n, t) \quad s = 1, \ldots, n.
\]

(2.3)

Applying these equations to the turbulent system of the atmosphere all variables \( \phi \) are decomposed into a mean \( \phi^\circ \) and a fluctuating part \( \phi' \) (Reynolds-decomposition). In chemistry the fluctuating parts are neglected. The turbulence is closed with a first order parameterization ([MY74]). So under the assumption of shallow convection ([DF69]) we can write the equations of conservation (2.2) as

\[
\frac{\partial \bar{c}_s}{\partial t} + \nabla \cdot (\bar{c}_s \mathbf{v}) - \bar{c}_s (\nabla \cdot \mathbf{v}) = \nabla \cdot (\mathcal{K} \cdot \nabla c_s),
\]

(2.4)

with \( \mathcal{K} \) the tensor of diffusion. Because of the generally not flat bottom of the model terrain following systems of coordinates are used. By a transformation of the irregular z-coordinate the model volume is transformed into a cube ([GCS75]). Because of that numerical methods for structured grids can be employed.
3 Numerical Solution

Figure 1 shows the sequence of calculation. In order to solve the meteorological transport equation (2.4) this equation is decomposed into a three-dimensional advection and into a three-dimensional diffusion equation ([Str68]). Both are solved in a transport-step. After this the rate of change of the species concentrations is calculated by the chemistry-simulator. The numerical scheme at the n-th step we can express by operators:

$$ c_{n+1} = C \circ (A + D) c_n $$

$$ D = \sum D^i $$

with the operators $A$, $C$ and $D$ referring to advection, diffusion and chemical composition. The index $i$ characterizes the spatial direction.

The transport-simulator splits the three-dimensional advection- and diffusion equations in the one-dimensional compounds ([Str68]). The time-integration of these equations uses forward-Euler discretization. The one-dimensional equations of advection are solved by the FCT-method (flux-corrected-transport). The diffusion equations are solved by a modified second order Lax-Wendroff difference-method ([BB76],[vL74]). The transport equations have to be solved for each species. Their solution is independent of each other.

To model the chemistry a stiff system of nonlinear ordinary equations

$$ \frac{dc_s}{dt} = f_s(c_1, \ldots, c_n, t), \ s = 1, \ldots, n. \quad (3.5) $$

has to be solved. On the assumption of a production rate $a_s$ of a species $s$ (independent of its own concentration) and a loss rate $b_s \cdot c_s$ we can write equation 3.5 in the following form:

$$ \frac{dc_s}{dt} = f_s(c_1, \ldots, c_n, t) = a_s - b_s \cdot c_s , \ s = 1, \ldots, n. \quad (3.6) $$

Because of the coupling of different species by chemical reactions the functions $a$ and $b$ are in general not constant but dependent on the concentrations of other species. The algorithm is a predictor-corrector integration scheme with internal self-adaptive time-steps. [GJM82].
4 Domain Decomposition

The topological regular grid is decomposed into sub-grids by hyper-planes parallel to planes formed by two coordinate axes.

Now we want to discuss the use of a different number of coordinates for domain decomposition (dimension) with regard to the parallelization of the problem. So the aim of this work is to investigate the benefit the domain decomposition for acceleration without changing anything in the physical and the numerical processes of modeling and solution.

For the first we consider a transport–step of the constituents. In a transport–step three one–dimensional advection and three one–dimensional diffusion equations are solved by explicit schemes. Meanwhile a transport–step the solution of advection and diffusion equations in a sub-domain doesn’t need any data of an other sub-domain [Mii96].

![Figure 2](image)

**Figure 2** Structure of data dependence in a grid point $G_{ijk}$ for a transport–step.

Let the grid be decomposed by $n - 1, n \geq 2$ hyper-planes

$$H_j = \{(x, y, z) \in G; y = c_j\}, \ j \in J,$$

in $n$ disjunctive sub-grids $G_j$

$$G = \bigcup_{j \in J} G_j,$$

$$G_j \cap G_{j'} = \emptyset \text{ for } j, j' \in J,$$

$$J = \{i; i = 0, \ldots, n - 1\}.$$

Each of the $n$ processors gets for simulation the sub–grid $G_j$ defined by

$$G_j := [1, IX] \times [y_r(j), y_s(j)] \times [1, IZ]$$
IX, IY and IZ are the number of grid points in $x$-, $y$- and $z$-direction. With

$$B = [IY/IYP]$$

and

$$R = IY \pmod{IYP}$$

we can define the $y$–index of the boundary grid points of the sub-domains by (l: left, r:right):

$$y_l(0) := 1$$

$$y_r(0) := \begin{cases} B + 1 & \text{for } R > 0 \\ B & \text{for } R = 0 \end{cases}$$

$$y_l(j) := y_r(j - 1) + 1$$

$$y_r(j) := \begin{cases} y_l(j) + B + 1 & \text{for } j < R \\ y_l(j) + B & \text{for } j \geq R. \end{cases}$$

The different numerical load at the physical boundary grid points is not relevant for the considered problem size.

After the simulation of the change of the concentrations caused by advection and diffusion the change of the concentration caused by chemistry is calculated. Using the same domain decomposition for the chemistry–module there is no communication from the transport step necessary because the simulation of the chemical interaction runs at each grid point independent of other grid points. Before the beginning of the next meteorological step communication has to take place.

In figure 3 the used computation time for a chemistry–step is shown for different processors summed over all vertical grid point layers of the model. Because of the higher gradients of the concentrations of most species the need of computation time in the layers near the bottom is higher. (The vertical layers are countered from the top.) The reason therefore is a smaller internal time-step for grid points with spatial high gradients and so for a fixed time interval between transport and chemistry locally differing number of iterations of the implicit method.

So we use the common domain decomposition only in one or two horizontal components. The decomposition of the vertical components by horizontal sections on different processors is not suited because of the inhomogeneous distribution of work between the different horizontal layers which is caused by the implicit chemical solver.

The distribution of the calculation of sub-domains to different processors leads to logical boundary grid points. The calculation at these grid points needs data from ghost points which exist in the memory of other processors.

Figure 4 shows the structure of the communication of the two–dimensional decomposition. Data on grid points (ghost points) lying in the dark areas are sent by corresponding processors. Processors dealing with domains without physical boundaries have to communicate with four other processors, others communicate with a corresponding number of processors.
Figure 3  Distribution of CPU-time of a chemistry-step between seven processors

Figure 4  Symbolic representation of the communication of processors dealing with sub-domains without physical boundaries for a two-dimensional decomposition

5 Results

The implementation of the described parallelization has been performed on the MIMD-computer Paragon XP/S using explicit message passing. The grid size is 49 × 53 × 25. In each grid point 26 different species have been considered.

The measurements are given in table 1. The two-dimensional parallelization is based on a dividing of the x- and the y-axes. Let IXP and IYP be the numbers of parts IX and IY are decomposed into. Results are given in table 2.

The main loss of efficiency documented in table 1 and 2 is caused by the different calculation efforts at different processors. The main reasons for this are properties of the division of entire numbers (a nonzero remainder leads to a load imbalance between different processors) and the imbalance in the chemistry-model which is a consequence of the implicitness of the solver. So the refinement of the decomposition leads to increasing differences in calculation time meanwhile the chemistry-step between processors dealing with different sub-domains [Mül96].

Up to 70 processors an efficiency greater than 50% has been measured so that this strategy is well suited for parallelizing the model. Grids with a linear increasing number of grid points in the horizontal layers can be expected to be calculated in the same time if an appropriate linear increase of the number of the involved processors is given [Mül96].
Table 1  CPU-time and efficiency for one-dimensional decomposition

<table>
<thead>
<tr>
<th>processors</th>
<th>computation time</th>
<th>efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>90.1</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>46.6</td>
<td>0.97</td>
</tr>
<tr>
<td>3</td>
<td>31.9</td>
<td>0.94</td>
</tr>
<tr>
<td>5</td>
<td>20.0</td>
<td>0.90</td>
</tr>
<tr>
<td>7</td>
<td>14.2</td>
<td>0.91</td>
</tr>
<tr>
<td>9</td>
<td>11.7</td>
<td>0.86</td>
</tr>
<tr>
<td>13</td>
<td>8.7</td>
<td>0.80</td>
</tr>
<tr>
<td>17</td>
<td>7.6</td>
<td>0.70</td>
</tr>
<tr>
<td>25</td>
<td>5.8</td>
<td>0.62</td>
</tr>
</tbody>
</table>

Table 2  CPU-time and efficiency for two-dimensional decomposition

<table>
<thead>
<tr>
<th>$I XP \times I Y P$</th>
<th>processors</th>
<th>computation time</th>
<th>efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2,4)</td>
<td>8</td>
<td>12.8</td>
<td>0.88</td>
</tr>
<tr>
<td>(2,12)</td>
<td>24</td>
<td>5.2</td>
<td>0.72</td>
</tr>
<tr>
<td>(4,6)</td>
<td>24</td>
<td>5.4</td>
<td>0.70</td>
</tr>
<tr>
<td>(2,25)</td>
<td>50</td>
<td>3.4</td>
<td>0.53</td>
</tr>
<tr>
<td>(4,17)</td>
<td>68</td>
<td>2.6</td>
<td>0.51</td>
</tr>
<tr>
<td>(6,13)</td>
<td>78</td>
<td>2.7</td>
<td>0.43</td>
</tr>
<tr>
<td>(4,25)</td>
<td>100</td>
<td>2.2</td>
<td>0.41</td>
</tr>
<tr>
<td>(8,17)</td>
<td>136</td>
<td>2.0</td>
<td>0.33</td>
</tr>
</tbody>
</table>

Acknowledgement

This work was been while the author was at the Institute für Meteorologie und Klimaforschung of the Research Center Karlsruhe and of the University of Karlsruhe. The implementation and the measurements of the parallel program were done at the Paragon XP/S of the Research Center Jülich.

REFERENCES


Domain Decomposition Methods for Three-Dimensional Thermoelastic Problems on Parallel Computers

Ralf Quatember and Wolfgang L. Wendland

1 Introduction

For the computation of thermoelastic and thermoelastic-plastic stress distributions in engine parts, boundary element methods are used, for instance by the Mercedes-Benz company. These methods are preferred to FE methods because of the decisively faster mesh generation (presently three instead of twelve months). Moreover, substructuring arising from the geometrical data and different material constants on subdomains can nowadays be realized efficiently on parallel computers. In substructuring, coupling interfaces have to be introduced in the interior of the original domain.

For the computation of complex structures, serial high performance computers as the CRAY C94 are no longer able to handle the large systems of equations and data. As a result, only rather simple machine parts can currently be simulated with the traditional software.

In this work, we present a domain decomposition algorithm which is suitable also for rather complex problems. A numerical comparison between a sequential, a (data-) parallel, and a domain decomposition boundary element program is presented.

For the practical work, a pure “number crunching” program is not sufficient. Since we have to solve problems in $\mathbb{R}^3$, the visualization of the input data and the computed results is an important part of our work as well. Moreover, it is necessary to generate test meshes for the three-dimensional problems.

Figure 1 shows a typical flow-chart for our project, which is divided into the following tasks:

1. Generation of the mesh and input data (tractions and displacements) or the adaption of meshes and input data given by our partner from industry.
2. Controlling of the mesh and mesh refinement if necessary.
Figure 1 A typical flow-chart of our project
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computation of 3D elastic problems

visualization of the computed results

3. Solution of the three-dimensional elasticity problem. Here we can use one of our three boundary element programs:

(a) BEM-SEQ: sequential boundary element program,
(b) BEM-PAR: (data-)parallel boundary element program. This means that the system of equations is generated distributedly and solved in parallel on the family of processors, and
(c) BEM-DD: boundary element program for the solution of the problem by a domain decomposition algorithm on multiple processors.

4. Visualization of the computed results.

In [QSW97] we present a program which handles the visualization and the mesh generation of surface meshes in $\mathbb{R}^3$. This program manages triangles as well as quadrangles on the boundary surface, which are described by linear or quadratic form functions. In section 2 we describe our domain decomposition algorithm and in section 3 we present some numerical results.

2 Domain Decomposition Formulation

Let us consider a three-dimensional thermo-elastic body in the domain $\Omega \subset \mathbb{R}^3$ with given displacements $g$ on the boundary part $\Gamma_D$ and given boundary stresses $h$ on the remaining boundary part $\Gamma_N$.

We further assume that a temperature field $\theta(x)$ is given in $\Omega$. Then the volume
forces \( \bar{f} \) can be split into a thermo-elastic (Duhamel-Neumann material law [Kup79]) and an elastic part:

\[
\bar{f}_i = f_i - \frac{\partial}{\partial x_i} \left[ \left( 2\mu(x) + 3\lambda(x) \right) \alpha(x) \theta(x) \right] \text{ for } i = 1, \ldots, 3. \tag{2.1}
\]

Here \( \alpha \) is the given coefficient of linear heat expansion. For given volume forces we can write the static equilibrium equations as

\[
\sigma_{ij,j}(u, x) + \bar{f}_i(x) = 0 \text{ for } i = 1, \ldots, 3 \text{ and } x \in \Omega, \tag{2.2}
\]

where the stress tensor \( \sigma_{ij} \) is related to the strain tensor \( e_{ij} \) by Hooke's law

\[
\sigma_{ij}(u, x) = \delta_{ij} \lambda(x) \sum_{k=1}^{3} e_{kk}(u, x) + 2\mu(x) e_{ij}(u, x). \tag{2.3}
\]

\( \lambda \) and \( \mu \) are the well-known Lamé constants. The linear strain-displacement relations are given by

\[
e_{ij}(x) = \frac{1}{2} \left( u_{i,j}(x) + u_{j,i}(x) \right), \tag{2.4}
\]

where \( u_{i,j} \) denotes the partial derivative with respect to \( x_j \). Assuming a given non-overlapping domain decomposition

\[
\overline{\Omega} = \bigcup_{i=1}^{p} \Omega_i \text{ with } \Omega_i \cap \Omega_j = \emptyset \text{ for } i \neq j, \quad \Gamma_i = \partial \Omega_i, \quad \Gamma_{ij} = \Gamma_i \cap \Gamma_j, \tag{2.5}
\]

we call \( \Gamma_S = \bigcup_{i=1}^{p} \Gamma_i \) the skeleton. The Lamé constants in (2.3) are assumed to be piecewise constant on each of the subdomains:

\[
\mu(x) = \mu_i, \quad \lambda(x) = \lambda_i \text{ for } x \in \Omega_i \text{ and } i = 1, \ldots, p. \tag{2.6}
\]

For each subdomain \( \Omega_i \), the Kelvin fundamental solution is defined by

\[
U_{kl}^i(x, y) = \frac{\lambda_i + \mu_i}{8\pi \mu_i (\lambda_i + 2\mu_i)} \left[ \frac{\lambda_i + 3\mu_i}{\lambda_i + \mu_i} \frac{1}{|x - y|} \delta_{kl} + \frac{(x_k - y_k)(x_l - y_l)}{|x - y|^3} \right]. \tag{2.7}
\]

Let \( \left( \left( T_{kl}^i(\cdot, \cdot) \right) \right) \) be the corresponding boundary stress of the field of the fundamental solution. Then the solution of the differential equation (2.2) is given by the Somigliana representation formula for \( x \in \Omega_i \) in each of the subdomains \( \Omega_i \):

\[
c_{kl} u_k^i(x) = \int_{\Gamma_i} U_{kl}^i(x, y) t_k^i(y) \, ds_y - \int_{\Gamma_i} T_{kl}^i(x, y) u_k^i(y) \, ds_y + \int_{\Omega_i} U_{kl}^i(x, y) \bar{f}_k(y) \, ds_y. \tag{2.8}
\]

The solution \( u^i \) satisfy the boundary conditions on the individual parts of the exterior boundary,

\[
u^i(x) = g \text{ for } x \in \Gamma_D \text{ and } r^i(x) = h \text{ for } x \in \Gamma_N \tag{2.9}
\]
and the coupling conditions on the skeleton,
\[ t^i(x) + t^j(x) = 0 \text{ and } u^i(x) - u^j(x) = 0 \text{ for all } x \in \Gamma_{ij}. \] (2.10)

For the computation of the unknown Cauchy data \((u_i, t_i)\) we use the integral equation resulting from (2.8):
\[ (V_i t^i)(x) = \left( \frac{1}{2} I + K_i \right) u^i(x) + \left( N_i f^i \right)(x) \text{ for } x \in \Gamma_i. \] (2.11)

\( V_i \) denotes the single layer potential, \( K_i \) denotes the double layer potential and \( N_i \) denotes the Newton potential. Introducing the Steklov-Poincaré operator by the equation
\[ S_i := V_i^{-1} \left( \frac{1}{2} I + K_i \right) \] (2.12)
we obtain from (2.11) the Dirichlet-Neumann mapping
\[ t^i = S_i u^i + V_i^{-1} N_i f^i = S_i u^i + f^i. \] (2.13)

With this mapping, the equivalent variational formulation for the solution of the mixed boundary value problem (2.2) can be written as:
Find \( u \in H^{1/2}(\Gamma_S) \) with \( u|_{\Gamma_D} = g \) and \( u^i = u|_{\Gamma_i} \) such that
\[ \sum_{i=1}^{p} \int_{\Gamma_i} S_i u^i(x) v^i(x) dx = \int_{\Gamma_N} h(x) v(x) ds_x - \sum_{i=1}^{p} \int_{\Gamma_i} f^i v^i(x) ds_x \] (2.14)
holds for all \( v \in H^{1/2}(\Gamma_S) \) with \( v|_{\Gamma_D} = 0 \).

Let \( \Gamma_H \) be a triangulation of the boundary \( \Gamma = \partial \Omega \) with maximal mesh size \( H \) and a finite representation of the displacements with respect to a B-spline basis of degree \( v_u \). On the subspace \( V_H \), the variational problem (2.14) leads to
\[ \sum_{i=1}^{p} \int_{\Gamma_i} S^i_H u^i_H(x) v^i(x) dx = f(v_H), \] (2.16)
where \( S^i_H \) are approximations of the local Steklov-Poincaré operators \( S^i \) on an appropriately chosen fine grid boundary element discretization \( W_i^h \) on \( \Gamma_i \),
\[ S^i_H v_H := \tilde{t}_H^i \in W_i^h \subset H^{-1/2}(\Gamma_i). \] (2.17)

\( t^i_H \) can be found by the solution of the local finite-dimensional variational problem
\[ \langle V_i t^i_H, \tau_h \rangle_{L^2(\Gamma_i)} = \left\langle \left( \frac{1}{2} I + K_i \right) u^i_H(x), \tau_h \right\rangle_{L^2(\Gamma_i)} \text{ for all } \tau_h \in \overline{W}_h \] (2.18)
With appropriate $\tilde{W}_h$, this formulation is valid for Galerkin methods as well as for collocation methods for the computation of the approximations of the local Steklov-Poincaré operators $S_h^0$.

The unique solvability of the variational problem (2.14) results from the $W_h^1$-ellipticity and boundedness of the local Steklov-Poincaré operators $S_h^0$ [HW92].

For a sufficient refinement $h$ with $h < c H$, the positive definiteness of the approximate operators $S_h^0$ follows for the Galerkin scheme by the Strang lemma and therefore implies for $H \to 0$ the convergence of the approximate solutions of (2.16) to the solution of (2.14) and (2.2), respectively [HSW96].

Equation (2.16) together with the constraints 2.18 leads to the following algorithm:

1. Choose for the Dirichlet data along the coupling and Neumann boundaries a start solution $u_{0r}^0$ with $u_{0r}^n = g$.
2. Solve pure Dirichlet problems for the realization of the local Steklov-Poincaré operators and compute the corresponding local Neumann data $t_i^k$.
3. Check the compatibility conditions along the coupling and Neumann boundaries. If a given accuracy is reached, stop the algorithm.
4. Otherwise correct the Dirichlet data $u_{0r}^{k+1}$ with a preconditioned iterative method and continue with step 2.

This algorithm leads to a linear system of equations of the form

$$
M_h^T V_h^{-1} \left( \frac{1}{2} \tilde{M}_h + K_h \right) u = f
$$

(2.19)

with a positive definite stiffness matrix and an unsymmetric perturbation. For the solution of (2.19) one can use the minimal correction method [QSW96, SN89] as well as some generalized methods of conjugate gradients, like BiCGStab [vdV92] or GMRES [SS86].

For the preconditioning of these methods we use a hierarchical splitting of the unknown function $u \in H^{1/2}(\Gamma_D)$ according to (2.15), (2.18). Let $\omega$ be the $q$-dimensional set of all coarse grid nodes of our domain decomposition (2.5). Then there exists a unique splitting

$$
u(x) = \sum_{i=1}^q u_j^q(x) + \tilde{u}(x)
$$

(2.20)

with

$$u_j = u(x_j), \quad \tilde{u}(x_j) = 0 \text{ for } x_j \in \omega
$$

(2.21)

and with the “harmonic” basis functions $v_j^q(\cdot)$ solving the differential equation (2.2) in the subdomains $\Omega_i$. This leads to the coupled variational formulation:

*Find the pair $(u_H, \tilde{u})$ assuming the given Dirichlet data on the boundary $\Gamma_D$ such that the coarse grid system*

$$
\int_{\Omega} \sigma_{ij}(u_H) e_{ij}(v_H) dx + \sum_{i=1}^{p} \left< S_i^h u_{r_i}^H, v_{r_i}^H \right>_{\Gamma_i} = f_i(v_H)
$$

(2.22)
and the fine grid compatibility conditions

\[ \sum_{i=1}^{p} \langle S_i^h(u^H + \bar{u}), \bar{v} \rangle_{\Gamma_i} = f_2(\bar{v}) \]  

(2.23)

hold for all test functions \((v^H, \bar{v})\) which are zero on \(\Gamma_D\).

The coarse grid system is nothing more than a finite-element formulation with respect to the given domain decomposition with harmonic basis functions. Due to this property, the global stiffness matrix can be computed with the local Steklov-Poincaré operators. Moreover, the solution on this coarse grid can be interpreted as a mapping \(u^H = R\bar{u}\) of the fine grid function \(\bar{u}\) onto coarse grid functions.

Inserting this mapping into the compatibility conditions, we have to find a fine grid solution which satisfies the modified compatibility conditions

\[ \sum_{i=1}^{p} \langle S_i(\bar{u} + R\bar{u}), \bar{v} \rangle_{\Gamma_i} = f(\bar{v}) \]  

(2.24)

for all test functions \(\bar{v}\).

The solution process includes only one additional step to solve the coarse grid system for any given fine grid solution. Namely, replace in the algorithm at the beginning of this section the function \(u_{|\Gamma_C}\) by \(\bar{u}_{|\Gamma_C}\) and insert between steps 1 and 2 the additional procedure

1. Solve for the current fine grid solution \(u^h_{|\Gamma_C}\), the coarse grid system and compute the momentary complete iterate \(u^h_{|\Gamma_C}\).

For the solution of the variational problem (2.24) along the coupling interfaces \(\Gamma_{ij}\) we need appropriate preconditioning. A reasonable choice is the Neumann-Neumann preconditioner [LT94]

\[ M^{-1} = \sum_{i=1}^{p} S_i^{-1}, \]  

(2.25)

which uses the inverse Steklov-Poincaré operators \(S_i^{-1}\), that can be computed by the solution of local mixed Dirichlet-Neumann or pure Neumann problems. The solution of pure Neumann problems needs some more care because one has to incorporate equilibrium equations. Here we use a modified Neumann series [HW72] in an extended algorithm including a coarse grid solver.

3 Numerical Examples

As a practical example we analyze and compute a three-dimensional crank shaft from our industrial partner Mercedes-Benz, discretized with 872 boundary elements and 438 boundary points. The computation was performed on one hand with our sequential and (data-)parallel programs, and on the other hand with the domain decomposition algorithm presented here, in particular with a decomposition into two subdomains.
Presently we are developing a program which can treat more than two subdomains and a better memory management such that finer discretizations can be handled, too.

All our computations were performed on a SUN SparcStation 20 with a 90 MHz HyperSparc processor and 128 MB main memory; and also on a Parsytec PowerXplorer with eight MPC601 processors and 32 MB main memory for each processor. The presented computation times are pure processor times or processor plus communication times. For the determination of the efficiencies we compared the computation times (including the communication times) on 2, 4 and 8 processors with the computation time (without communication) on one processor.

**Figure 2** Example for a practical computation: crank shaft (Mercedes-Benz)

![Figure 2](image)

**Table 1** Computational times for the numerical computation of the crank shaft discretized with 872 elements and 438 points (2616 unknowns)

| Proc: | PowerXplorer | | | | SUN |
|---|---|---|---|---|
| | BEM-PAR | BEM-DD | BEM-SEQ |
| time (sec): | 1 | 2 | 4 | 8 | 2 | 1 |
| 249.6 | 143.0 | 76.9 | 44.6 | 139.3 | 198.5 |
| efficiency: | 100% | 87.3% | 87.3% | 70.0% | 89.6% | — |

Figure 2 shows the result of these computations. In case of the iterative solution a stopping tolerance of $10^{-4}$ was chosen. Table 1 shows the computation times needed.
For finer discretizations and subdivisions in more than two subdomains we believe that the comparison between the different algorithms will result even more in favour of the domain decomposition method.

Numerical results for the significantly simpler example of the Laplacian in two dimensions and a subdivision into 16 subdomains obtained by O. Steinbach in [Ste94] show the efficiency of the presented algorithm and we expect similar results for the three-dimensional case.
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A Domain Decomposition Solver for Three-Dimensional Steady Free Surface Flows

Einar M. Rønquist

1 Introduction

The prediction of the free surface shape is an important aspect of many materials processing applications. It poses great challenges in terms of the design of efficient solution algorithms for the governing equations, in particular, for three-dimensional problems. The governing equations are highly coupled, and there is a great need for fast, robust and memory efficient methods. Even though recent improvements in solution strategies have made three-dimensional simulations tractable [HP91, CMBBC91, EPW92, RE96], there is still room for significant improvement.

In [Ron96], a domain decomposition method was proposed for the solution of the steady, incompressible Navier-Stokes equations, but in the context of imposing velocity boundary conditions. This paper represents an extension of the method in [Ron96] to general stress boundary conditions. In particular, we consider steady free surface problems in which surface tension plays an important role. The segregated solution approach used in [HR94] for two-dimensional problems is here extended to the three-dimensional case. The update of the geometry is decoupled from the solution of the steady Navier-Stokes equations; this paper emphasizes the latter step.

In terms of providing insight into why the method in [Ron96] works as well as it does, we refer to [Cas96]. In [Cas96] other solution approaches are also proposed for the steady Navier-Stokes equations. However, no numerical results exist yet for these alternative approaches.
2 Governing Equations

We consider here steady, incompressible, Newtonian, viscous fluid flow in a three-dimensional domain $\Omega$, as governed by the incompressible Navier-Stokes equations

$$
\begin{align*}
\rho u_j u_{i,j} &= \tau_{ij,j} + f_i & \text{in } \Omega, \\
\text{div} u &= 0 & \text{in } \Omega. 
\end{align*}
$$

(2.1)

Here, the stress tensor $\tau_{ij}$ can be expressed as

$$
\tau_{ij} = -p\delta_{ij} + \mu(u_{i,j} + u_{j,i}).
$$

(2.3)

In (2.1)-(2.3), $u_i$ is the velocity, $p$ is the pressure (relative to zero ambient), $f_i$ is the body force, $\rho$ is the density, $\mu$ is the viscosity and $\delta_{ij}$ is the Kronecker delta symbol. We use indicial notation, with subscript indicial comma denoting differentiation, e.g., $u_{i,j} = \partial u_i / \partial x_j$. Summation over repeated indices is assumed.

The domain boundary $\partial \Omega$ is decomposed as $\partial \Omega = \partial \Omega_v \cup \partial \Omega_s \cup \partial \Omega_h \cup \partial \Omega_o$, with velocity boundary conditions imposed on $\partial \Omega_v$, surface tension traction boundary conditions imposed on $\partial \Omega_s$, symmetry conditions imposed on $\partial \Omega_h$ and outflow boundary conditions imposed on $\partial \Omega_o$. The appropriate boundary conditions can then be expressed as

$$
\begin{align*}
u_i &= \mathbf{v} & \text{on } \partial \Omega_v \\
n_i \tau_{ij} n_j &= \sigma \kappa & \text{on } \partial \Omega_s \\
t_i \tau_{ij} n_j &= t_i \sigma_i & \text{on } \partial \Omega_s \\
t_i \tau_{ij} n_j &= 0 & \text{on } \partial \Omega_h \\
n_i u_i &= 0 & \text{on } \partial \Omega_s \\
n_i \tau_{ij} n_j &= -\mathbf{p} & \text{on } \partial \Omega_o \\
t_i u_i &= 0 & \text{on } \partial \Omega_o
\end{align*}
$$

(2.4)-(2.10)

Here, $\mathbf{v}_i$ is the prescribed velocity on $\partial \Omega_v$ (this specification also includes the specification of no-slip conditions), $n_i$ is the outward unit normal on the surface, $t_i$ is any tangent vector on the surface, $\sigma$ is the surface tension, $\kappa$ is twice the mean curvature, and $\mathbf{p}$ is the ambient pressure. Note that the $t_i \sigma_i$ in (2.6) must be interpreted as the surface gradient of the surface tension on $\partial \Omega_s$. From (2.7)-(2.10) we also note that the symmetry conditions represent zero normal velocity and zero tangential stress, while the outflow conditions represent zero tangential velocity and normal stress equal to minus the ambient pressure.

Finally, the kinematic condition at steady state is

$$
u_i n_i = 0 & \text{on } \partial \Omega_s.
$$

(2.11)

3 Variational Formulation

From (2.4)-(2.10) we note that all the three velocity components are specified on $\partial \Omega_v$, two components are specified on $\partial \Omega_s$, one component is specified on $\partial \Omega_h$ and no
component is specified on $\partial \Omega_\sigma$. We first define the space $H^1_D(\Omega)$ to be the usual $H^1$ space, but where the (scalar) members of the space must be compatible with both the non-homogeneous and homogeneous Dirichlet (vector) velocity boundary conditions on the domain boundary $\partial \Omega$. In an analogous fashion, we define the space $H^1_0(\Omega)$ to be similar to the space $H^1_D(\Omega)$ except that homogeneous Dirichlet conditions are imposed wherever Dirichlet velocity boundary conditions are specified in $H^1_D(\Omega)$.

The equivalent weak form of (2.1)-(2.10) can then be expressed as: Find $u_i \in H^1_D(\Omega)$ and $p \in L^2(\Omega)$ such that $\forall v_i \in H^1_0(\Omega)$,

$$\int_\Omega \{ \mu \Delta u_i + \nabla \times \mathbf{u} \cdot \nabla u_i + \mu (u_i + u_j) - v_i f_i \} \, d\Omega - I_\sigma(v_i) = 0 \ , \quad (3.12)$$

$$\forall q \in L^2(\Omega) , \quad \int_\Omega q u_i \, d\Omega = 0 \quad , \quad (3.13)$$

where

$$I_\sigma(v_i) = \int_{\partial \Omega_\sigma} v_i \tau_{i,j} n_j \, dS = \int_{\partial \Omega_\sigma} v_i \mathbf{n} \, dS \quad . \quad (3.14)$$

The surface integral given in (3.14) corresponds to the natural imposition of stress boundary conditions along the free surface. In [HP91] a very elegant form is derived for the imposed surface traction $\mathbf{T}$, where only surface-intrinsic co-ordinates are needed, and where a single form automatically generates both the normal and tangential boundary conditions required for viscous analysis.

In this study, our variational form is based on the results derived in [HP91]. Even though the numerical results in [HP91] put a restriction on the free surface to be either closed or periodic, the variational results derived in [HP91] are also appropriate for the more general case where the free surface intersects an outflow boundary or a symmetry boundary. For example, the variational form automatically provides a term which allows for the imposition of contact angles in three dimensions; this term is needed in this study in order to impose a $90^\circ$ angle along the line where the free surface intersects the symmetry boundary or the outflow boundary.

For free surface problem, the geometry along the free surface is an unknown in addition to the velocity and pressure. The variational form derived in [HP91] only requires the geometry space to include $C^0$-surfaces, even though the curvature term in (2.5) (strong form) suggests that $C^1$-surfaces may be required. The lowering of the continuity requirement for the geometry description is here in line with finite element analysis for second-order partial differential equations.

The kinematic condition given in (2.11) can be used directly in order to update the free surface shape. Here, however, we shall use an approach similar to the approach studied in [HR94] for two-dimensional problems. In particular, we shall consider an extension to three dimensions for the case when surface tension plays an important role; this is described in the next section.

4 Discretization and Solution Strategy

Our discrete equations are generated based upon the weak form. Following a spectral element discretization procedure [MP89], the domain is broken up into $K$ hexahedral
elements. Within each element, and along each (local) spatial direction, the geometry and the velocity are approximated as \( N^{th} \) order polynomials, while the pressure is approximated as a polynomial of degree \( N-2 \) [MPR92].

Following a similar procedure as described in [Ron96] (non-staggered grid), we arrive at a set of discrete equations which can be expressed in matrix form as

\[
\begin{align*}
\mathbf{A} \mathbf{u} + \mathbf{C}(\mathbf{u}) \mathbf{u} - \mathbf{D}^T \mathbf{p} &= \mathbf{f}, \\
\mathbf{D} \mathbf{u} &= \mathbf{0}.
\end{align*}
\]

(4.15) (4.16)

Here, \( \mathbf{A} \) is the discrete (coupled) viscous operator, \( \mathbf{C}(\mathbf{u}) \) is the discrete, nonlinear, nonsymmetric advection operator, \( \mathbf{D} \) is the discrete divergence operator, and its transpose \( \mathbf{D}^T \) is the discrete gradient operator. The vector \( \mathbf{u} \) contains the nodal velocity values, \( \mathbf{p} \) represents the nodal pressure values, and the components of \( \mathbf{f} \) are the nodal forces.

We now give a brief summary of the entire solution procedure:

1. Similar to the approach used in [HR94], we first solve the discrete Navier-Stokes equations imposing the \textit{kinematic} condition along the free surface (zero normal component) instead of the original \textit{free surface} boundary conditions.

2. Next, we evaluate the residual in the discrete momentum equations imposing the \textit{original} free surface boundary conditions, and restrict this residual to the free surface. We remark that, since we assume that surface tension plays an important role (large Weber number), we can \textit{interpret} the normal component of this free surface residual as being due to an incorrect local curvature used in (3.14).

3. The surface term (3.14), represented in the form derived in [HP91], is linearized with respect to the normal surface displacement. From this linearization, we create a system of equations for the normal free surface displacement, with a right hand side equal to the residual in the momentum equations, restricted to the free surface, and restricted to the normal component.

4. We now solve the system for the normal free surface displacement.

5. The free surface displacement is extended smoothly to the interior of the computational domain by solving the three-dimensional, discrete elasticity equations, imposing the free surface displacement as Dirichlet data.

6. The geometry is now updated, taking into account the computed deformation in the entire domain.

7. Steps 1-6 are repeated until the residual in the momentum equations and the free surface displacement are below prescribed tolerances.

5 A Domain Decomposition Navier-Stokes Solver

In the following, we shall focus our attention on Step 1 in the algorithm described in the previous section. We start by first expressing the original, nonsymmetric, nonlinear, discrete steady Navier-Stokes system (4.15)-(4.16) in the compact form

\[
\mathbf{F} \mathbf{x} = \mathbf{g},
\]

(5.17)
where

\[
\begin{pmatrix}
\mathbf{F} = \\
\mathbf{x} = \\
\mathbf{g} = \\
\end{pmatrix}
\begin{pmatrix}
\begin{pmatrix}
\begin{pmatrix}
\mathbf{A} + \mathbf{C}(\mathbf{u}) & -\mathbf{D}^T \\
\end{pmatrix} \\
\end{pmatrix} \\
\mathbf{p}^T \\
\mathbf{g}^T \\
\end{pmatrix},
\begin{pmatrix}
\mathbf{x} = \\
\mathbf{p} \\
\end{pmatrix},
\begin{pmatrix}
\mathbf{g} = \\
\end{pmatrix}
\begin{pmatrix}
\mathbf{f}, \mathbf{u} \\
\end{pmatrix}^T.
\]

As usual we linearize the system (5.17) and perform a Newton iteration. For each iteration we have to solve a system of the form

\[
\mathbf{N} \delta \mathbf{x}^n = \mathbf{g} - \mathbf{F} \mathbf{x}^{n-1}
\]  

(5.18)

where \( \mathbf{N} \) represents the linearized Navier-Stokes operator, \( \mathbf{x}^n \) is the solution after \( n \) Newton iterations, and \( \delta \mathbf{x}^n = \mathbf{x}^n - \mathbf{x}^{n-1} \).

The iterative substructuring algorithm we now present is for the system (5.18). Our method can therefore be described as a Newton-Krylov method. We proceed by directly considering the preconditioned, linearized, steady Navier-Stokes system

\[
\mathbf{M}^{-1} \mathbf{N} \delta \mathbf{x}^n = \mathbf{M}^{-1} (\mathbf{g} - \mathbf{F} \mathbf{x}^{n-1})
\]  

(5.19)

where \( \mathbf{M}^{-1} \) represents the Navier-Stokes preconditioner.

Following the approach given in [Ron96], the Navier-Stokes preconditioner can be expressed in the additive form

\[
\mathbf{M}^{-1} = \mathbf{M}_0^{-1} + (\mathbf{I} + \mathbf{M}_r^{-1} \mathbf{G}) \left[ \sum_{k=1}^{K} \mathbf{M}_r^{-1} \right] + \mathbf{M}_r^{-1}
\]  

(5.20)

where

\[
\mathbf{G} = \begin{pmatrix} \mathbf{0} & \mathbf{D}^T \\ \mathbf{0} & \mathbf{0} \end{pmatrix}
\]  

(5.21)

We now briefly comment on the individual components in this preconditioner. Most of the details are given in [Ron96] in the context of the velocity formulation of the Navier-Stokes equations. We shall here emphasize the extension of this preconditioner to solving problems with general boundary conditions, for which the stress formulation of the Navier-Stokes equations is required. Our specific application will be the study of three-dimensional free surface flow. The original work in [Ron96] was inspired by progress in the understanding and application of domain decomposition methods over the past years [DW90, SBG96].

The first term in the preconditioner, \( \mathbf{M}_0^{-1} \), involves the restriction of the velocity-pressure residual to a coarse grid. We consider here a coarse grid based upon quadratic \( Q_2 \) finite elements induced by the original spectral element decomposition. Note that, in this study, each \( \mathbf{N}^{th} \)-order spectral element represents an individual subdomain. The quadratic finite element grid is used in order to construct a coarse discretization of the original, linearized Navier-Stokes operator. We also add streamline diffusion on the coarse grid if the grid Peclet number is sufficiently large. The coarse
residual represents the right-hand-side for this coarse system, which is solved using a direct, banded solver. Note that the coarse, linearized Navier-Stokes system here couples all the velocity components, even for the linear Stokes case. The coarse system is also compatible with all the original boundary conditions, in which zero, one, two or three velocity components are specified on the various surface segments. After the coarse solution has been computed, the solution is extended to the original spectral element mesh.

The term $M^{-1}$ in the preconditioner represents the solution of a local Stokes problem defined in subdomain $\Omega_k, k = 1, \ldots, K$, with homogeneous velocity boundary conditions prescribed on the subdomain boundary $\partial \Omega_k$. We now make several remarks regarding the local, discrete Stokes operator. First, the stress formulation is replaced by the velocity formulation. This is a valid replacement due to the homogeneous velocity boundary conditions. Thus, the coupled viscous operator is replaced by the (vector) Laplacian operator. Second, the scalar, spectral, elemental Laplacian operator is replaced by a spectrally equivalent finite element operator [DM90]; in three dimensions, this operator represents linear tetrahedral elements based on the tensor-product Gauss-Lobatto Legendre points. The local, scalar, discrete finite element Laplacian operator is explicitly constructed and inverted using a banded, direct solver. In order to proceed, this operator is then used to explicitly construct and invert the local, Uzawa pressure operator (the local pressure is defined to have a zero average). Hence, only back substitution is needed during each preconditioning step, one to find the local pressure, and one for each velocity component. For more details, see [Ron96].

The term $M^{-1}$ represents the inversion of the diagonal of the viscous operator for all the velocity degrees-of-freedom on the subdomain interfaces, $\Gamma$. Note that this operator appears in two places in the preconditioner (5.20). This is due to the fact that there are two contributions to the right-hand-side for this interface system. One is the initial residual in the momentum equations, restricted to the subdomain interfaces. The second is the result of operating with the gradient operator $D^T$ on the pressure found from solving all the local Stokes problems, and then restricting the result to the subdomain interfaces; this second contribution gives rise to the gradient operator $G$ in (5.20). Finally, the prolongation operator associated with this interface system represents the identity operator for the velocity degrees-of-freedom along $\Gamma$, and the zero operator for the remaining degrees-of-freedom in the domain.

In summary, our Navier-Stokes preconditioner is based upon a hierarchy of discrete, spatial operators, starting with a linearized Navier-Stokes operator for the coarse, global problem, a steady Stokes operator for each individual, local problem, and finally, an elliptic (Poisson type) operator for the interface problem.

Finally, we remark that all the individual components in the preconditioner (5.20) are here updated after each geometry update. This is perhaps a conservative approach, and future work will include an investigation into finding a more optimal updating strategy for free surface problems.

6 Numerical Results

We now present numerical results for the extrusion of a three-dimensional die through an extruder with a square cross-section. Symmetry conditions allows us to only
consider a quarter of the die. The boundary conditions consist of: (i) the specification of an inlet velocity; (ii) no-slip velocity conditions along the extruder walls; (iii) free surface boundary conditions along the surface of the die that is exposed to ambient pressure; (iv) outflow conditions to limit the computational domain; and (v) two orthogonal symmetry planes resulting from the fact that we only consider a quarter of the original, square die.

The computational domain is broken up into \( K = 33 \) spectral elements, each of order \( N = 5 \). The Reynolds number is \( Re = \frac{\rho U L}{\mu} = 20 \) and the Weber number is \( We = \frac{\sigma}{(\rho U L^2)} = 2 \). Here, the characteristic length, \( L \), is based upon the thickness of the die, and the characteristic velocity, \( U \), is based upon the inlet velocity.

Figure 1 shows the initial surface mesh along the (fixed) extruder walls (right half of the domain), along the free surface (left half of the domain), and along one of the symmetry planes (bottom surface). The flow goes from right to left. The fixed, square extruder exit is represented by the square cross-section in the middle of the domain.

Figure 2 shows the final surface mesh along the fixed extruder walls (identical to the initial mesh), along one of the symmetry planes (the view is identical to the initial mesh), along the free surface, and along the outflow boundary. As the die exits from the extruder (in the middle of the domain), and a relaxation of the stresses occur, we see that the die swells away from the corners of the square extruder exit, while the die contracts near the corners of the extruder (only a single corner is present in this computational model due to the two orthogonal symmetry planes). The die shape also undergoes a dramatic change in shape from having a square cross section at the extruder exit to having a circular cross section at the outflow boundary.

We now comment on the outflow conditions used during this simulation. A priori, the pressure at the outflow is not known. However, we made the assumption that the final die shape at the outflow would, in fact, have a circular shape. In this case, the pressure can readily be calculated from knowing the radius of the cross-section and the surface tension. For each update of the geometry, this model was used in order to update the pressure at the outflow boundary. Note that only a single node along the intersection of the free surface and the outflow boundary was used for the purpose of estimating the radius. At convergence, we see that our assumption was correct, and hence, our strategy is valid for this particular case.

In terms of the performance of the steady Navier-Stokes algorithm, our experience so far suggests that the behavior is quite similar to the one reported in [Ron96]. For simple, three-dimensional model problems, the introduction of the more general stress formulation as well as more general stress boundary conditions, do not seem to significantly change the earlier performance results.
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Figure 1  Extrusion of a square die; initial mesh
Figure 2 Extrusion of a square die; final mesh; $Re=20$ and $We=2$
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Mechanical Criteria for Decomposition into Subdomains

Damien Soulat and Francois Devries

1 Introduction

Domain decomposition methods are widely used in several mechanical applications as, for example, non-linear elasticity or dynamic problems; we propose here, to extend their application to the study of heterogeneous structures. In the next section, we describe a methodology which uses homogenization techniques and subdomain decomposition methods to simulate behavior of composite material (which are strongly heterogeneous structures) and we shall see how it may conduct to good time savings on parallel computers. To this end, we will describe the difficulties encountered, which essentially consist in choosing a decomposition taking into account some mechanical criteria as the presence of heterogeneities. In the subsequent section, starting from a simple example concerning an elastic heterogeneous structure, we shall illustrate the influence of the decomposition, and specially the ‘corner’s problem’ on the efficiency of the Schur complement method.

2 Review of Composite Materials and Homogenization Techniques

Composite materials are becoming more and more important in the construction of high-performance mechanical structures, as for example aerospace applications. Such applications necessarily require a good knowledge of the composite’s material properties. The main difficulty in this area stems from the high level of heterogeneity encountered, making any numerical computation prohibitive if not impossible. A way to overcome these difficulties consists in using homogenization technique for periodic structures [Duv76, L84].

This technique first consists in considering two scales: the microscopic (connected to the composite basic cell) describes the composite’s constituents and the macroscopic relates to the scale of the composite material studied. By a microscopic approach, this technique allows one to compute the equivalent homogeneous behavior for the composite. The computation of all moduli describing this homogeneous behavior
is carried out by the solution of problems to be solved at the microscopic level (called cellular problems), whose number and complexity depend on the composite’s constituents. The main advantage of this theory is that the computation of the response of a homogeneous structure may be carried out without numerical overcosts. Let us note that this theory has led to the elaboration of many softwares and their efficiencies have been proved many times for several constituent’s behaviors.

However the analyze [Dev92] of the CPU times required for this homogenization procedure reveals that 50 percent, is dedicated to the solution of the cellular problems. The first reason to this fact stems from the multiplicity of the cellular problems (for example in linear elasticity 6 cellular problems have to be solved, in order to obtain all moduli of the homogeneous behavior); the second reason consists in the presence of periodicity boundary conditions which affect the bandwidth of the FEM matrix. Thus, when concepters look for the optimal conception of composite materials, because they have to consider a lot of mechanical (moduli of the constituent’s behavior) and geometric parameters (volume of inclusions, porosity part,...) to describe the microscopic level for quantifying their effects on the equivalent behavior moduli, it is necessary to multiply by a lot of parameters number the number of the cellular problems to be solved and it is clear that this conception step involves big difficulties when sequential computers are used.

*Homogenization Process and Domain Decomposition Method.*

A way to overcome these difficulties, consists in developing [Sou96] a methodology which uses conjointly homogenization techniques and subdomain decomposition methods in order to take advantage in a large way of the parallel computers performance.

To illustrate this methodology, let us consider the case of a thermoelastic composite material, used at industrial level as coating for space engines. It is constituted by unidirectional carbon layers (0/90 degrees) held in contact by a third constituent (carbon) called 'picot'. For this geometry it is shown [L'H96] that the equivalent homogeneous thermoelastic behavior is orthotropic and can be fully computed by the solution of 6 elastic, 3 thermal and 1 coupled cellular problems. Moreover the analyze of stress concentration shows that damages located at the interfaces between constituents must be considered in order to obtain an accurate description of the composite reality.

The example studied possess some geometric symmetries in the plane (0,x,y) enabling to carry out the solution of cellular problems only on the quarter of the basic cell (Figure 1). However periodicity boundary conditions between the lower and the upper faces of the quarter of the basic cell, remain. The parallel methodology developed for the computation of the composite damaged equivalent behavior consists in the cellular problems by use solving of a nonoverlapping subdomain decomposition method; we use, here, the Schur complement method [BW86]. To this way, we have to choose a subdomain decomposition for the quarter of the basic cell, accounting the periodicity boundary conditions and the discontinuities arising from damage interfaces.

*Decompositions into Subdomains of the Basic Cell*

- *Periodic boundary conditions in the decomposition.*
Figure 1  Quarter of the basic cell.

If the chosen decomposition is such that faces, where we have to satisfy periodic boundary conditions, belong to two different subdomains, it is then required to prescribe a particular link between these subdomains. Between each point of these faces we have to satisfy the periodicity of the displacement and the antiperiodicity of the stress vector. These relations being exactly the same than these to be satisfied at the interface of the decomposition, the main idea for treating these particular conditions (by a subdomain approach) consists in creating a 'fictive' interface, linking the d.o.f. belonging to faces concerned by periodic boundary conditions, and in adding it to the interface problem which will be classically solved by the conjugate gradient algorithm.

- Damage interface in the decomposition.

Two manners to take into account discontinuities in the meshes (modelizing the debonding interfaces) have been considered. They lead to two decompositions in respectively 20 and 8 subdomains (Figure 2). The first one consists in choosing the interfaces of the decomposition as those where damage occurs; when a d.o.f. comes in a damaged zone,(where no relations of continuity have to be satisfied), it is then picked out from the interface problem (decomposition in 20 subdomains). The second manner does not contain this association between damage and decomposition interfaces, and discontinuities arising from damage can be located inside subdomains (decomposition in 8 subdomains).

Results on the KSR Computer

We report (Figure 3) for each decomposition some results obtained during sequential process and parallel process (where the computing tasks related to each subdomain are carried out by each processor assigned). These results concern the solution of one cellular problem by use of the Schur complement method where the two 'Neumann' preconditioners have been considered ('Neumann-Neumann'[LeT94] and 'Neumann-coarse' [Man94]). They have been obtained on the KSR parallel machine of the INRIA institute. We dissociate in these curves the 'local operations' in the subdomains (computations of 'Dirichlet' and 'Neumann' problems) from the 'interface operations'

(conjugate gradient operations). These results show that the decomposition in 20 subdomains is not satisfying because during the parallel process, most of time is consumed by the 'interface operations' in opposition to the decomposition in 8 subdomains for which the time saving may be increased by using more than one processor by subdomains. However, because we have chosen a damage located at the interface between the 'picot' (whose radius is small) and the layers, we have associated, for the decomposition in 20 subdomains, only one subdomain for the 'picot'. Thus we have spoiled the load balancing between processors. The decomposition in 8 subdomains does not present this phenomenon since it satisfies some mechanical criteria and a good size equilibrium between subdomains for a parallel application. With this example we raise the problem posed by the influence of the choice of the decomposition on times savings obtained on parallel process. This aspect can be more fully described thanks to the following example which concerns the study of the rate of convergence of domain decomposition methods when applied to heterogeneous structures where 'corners' exist.

3 Corner's Problem for Heterogeneous Structures

The use of the preconditioned conjugate gradient for the solution of the interface problem involves that the rate of convergence (and consequently the times savings) depends on the choice of the decomposition in subdomains ([SV95]), and recent researches (see [FR94]) try to minimize this influence. To illustrate this aspect, let us consider the problem posed on the multilayered structure and describe in the Figure 4 (where $\sigma$ is the stress tensor, $\epsilon(u)$ the linearized strain tensor, $\nu$ Poisson ratio and $E$ the Young modulus). We study two material configurations: the first, is
Figure 3  Times repartition between operations of the Schur complement method

![Graph showing CPU times for 30 subdomains]

Figure 4  Problem posed on a multilayered structure.

\[ \begin{align*}
\text{div } \sigma &= 0 \\
\epsilon_{ij}(u) &= \frac{1}{2} \sigma_{ij} - \frac{\nu}{E} \sigma_{kk} \delta_{ij} \\
\epsilon(u) &= \frac{1}{2} \left( \nabla(u) + \nabla^T(u) \right) \\
u &= 0 \text{ on the lower face} \\
U &= \text{on the upper face}
\end{align*} \]

homogeneous where all layer are made up of steel (called 'Steel-Steel'); the second is heterogeneous because the layers are alternatively made up of steel and elastomer (called 'Steel-Elastomer'). Four decompositions in 4, 6, 8 and 16 subdomains have been generated. They respect a good load balancing. Moreover some points of subdomain meshes belong to more than 2 subdomains (these points are called 'corners'). For each decomposition, we describe in Table 1.1 the rate of convergence (in iteration’s number) of the Schur complement method used with the 'Neumann-coarse' preconditioner. Our purpose here is just to establish that in one case (homogeneous) we obtain a good efficiency of the 'Neumann-coarse' preconditioner as the subdomain number grows, whereas in the other case (heterogeneous) with the same decomposition we do not obtained it. To explain this phenomenon, we report in figure 1.5 the evolution of the conjugate gradient residual for each point of the interface (for the decomposition in 6 subdomains) and for the two material configurations studied. In these curves,
Table 1  Rate of convergence of the Schur complement method.

<table>
<thead>
<tr>
<th>number of subdomains</th>
<th>number of corners</th>
<th>iterations with &quot;Neumann-coarse&quot;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Steel-Steel — Steel-Elastomer</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>12 — 35</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>13 — 67</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>13 — 84</td>
</tr>
<tr>
<td>16</td>
<td>9</td>
<td>16 — 114</td>
</tr>
</tbody>
</table>

Figure 5  Residual of interface points, decomposition in 6 subdomains.

we dissociate in the global interface d.o.f (denoted by 'interface') the 'corners' d.o.f (denoted by 'corners') from the rest of d.o.f. (denoted by 'interface without corners'). It appears that in the heterogeneous case, the residual at the corner points is not decreasing like at the other interface points. We observe the same phenomenon for the other decompositions ([Sou96]). Thus the explanation of the deficiency of this preconditioner stems from the existence of corner points, which require (like in the case of the 'Two-level FETI Method' ([FM96])) the development of an adequate procedure for their treatments.

4  Conclusion

We have tried to pointed out with the examples studied, the problem encountered by the choice of decomposition in subdomains, when strongly heterogeneous structures are considered. Let us note that heterogeneities could be treated, however, by the
coarsening operator [FR95], during the preconditioning step, but the decomposition step remains necessary and requires attention as we saw it with the example of the multilayered structure. However we have shown with the study on composite material that it is possible to use the interface relations to take into account some mechanical criteria as periodicity boundary conditions or the presence of damage interfaces.
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A Quasi-Exact Interface Condition for Implicit Multiblock Euler and Navier-Stokes Calculations

Guy De Spiegeleer and Alain Lerat

1 Introduction

In most domain decomposition methods for Computational Fluid Dynamics, the interface conditions are treated explicitly. When using implicit schemes, this causes stability or efficiency limitations (see [Rai86, Jen94]). For implicit schemes leading to the solution of block-tridiagonal linear systems, one can use the parallel factorisation technique developed in [Wan81] or in [Dru91]. However, this technique needs the sequential computation of a reduced system, which slightly degrades the parallelisation rate of the algorithm.

In this paper, we introduce a completely parallelizable algorithm which yields accurate interface conditions at a quite low cost. It is deduced from the Schwarz alternating method with a fictitious overlapping mesh [Lio88]. We transform this algorithm into another much more efficient one since the latter is equivalent to a one-block overlapping Schwarz algorithm. It allows a strict parallelization because all computations are done independently in each block. Communications are limited to neighbouring blocks. The efficiency of the multiblock implicit solver is assessed by numerical calculations of inviscid and viscous compressible flows around a NACA0012 airfoil.

2 Numerical Scheme

We consider the one-dimensional conservation law system:

\[ w_t + f_x = 0, \quad x \in \Omega \subset \mathbb{R} \quad (2.1) \]

where \( w(x,t) \in \mathbb{R}^m \) denotes the vector of conservative variables and \( f \) is the flux vector. The flux Jacobian matrix \( A = df/dw \) has real eigenvalues and a complete set of eigenvectors.
Implicit Single-Block Scheme

The numerical solution is denoted by \( w_j^n \approx w(j\delta x,n\Delta t) \), for \( j \in J_0 = \{j_0,\ldots,J_0\} \), \( \Delta t \) and \( \delta x \) are respectively the time-step and the space-increment, \( \sigma = \Delta t/\delta x \). System (2.1) is approximated by a three-point implicit scheme which involves two time levels. The explicit stage reads:

\[
\Delta w_j^{exp} = -\sigma [h(w_{j+1},w_j) - h(w_{j},w_{j-1})], \ j \in J_0
\]

where \( h \) is the numerical flux associated with \( f \). Note that without significant change, the explicit stage could involve more than three points. The linear implicit stage is given by:

\[
n_j^- \Delta w_{j-1} + n_j^0 \Delta w_{j} + n_j^+ \Delta w_{j+1} = \Delta w_j^{exp}, \ j \in J_0
\]

where \( \Delta w_j = w_j^{n+1} - w_j^n \). The \( m \times m \) matrix blocks \( n_j^- \), \( n_j^0 \) and \( n_j^+ \) depend on \( w_j^{n-1} \), \( w_j^n \) and \( w_j^{n+1} \). The single-block computation of the implicit stage consists in solving the \((J_0 - j_0 + 1) \times (J_0 - j_0 + 1)\) block-tridiagonal matrix \( N_0 = [n_j^-,n_j^0,n_j^+] \), with the Thomas algorithm. Here the vector values \( \Delta w_{j-1}^0 \) and \( \Delta w_{J_0+1}^0 \) are assumed to be null for convenience.

Implicit Multiblock Scheme

The computational domain \( \Omega \) is partitioned into \( P \) blocks \( \Omega_p, \ p \in \{1,\ldots,P\} \). The block \( \Omega_p \) is composed of adjacent mesh-cells \( c_j, \ j \in J_p = \{j_p,\ldots,J_p\} \). A fictitious overlapping is introduced so that the ghost-cells \( c_{j_p-1} \) and \( c_{J_p+1} \) respectively overlap the interior cells \( c_{J_p-1} \) and \( c_{J_p+1} \) (see Fig. 1).

In order to ensure the solution uniqueness, we need interface conditions at the ghost-cells \( c_{j_p-1} \) and \( c_{J_p+1} \). The definition of the exact explicit interface condition easily comes from the identification of the multiblock computation using ghost-cells with the equivalent single-block computation. At \( j = j_p \), we have for the single-block computation:

\[
\Delta w_{j_p}^{exp} = -\sigma [h(w_{j_p+1},w_{j_p}) - h(w_{j_p},w_{j_p-1})]
\]

and for the multiblock computation:

\[
\Delta w_{j_p}^{exp} = -\sigma [h(w_{j_p+1},w_{j_p}) - h(w_{j_p},w_{j_p-1})]
\]

Identifying at \( j = J_p \), we deduce the exact explicit interface condition:

\[
w_{j_p-1}^n = w_{J_p-1}^n \quad \text{and} \quad w_{J_p+1}^n = w_{j_p+1}^n, \quad p \in \{1,\ldots,P\}
\]
In the same way, we obtain the exact implicit interface condition:

\[ \Delta w_{j_p-1} = \Delta w_{j_p, -1} \quad \text{and} \quad \Delta w_{j_p+1} = \Delta w_{j_p+1, \ +,} \quad p \in \{1, \ldots, P\} \tag{2.4} \]

The implicit interface condition (2.4) couples the implicit stage systems of the \( P \) blocks. Consequently, we cannot compute the implicit scheme independently in each block. To uncouple the systems, one solution consists in lagging in time the interface values on the adjacent block so that the interface condition becomes:

\[
\begin{align*}
\Delta w_{j_p-1} &= \Delta w_{j_p-1}^{n-1} \quad \text{and} \quad w_{j_p+1} = w_{j_p+1}^{n-1}, \\
\Delta w_{j_p+1} &= \Delta w_{j_p+1}^{n-1} \quad \text{and} \quad \Delta w_{j_p+1} = \Delta w_{j_p+1}^{n-1},
\end{align*}
\tag{2.5}
\]

where \( \Delta w^{n-1} = w^n - w^{n-1} \). This time-lagging condition has been proved not to jeopardize the linear stability of the interface problem [LW96]. However, the interface condition (2.5) causes a partition dependency which can degrade the solver efficiency for a large number of blocks.

### 3 New Implicit Interface Condition

**The reduced system**

The construction of the implicit interface condition proposed in this paper begins like a classical parallelizable tridiagonal-linear system solver. We compute the influence of the ghost-cells on the interior-cell time-increments. The implicit multiblock scheme using ghost-cells is written in each block \( p \in \{1, \ldots, P\} \) as:

\[
\left[ \begin{array}{c}
\Delta w_{j_p, -1} \\
\Delta w_{j_p+1} \\
\vdots \\
\Delta w_{j_p-1} \\
\Delta w_{j_p}\end{array} \right] = \left[ \begin{array}{c}
\Delta w_{j_p, \ exp} \\
\Delta w_{j_p+1, \ exp} \\
\vdots \\
\Delta w_{j_p-1, \ exp} \\
\Delta w_{j_p, \ exp}\end{array} \right] - \left[ \begin{array}{c}
n_{j_p}^- \Delta w_{j_p, -1} \\
0 \\
\vdots \\
0 \\
n_{j_p}^+ \Delta w_{j_p+1}\end{array} \right] \tag{3.6}
\]

The vector values \( \Delta w_{j, -1} \) and \( \Delta w_{j, +1} \) are assumed to be null. The inversion of the matrix \( N_p \) shows that the linear system (3.6) is a linear form which links the ghost-cell values \( \Delta w_{j, -1} \) and \( \Delta w_{j, +1} \) to the time-increments \( \Delta w_j, j \in \{j_p, \ldots, j_p\} \):

\[ \Delta w_j = \Delta w_j + B_j^- \Delta w_{j-1} + B_j^+ \Delta w_{j+1}, \quad j \in J_p \tag{3.7} \]

where \( \Delta w_j \) is the numerical value of the time-increment in \( \Omega_p \) assuming a zero value at each interface, and the matrices \( B_j^- \) and \( B_j^+ \) are the influence matrices. The computation of \( \Delta w_j, B_j^- \) and \( B_j^+ \) only depends on the interior data in \( \Omega_p \). They are computed independently in each block using the following algorithm adapted from the Thomas algorithm.
\[ U_{jp-1} = 0 \]
\[ C_{jp-1} = I \]
\[ \bar{y}_{jp-1} = 0 \]
\[ \text{DO } j = j_p, J_p \]
\[ D_j = -n_j^- U_{j-1} + n_j^0 \]
\[ U_j = (D_j)^{-1} n_j^+ \]
\[ C_j = - (D_j)^{-1} n_j^- C_{j-1} \]
\[ \bar{y}_j = (D_j)^{-1} (\Delta w_j^{exp} - n_j^- \bar{y}_{j-1}) \]
\[ \text{ENDDO} \]
\[ \Delta \bar{w}_j = \bar{y}_j \]
\[ B_{j_p}^- = C_j \]
\[ B_{j_p}^+ = -U_{j_p} \]
\[ \text{DO } j = J_p - 1, j_p \]
\[ \Delta \bar{w}_j = \bar{y}_j - U_j \Delta \bar{w}_{j+1} \]
\[ B_{j_p}^- = C_j - U_j B_{j+1}^- \]
\[ B_{j_p}^+ = -U_j B_{j+1}^+ \]
\[ \text{ENDDO} \]

Now we assemble the interface problem (or reduced system or global Schur complement operator) whose unknowns are the ghost-cell values. It corresponds to the linear form (3.7) for \( j = j_1, j_2, \ldots, j_p, J_p, \ldots, J_{p-1}, J_p \), where the exact implicit interface condition (2.4) has been applied:

\[
\begin{align*}
\Delta w_{j_1} &= \Delta \bar{w}_{j_1} + B_{j_1}^- \Delta w_{j_2} + B_{j_1}^+ \Delta w_{j_2} \\
\Delta w_{j_2} &= \Delta \bar{w}_{j_2} + B_{j_2}^- \Delta w_{j_3} + B_{j_2}^+ \Delta w_{j_3} \\
& \quad \vdots \\
\Delta w_{j_p} &= \Delta \bar{w}_{j_p} + B_{j_p}^- \Delta w_{j_{p-1}} + B_{j_p}^+ \Delta w_{j_{p+1}} \\
\Delta w_{J_p} &= \Delta \bar{w}_{J_p} + B_{J_p}^- \Delta w_{J_{p-1}} + B_{J_p}^+ \Delta w_{J_{p+1}} \\
& \quad \vdots \\
\Delta w_{J_{p-1}} &= \Delta \bar{w}_{J_{p-1}} + B_{J_{p-1}}^- \Delta w_{J_{p-2}} + B_{J_{p-1}}^+ \Delta w_{J_p} \\
\Delta w_{j_p} &= \Delta \bar{w}_{j_p} + B_{j_p}^- \Delta w_{j_{p-1}} + B_{j_p}^+ \Delta w_{j_{p+1}} \\
\end{align*}
\]

This reduced system has \( 2(P - 1) \) equations and \( 2(P - 1) \) unknowns. It can be solved with the Wang's direct algorithm [Wan81]. But this algorithm is only efficient when the cell number in each block is much larger than the block number.

**The iterative process**

Taking advantage of the particular structure of our problem, we have easily formed the reduced system. Thus we can completely relax system (3.8) by introducing the following iterative algorithm:
Initialization of $\Delta w^{(0)}_{jp} = 0$ and $\Delta w^{(0)}_{J_p} = 0$

DO $i = 1, L$
\[
\begin{align*}
\Delta w^{(i)}_{jp} &= \Delta w_{jp} + B^{-1}_{jp} \Delta w^{(i-1)}_{J_p} + \Delta w^{(i-1)}_{J_p} \\
\Delta w^{(i)}_{J_p} &= \Delta w_{J_p} + B^{-1}_{J_p} \Delta w^{(i-1)}_{jp} + \Delta w^{(i-1)}_{jp}
\end{align*}
\]
ENDDO

$\Delta w_{jp-1} = \Delta w^{(L)}_{J_p-1}$, $\Delta w_{J_p+1} = \Delta w^{(L)}_{J_p+1}$

This algorithm consumes very little CPU time because an iteration represents only four matrix-vector multiplications independently computed in each block. Nevertheless, its convergence rate is proportional to the overlapping size. On Fig. 2-left, we represent by an arrow the geometrical dependency of the ghost-cells from iteration $(l - 1)$ to iteration $(l)$. Since it is equivalent to a one-cell overlapping Schwarz algorithm, this algorithm requires many iterations to reach a perfect accuracy.

**Figure 2** Left : Slow iterative algorithm. Right : Fast iterative algorithm.

In order to dramatically increase this low efficiency, we suggest a second algorithm. We now relax system (3.8) according to the following relation :

\[
\begin{align*}
\Delta w^{(i)}_{jp} &= \Delta w_{jp} + B^{-1}_{jp} \Delta w^{(i-1)}_{J_p} + \Delta w^{(i-1)}_{J_p} \\
\Delta w^{(i)}_{J_p} &= \Delta w_{J_p} + B^{-1}_{J_p} \Delta w^{(i-1)}_{jp} + \Delta w^{(i-1)}_{jp}
\end{align*}
\]

$p \in \{1, \ldots, P\}$

We find our new implicit interface algorithm :

Initialization of $\Delta w^{(0)}_{jp} = 0$ and $\Delta w^{(0)}_{J_p} = 0$

DO $i = 1, L$
\[
\begin{align*}
\Delta w^{(i)}_{jp} &= \Delta w_{jp} + B^{-1}_{jp} \Delta w^{(i-1)}_{J_p} + \Delta w^{(i-1)}_{J_p} \\
\Delta w^{(i)}_{J_p} &= \Delta w_{J_p} + B^{-1}_{J_p} \Delta w^{(i-1)}_{jp} + \Delta w^{(i-1)}_{jp}
\end{align*}
\]
ENDDO

$\Delta w_{jp-1} = \Delta w^{(L)}_{J_p-1}$, $\Delta w_{J_p+1} = \Delta w^{(L)}_{J_p+1}$

where the new influence matrices are computed in parallel before the first iteration as :

\[
\begin{align*}
\Delta \bar{w}_{jp} &= M_{jp} \left( \Delta \bar{w}_{jp} + B^{-1}_{jp} \Delta \bar{w}_{J_p-1} \right) \\
\bar{B}_{jp}^{-1} &= M_{jp} \left( \Delta \bar{w}_{jp} + B^{-1}_{jp} \Delta \bar{w}_{J_p+1} \right) \\
\bar{B}_{J_p}^{-1} &= M_{J_p} \left( \Delta \bar{w}_{J_p} + B^{-1}_{J_p} \Delta \bar{w}_{J_p-1} \right) \\
\bar{B}_{J_p}^{-1} &= M_{J_p} \left( \Delta \bar{w}_{J_p} + B^{-1}_{J_p} \Delta \bar{w}_{J_p+1} \right)
\end{align*}
\]

with $M_{jp} = \left( I - B^{-1}_{jp} B^{-1}_{J_p-1} \right)^{-1}$

$\bar{M}_{J_p} = \left( I - B^{-1}_{J_p} B^{-1}_{J_p+1} \right)^{-1}$
Figure 3  Inviscid transonic flow \((M_c = 0.85, \alpha = 1^\circ)\). Convergence history in terms of iterations and CPU time.

This iterative process is now equivalent to a one-block overlapping Schwarz algorithm (see Fig. 2 -right). The convergence rate of the latter algorithm (called the fast algorithm) is much greater than the convergence rate of the previous one because the overlapping distance has been increased from one cell to one block. It offsets the increasing cost due to the computation of the new influence matrices.

4  Numerical Applications

For the numerical applications, we use the centered implicit dissipative Lerat scheme [Ler83]. This inviscid method is second-order accurate, unconditionally stable and dissipative in the sense of Kreiss. For viscous flow computations, we use an extension due to Hollander and al. [HLP83]. The implicit system is solved using a line Jacobi relaxation procedure so that the computation of the two-dimensional scheme is equivalent to two computations of the one-dimensional scheme (2.2). A local time step is used so that the CFL number is uniform all over the mesh. The computations start from an uniform flow. All computations have been made without artificial viscosity.

The present multiblock implicit solver has been implemented on a Cray J916. Its efficiency is assessed by computing two external steady flows around a NACA 0012 airfoil and comparing the convergence histories of the single and multiblock methods using either the time-lagging interface condition or the new implicit interface condition with only two interactions of the fast iterative algorithm. The comparison is made in terms of iterations and also of CPU times for the multiblock solvers.
Inviscid transonic flow

The first application is an inviscid transonic flow at freestream Mach number $M_\infty = 0.85$ with a 1° angle of attack. The calculation is run on a 188 x 24 C-mesh which is partitioned into 18 x 3 = 54 blocks of approximately 10 x 8 cells each, the CFL number is equal to 20.

**Figure 4** Viscous subsonic flow ($M_\infty = 0.8$, $\alpha = 10^\circ$). Convergence history in terms of iterations and CPU time.

Mesh partitioning in $21 \times 5$ blocks.  
Mach-number field ($\Delta M = 0.05$).

The convergence histories are shown on Fig. 1.3. In terms of time iterations, all the methods behave similarly at the beginning of the transient phase, but after 500 iterations the implicit interface condition is much more efficient than the time lagging condition. The number of iterations to reach a $L_2$ - residual of $10^{-10}$ is reduced by a factor 3.3. The CPU-time per iteration depends on the coding and the load balancing between the explicit and implicit stage of the scheme. The extra-cost per iteration (over time-lagging) decreases when the flow modelization is improved and varies from 65 % for the present Euler computation to 5% for a turbulent Navier-Stokes computation. Therefore, in the present Euler test-case, the total CPU-time to reach the $10^{-10}$ residual is reduced by a factor 2 (see Fig. 1.3).
Furthermore, Fig. 1.3-left shows that the implicit multiblock solver converges faster than the single block solver. This surprising result is due to a better treatment of the cut line issuing from the trailing edge. Actually the matching is time lagged in the single block computation while it is accurately implicit in the proposed multiblock treatment.

*Viscous subsonic flow*

The second application is a viscous subsonic laminar flow \((Re = 500)\) at free stream Mach number \(M_\infty = 0.8\) with a \(10^\circ\) angle of attack. The C-mesh is composed of \(254 \times 58\) cells. It is partitioned into \(21 \times 5 = 105\) blocks of roughly \(12 \times 12\) cells (see Fig. 4). The CFL number is equal to 35. On the Mach number field, we observe a large recirculation region.

The multiblock solver using the time-lagging interface condition diverges while the use of the new implicit interface condition yields the single-block solver efficiency. Note that even if there are numerous blocks into the boundary layer, no numerical problem has been found with for the multiblock calculation.

**5 Conclusion**

A new implicit interface condition has been developed for the solution of the Euler and the Navier-Stokes equations on multiblock structured meshes. This method is perfectly parallelizable and as accurate as an exact implicit interface condition.

The present method reduces the CPU cost of a steady flow computation with respect to a block-Jacobi solver or simply allows the convergence when the latter is not able to reach the steady-state.
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1 Introduction

Multiblock methods are often employed to compute flows in complex geometries. This paper describes a robust and efficient multiblock solution procedure for general three dimensional flow situations involving both single- and multi-phase flows. The multiblock approach is implemented within the framework of the well known SIMPLE solution strategy. The multiblock linear solvers are based upon acceleration of the basic additive Schwarz method using Krylov subspace methods in the ‘outer iterations’. The effect of incorporating the multiblock linear solver within the SIMPLE solution procedure is being discussed in some detail. Test results of the numerical solution and convergence behavior on several problems involving incompressible single- and multi-phase flows are presented. The problems chosen involve fairly simple geometries, yet they illustrate the effect of using the multiblock procedure in a general purpose code.

The multiblock approach (in 3D) is to segment the physical region into contiguous subregions, each bounded by six curved sides and each of which transforms to a cubic block in the computational region. Each grid block is assumed to be topologically cubic (in 3D) and has its own curvilinear coordinate system. Furthermore, the use of multiblock grids is advantageous in terms of economic use of memory and the possibility to use different flow equations in different blocks. One should also notice the potential for significant speedup on parallel machines in using the multiblock approach as compared to using a single block approach. Since multiblock grids are unstructured on the block level, information is needed on the connectivity of neighbouring blocks along with their orientation. Each block has its own local coordinate system, needed to provide geometrical flexibility. The multiblock approach can also be used to handle situations involving cyclic boundary conditions, here a block can ‘wrap around’ the same edge.

The Krylov methods used here are the standard conjugate gradient method (used for solving the pressure correction equation in situations involving incompressible flows)
and the BiCGSTAB method proposed in [VdV92]. One should notice that for general compressible flows the arising pressure correction equation is also nonsymmetric. In the case of incompressible flow the pressure correction equation can be solved using the Conjugate Gradient method, an option given in our code. Multiblock approaches to solving viscous fluid flow problems can be found in e.g. [KG93, TF92].

2 Governing Equations and Discretization

The multiblock linear solver presented here has been implemented into a computer program [GST93] for simulation of fluid flows in complex three dimensional geometries. The code is based on the use of general curvilinear coordinates and is applicable to both laminar and turbulent flows as well as multi-phase flows using a model for dispersed flow. It is assumed that the fluid is a Newtonian fluid such that the flow is governed by the Navier-Stokes equations which express conservation of mass and momentum. In the case of turbulent reactive flows the equations are augmented by equations for the conservation of enthalpy, a standard turbulence model as well as equations describing the conservation of mass fraction of a chemical specie. The conservation equations may be written in general form as follows:

\[
\frac{\partial (\rho \phi)}{\partial t} + \frac{\partial (\rho u_j \phi)}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \Gamma \frac{\partial \phi}{\partial x_j} \right) + S_\phi
\]  

(2.1)

where \( \phi \) represents different conserved quantities such as momentum, continuity, enthalpy, turbulent kinetic energy etc. In the steady state case this is a prototype of a scalar advection-diffusion equation. These equations are discretised on a non-orthogonal co-located grid arrangement. If a flux vector \( J_j \) containing convection and diffusion is defined as

\[
J_j = \rho u_j \phi - \Gamma \frac{\partial \phi}{\partial x_j}
\]

(2.2)
equation (2.1) can be written as

\[
\frac{\partial (\rho \phi)}{\partial t} + \frac{\partial J_j}{\partial x_j} = S_\phi
\]

(2.3)

We use a finite volume discretization scheme where the equations for the conserved quantities are integrated over a general non-orthogonal control volume. Multiblock grids are handled using a local coordinate system. These local coordinate systems may be nontrivially related as block boundaries are crossed, (e.g., orientation change as well as discontinuous grid line slopes as in the example shown in Figure 1). Thus, the discretization of the equations proceeds block by block, exactly as in the single block case. Implicit time discretization (backward Euler) for the transient term yields

\[
\int_{\delta V} \frac{\partial (\rho \phi)}{\partial t} = \left( \rho_p \phi_p - \rho_{p_{0}} \phi_{p_{0}} \right) \Delta t \delta V_p
\]

(2.4)

where superscript 0 denotes values from the previous time step. The general conservation equation for \( \phi \), equation (2.1), is integrated over a three-dimensional
control volume $\delta V_p$ in physical space such that after employing Gauss divergence theorem one gets

$$\frac{(\rho_p \phi_p - \rho_0 \phi_0)}{\Delta t} \delta V_p + \sum_{mn} J \cdot A \big|_{mn} = S_p$$

\[ (2.5) \]

where $nn$ denotes the cell face index, $p$ is the cell-center index, $A$ area vector and $S_p$ is the total source in the control volume. Because the grid is non-orthogonal the derivatives that occur in the viscous and pressure terms must be evaluated in the transformed curvilinear coordinate system ($\xi_1, \xi_2, \xi_3$). If we use the chain rule for differentiation, we get

$$\frac{\partial \phi}{\partial x_j} = \sum_i \frac{\partial \xi_i}{\partial x_j} \frac{\partial \phi}{\partial \xi_i} = \sum_i e_i^j \frac{\partial \phi}{\partial \xi_i}$$

\[ (2.6) \]

where $e_i^j$ are the contravariant basis vectors of the curvilinear coordinates. Details of the derivation can be found in [Mel90, BW87]. In order to alleviate checkerboard oscillations in pressure (due to the use of a co-located grid arrangement) we use a pressure weighted interpolation of the cell-face velocities in the discretised continuity equation. The idea goes back to Rhie and Chow [RC83].

The coupled momentum and continuity equations are solved in a sequential manner using the SIMPLE method of Patankar and Spalding [PS72]. Notice that the arising linear system for each component of the velocity is nonsymmetric. The SIMPLE solution method belongs to the well-known class of pressure correction methods popular in the primitive variable computation of complex incompressible flows [Dec92]. The methods use a predictor-corrector approach to the solution of the Navier-Stokes equations. The SIMPLE method is widely used in general purpose CFD codes. It is a robust methodology applicable for complex, turbulent recirculating flows and it is potentially applicable to all regimes from incompressible laminar flows to supersonic flows. The basic SIMPLE solution strategy consists of iteratively solving the momentum and the pressure correction equations. The solution of scalar equations such as equations for the turbulence production rate and turbulence dissipation rate are then solved using essentially the same basic form of the equations (2.1). The complete main loop in each time step is given by

Algorithm 1 (Main loop)

Update primary and derived fields, time, boundary conditions etc.

Iteration Loop:
- Solve u-velocities for each phase
- Solve v-velocities for each phase
- Solve w-velocities for each phase
- Calculate advective fluxes by Rhie and Chow interpolation
- Solve pressure correction
- Update pressure, velocity, advective fluxes and density
- Solve volume fractions (if number of phases $> 1$

repeat (if necessary)
Solve scalar fields
When only the steady-state solution is of interest, the time step, \( \Delta t \), is used as a parameter through which the convergence rate may be optimized. The viscous flux (see (2.5)) is split in a primary flux that contains the orthogonal terms (relating to grid) which are treated implicitly, while the other terms are treated explicitly (i.e. lumped into the source terms). Thus the arising system of linear equations takes the form

\[
a^p \phi^p = \sum_{nb} a^{nb} \phi^{nb} + S_p
\]  

(2.7)

where each point \( p \) is coupled to its six neighbours \( (nb) \) and \( S_p \) denotes the discretised source term. The source term is split such that the resulting matrix associated with the linear system (2.7) is an M-matrix with constant bandwidth. In the approximate inversion of the subdomain matrices on each block an Incomplete Factorization method is being used here. The M-matrix property is important for the existence of the Incomplete Factorization method used as preconditioner in connection with the Krylov subspace methods [Hac94].

3 Multiblock Linear Solver

In this section we present the multiblock linear solvers based upon acceleration of the basic Schwarz alternating method. A thorough discussion and derivation of various domain decomposition algorithms can be found in [SBG96].

The alternating Schwarz method consists of dividing the computational domain into overlapping domains and using efficient solvers on the subdomains. It must be emphasized that the solution of the subproblems can never solve the complete problem on the composite domain, but only represent a partial step of the algorithm. The presentation and derivation of the additive Schwarz method can be cast using the linear algebra framework, see e.g. [SBG96] or [Hac94].

Let the corresponding matrices for the local subproblems be denoted by \( A_i \). We define a (rectangular) restriction matrix \( R_i \) such that when applied to a vector \( x \), it gives back the vector of smaller dimension \( x_i \) having components that refers to grid points in subdomain \( \Omega_i \). Similarly the prolongation operator is defined as the adjoint of the restriction operator (not necessary in general but used here in the derivation). The submatrices \( A_i \) corresponding to the local subproblems can either be formed using the same discretization procedure as for the composite problem (this is the route we have chosen) or they can be computed automatically via a so-called Galerkin formulation, see e.g. [Wes92]. The Galerkin (or variational) method of constructing these submatrices is

\[
A_i = R_i A R_i^T
\]  

(3.8)

If we define the operator

\[
B_i = R_i^T (R_i A R_i^T)^{-1} R_i
\]  

(3.9)

the Additive Schwarz method can be written as
$x^{n+1} = x^n + B(b - Ax^n)$  \hspace{1cm} (3.10)

where $b$ denotes the right hand side and $A$ and $x$ are composite grid matrix and solution vector respectively, and $n$ is the iteration number. The preconditioner $B$ is given by

$$B = \sum_i B_i$$  \hspace{1cm} (3.11)

The iteration procedure can now be accelerated by using some appropriate Krylov subspace method. The main goal is the solution of the composite grid problem and the coupling between grid blocks has to be accounted for. The coupling is via the preconditioner and the overlap between grid blocks. In the case that meshing in the subregions is identical in the overlapping region the solution procedure simplifies. Interpolation of the variables is then avoided since the overlapping control volumes are made identical to the corresponding internal control volumes. Where the grid blocks are not connected, the extra control volumes are collapsed. The variables will then be located on the sides of the control volumes as before and will define boundary values. In the algorithm below $(\cdot, \cdot)$ denotes the inner product between two vectors.

Algorithm 2 (Multiblock Bi-CGSTAB linear solver)

$x_0$ initial guess, $r_0 = B(b - Ax_0)$;

($r_0$ arbitrary such that $(r_0, r_0) \neq 0$)

$\omega_0 = \rho_0 = \alpha_0 = 1$ and $\nu_0 = \rho_0 = 0$;

for $i = 1, 2, 3, \ldots$

\begin{align*}
\rho_i &= (r_0, r_{i-1}); \\
\beta_{i-1} &= (\rho_i/\rho_{i-1})(\alpha_{i-1}/\omega_{i-1}); \\
p_i &= r_i + \beta_{i-1}(p_{i-1} - \omega_{i-1}\nu_{i-1}); \\
\hat{p} &= Bp_i; \quad \nu_i = A\hat{p}; \\
\end{align*}

(add contributions + overlap, i.e. after $\nu_i = A\hat{p}$ for $\nu_i$ variable).

\begin{align*}
\alpha_i &= \rho_i/(r_0, \nu_i); \quad s = r_i - \alpha_i\nu_i; \\
if \|s\| \text{ small?} \text{ then } & x_{i+1} = x_i + \alpha_i\hat{p}; \text{ exit loop}; \\
z &= Bs; \quad t = Az; \\
\end{align*}

(add contributions + overlap, i.e. after $t = Az$ for $t$ variable).

\begin{align*}
\omega_i &= (t, s)/(t, t); \\
x_{i+1} &= x_i + \alpha_i\hat{p} + \omega_i z; \\
if x_i \text{ accurate enough? then exit loop}; \\
r_{i+1} &= s - \omega_i t; \\
end for
\end{align*}

4 Multiblock Strategies Combined into the SIMPLE Solution Method

The flow field in all grid blocks is solved using the multiblock linear solvers described in the previous section. Some modifications to the SIMPLE algorithm have to be done.
The following algorithm describes what we call the SIMPLE-Schwarz algorithm, i.e. it uses the multiblock linear solvers described above.

**Algorithm 3 (SIMPLE-Schwarz method)**

*Time step loop:*

  Update primary and derived fields, time, boundary conditions etc.

*Iteration Loop:*

  Solve u-velocities (for all blocks (algorithm 2)) for each phase
  Solve v-velocities (for all blocks (algorithm 2)) for each phase
  Solve w-velocities (for all blocks (algorithm 2)) for each phase
  Calculate advective fluxes by Rhie and Chow interpolation
  Solve pressure correction (for all blocks (algorithm 2))
  Update pressure, velocity, advective fluxes and density
  Solve volume fractions (for all blocks (algorithm 2))
  repeat (if necessary)
  Solve scalar fields (for all blocks (algorithm 2))

*Repeat*

In the steps above all equations are solved in turn over the entire composite region. The updating of variables as well as the calculation of advective fluxes is done for all blocks. An alternative would be to perform the interblock coupling once every time step, i.e. as in the algorithm below

**Algorithm 4 (Alternative time stepping loop)**

*Time step loop:*

  do i = 1, ..., max. number of blocks
  SIMPLE loop given by algorithm 1
  Update boundary conditions (inner and outer)
  end do

Most of the routines used need no modification to handle the multiblock situation. Pointers to the different block variables being accessed have to be set up properly. A couple of situations warrant extra precautions. The Rhie and Chow algorithm involves addressing pressure variables at two neighboring points in each direction, and the other situation is when extrapolating variables to boundaries. In situations involving transient incompressible flows or flows involving elliptic regions algorithm 3 is more suitable than algorithm 4 since in those situations the coupling is stronger across block boundaries. Furthermore, in incompressible flows pressure disturbances are felt instantly over the entire region and thus using algorithm 3 seems more appropriate in that case.

### 5 Numerical Experiments

In this section we present results of a few numerical experiments involving incompressible turbulent flow in a straight pipe section as well as an example involving gravitational sedimentation. Simulation of turbulent flow in pipes is an important field of research, e.g. in the development of multiphase flow metering devices. Preliminary
Figure 1  Cross section of grid, left: 5 block configuration, right: H-type grid.

results with our multiblock approach on some simple laminar flows has been presented previously, see [Tei95].

The first set of problems considered here involve 3D turbulent flow in a cylindrical pipe using a five-block configuration and a one block configuration using an H-type grid. In both cases a uniform flow is given at the inlet, and at the outlet variables are extrapolated. The Reynolds number is 32300 and the total number of cells is 10000. The length of the pipe is 20m and the radius of the pipe is 1.4m. The prescribed inlet velocity was 9.9m/s. This problem was run for a one block H-type grid and a five block grid, see Figure 1.

We notice that in the H-type grid there are 4 corner cells degenerating into triangles. In the figure below we show results of the convergence history of mass residuals versus time iteration with the 5-block and 1-block configuration (H-type grid). We notice that the 5-block configuration is more efficient. H-type grids are widely used in simulation of flow in pipes using a single block approach. We remark that the multiblock approach (5-block case) can easily be parallelized and therefore a significant speedup can potentially be achieved compared to the use of a single block grid (H-type grid).

The last example consists of gravitational sedimentation of an initially homogeneous mixture of a gas and a liquid phase. The densities of the gas and liquid phases are \( \rho_{\text{gas}} = 1.2 \text{kg/m}^3 \) and \( \rho_{\text{liquid}} = 980 \text{kg/m}^3 \), respectively. The viscosity of the phases are chosen to be in the range of air and water respectively. The computational domain is a channel of dimensions 1m \( \times \) 10m, with free slip boundaries.

The results from computations with the multiblock version of our code is given in the figure below. The domain was divided into a 2 \( \times \) 2 grid block system, each block of size 0.5m \( \times \) 5m each. In the figure below a vertical cross section (crossing blocks 2 and 4) showing the volume fraction of each phase at different times is shown. These results are identical to results of simulations using a one block configuration [GST93].
Figure 2 Convergence history for 3D turbulent flow in a cylindrical pipe.

6 Conclusions

The multiblock solver presented in this paper has been shown to work well in situations involving various block configurations as well as for different flow situations involving both single- and multi-phase flows. We have focused here on some fairly simple examples involving incompressible flows since in that situation pressure corrections are felt instantaneously across the entire domain. The SIMPLE solution methodology is widely used in multi purpose CFD simulators and is potentially applicable to all Mach number regimes ranging from incompressible laminar flows to supersonic flows. The multiblock approach is well suited for implementation on high performance machines.
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Figure 3  Results for the sedimentation example using 3 SIMPLE iterations per timestep. Volume fraction, left: Liquid phase, right: Gas phase. Solid line block 2, dotted line block 4.
Applications of Quasi-Newton Methods for the Numerical Coupling of Some Nonlinear Problems

C.-H. Lai

1 Introduction

In a typical domain decomposition method, substructure solutions are used to construct preconditioners that are to be used in a conjugate gradient algorithm applied to the entire discretised problem. The approach used in this paper is to solve, instead of the entire discretised problem, the reduced interface problem which arisen from domain decomposition methods. This research has been motivated by a current project on viscous/inviscid coupling [LCP96]. In order to couple two models, an iterative scheme first developed by Schwarz for elliptic problems is usually employed [Sch90]. However the rate of convergence is not satisfactory, even for linear problems, without the use of preconditioners.

The interfacial problem along the subproblems interface is usually obtained as certain defects. Early experiences in this context can be found in [Lai93][Lai94]. The approach is based on a two level scheme. At the finer level, each subproblem is described by a nonlinear continuous model and solved independent of other subproblems using a local Newton’s method. These subproblem solutions contribute to the evaluation of the defects along the interface of subproblems. At the coarse level, the defect equation is being solved by means of a quasi-Newton method. Two reasons of using quasi-Newton methods. First, the difficulty in computing the Jacobian matrix and second, the analytic form of the Jacobian is not known. A comparison of various quasi-Newton methods for a linear convection-diffusion problem can be found in [Lai94].

This paper is organised as follows. First, a simple interface problem is introduced followed by a description of some quasi-Newton methods. The performance of the nonlinear coupling on distributed computing environment is discussed with numerical examples.
2 A Simple Interface Problem

We consider the interface problem of the following two-point boundary value problem,

$$\frac{d^2 \phi}{dx^2} = g(x, \phi, \frac{d\phi}{dx}), \quad \Omega = \{x | a < x < b\}$$  \hspace{1cm} (2.1)

subject to Dirichlet boundary conditions $\phi(a) = \phi_a$ and $\phi(b) = \phi_b$. The domain $\Omega$ is split into $s + 1$ nonoverlapped subdomains, $\Omega_k$, $k = 1, 2, \cdots, s + 1$, such that $\Omega = \bigcup_{k=1}^{s+1} \Omega_k \cup \bigcup_{k=1}^{s} \Gamma_k$ where $\Omega_k = \{x | x_{k-1} < x < x_k\}$, $\partial \Omega_k = \{x_{k-1}, x_k\}$, $\Gamma_k = x_k$. Each of the subdomains has the following associated two-point boundary value problem,

$$\frac{d^2 u_k}{dx^2} = g(x, u_k, \frac{du_k}{dx}), \quad \Omega_k$$  \hspace{1cm} (2.2)

subject to boundary conditions $u_k(x_{k-1}) = \lambda_{k-1}$ and $u_k(x_k) = \lambda_k$, and $u_k(x_0) = \phi_a$ and $u_k(x_{k+1}) = \phi_b$. Let $u_k = u_k(x; \lambda)$ denote the solution of (2.2) in $\Omega_k$, where $\lambda = [\lambda_1, \lambda_2, \cdots, \lambda_s] \in \Omega_D \subset R^s$. In order to obtain unique values of $\phi'(x_k)$, $k = 1, 2, \cdots, s$, we define the defect $D : \Omega_D \subset R^s \rightarrow R^s$ as

$$D(\lambda) = [D_k(\lambda)] \equiv \left[ \frac{\partial}{\partial x} u_k(x_k; \lambda) - \frac{\partial}{\partial x} u_{k+1}(x_k; \lambda) \right]$$  \hspace{1cm} (2.3)

and require to solve the defect equation $D(\lambda) = 0$. The continuity of the function $\phi$ across the interfaces is implicit in (2.2). The defect equation guarantees the continuity of $\phi'$ across the interfaces. It can be easily seen that $D \in C^1(\Omega_D)$. In the case of two subdomains, the defect equation has one unknown. In the case of multi-subdomain, the Jacobian matrix $J(\lambda) = D'(\lambda)$ is a nonsymmetric tridiagonal matrix [Lai94]. If $\lambda = \lambda^*$ is a root of $D(\lambda) = 0$, then the function

$$\phi(x) = \begin{cases} \lambda_{k-1}^* & x = x_{k-1} \\ u_k(x_k; \lambda^*) & x_{k-1} < x < x_k, \\ \lambda_k^* & x = x_k \end{cases}, \quad k = 1, 2, \cdots, s + 1$$  \hspace{1cm} (2.4)

where $\lambda_a^* = \phi_a$ and $\lambda_{s+1}^* = \phi_b$, is a solution of (2.1).

Note that (2.3) is the equilibrium state of the variables $\frac{\partial}{\partial x} u_k(x_k; \lambda)$ and $\frac{\partial}{\partial x} u_{k+1}(x_k; \lambda)$. There are other equilibrium states, e.g., integrate the difference of the derivatives along the interface, or perhaps other physically viable states. Once the mathematical interface coupling is defined, the defect equation can be easily set up and contributions to the defect equation from different subdomains can be separately computed which ensures distributed computing tasks.

3 Some Quasi-Newton Methods

In this section we consider a number of quasi-Newton methods for the solution of the defect equation $D(\lambda) = 0$. Let $D : \Omega_D \subset R^s \rightarrow R^s$ where $\Omega_D$ is an open and convex set, $D \in C^1(\Omega_D)$, $D(\lambda^*) = 0$, $J(\lambda^*)$ nonsingular, and, for all $\lambda \in \Omega_D$

$$||J(\lambda) - J(\lambda^*)|| \leq L||\lambda - \lambda^*||^p$$  \hspace{1cm} (3.5)
for some norm $||.||$, and some $L, p > 0$. The general quasi-Newton method for the solution of $D(\lambda) = 0$ is given by

$$\lambda^{(n+1)} = \lambda^{(n)} - \alpha_n^{-1}D(\lambda^{(n)})$$  (3.6)

where $\alpha_n$ is a nonsingular matrix approximating the Jacobian matrix $J(\lambda)$. The convergence result of such an algorithm can be found in [DM74]. We choose six algorithms for the present comparison: a modified Newton method, Broyden’s method, Schubert’s method, Schubert-Kim method, Schubert-Powell method and an adaptive-$\alpha$ method. We are interested to apply these methods to the linear system $D(\lambda) \equiv J\lambda - b = 0$ where $J$ is an $s \times s$ matrix as well as to the nonlinear system $D(\lambda) = 0$ in general. For some interface problems, the sparsity structure of the Jacobian matrices is known, therefore one should employ the so-called Schubert’s update rather than Broyden’s update. The difference between Broyden’s method and Schubert’s method is that the former does not take care of the sparsity of the Jacobian matrix while the latter preserves the sparseness structure of the Jacobian matrix. The naming convention for the algorithms being tested in this paper is that any name beginning with Schubert has its sparseness structure of the Jacobian matrix being preserved.

In order to avoid the update of the approximate Jacobian every iteration, a modified Newton method is applied here in such a way that the Jacobian is only calculated once and is used in all subsequent iterations.

**Algorithm 3.1** Modified Newton’s Method [Lai94]. Given $\lambda^{(0)}$ and $\alpha_0$, compute $\lambda^{(1)}$ using (3.6). Then evaluate $J(\lambda^{(1)})$ by means of a finite difference approximation. Finally use (3.6) to compute $\lambda^{(n+1)}$ by choosing $\alpha_n = J(\lambda^{(1)})$, $n = 1, 2, \ldots$.

$\alpha_0$ is chosen as a diagonal matrix or in such a way that its sparseness is the same as that of the Jacobian matrix. Also $\alpha_n$ is calculated once and is kept for all subsequent iterations because it is expensive to evaluate the Jacobian matrix in every iterative step.

One classical technique of choosing $\alpha_n$ is called Broyden’s update. Let $Q_{u,v} = \{\hat{\alpha} \in L(R^s) : \hat{\alpha}u = v\}$. Then Broyden’s update is obtained as the solution to the minimisation problem [DS79] $\min \{||\hat{\alpha} - \alpha_n|| : \hat{\alpha} \in Q_{s_n,y_n}\}$ where $s_n = \lambda^{(n+1)} - \lambda^{(n)}$, $y_n = D(\lambda^{(n+1)}) - D(\lambda^{(n)})$, $||.||_F$ is the Frobenius norm. The solution of the minimisation problem is given by

$$\alpha_{n+1} = \alpha_n + \frac{D(\lambda^{(n+1)})s_n^T}{<s_n, s_n>}$$  (3.7)

Suppose $\bar{W}$ and $W$ are nonsingular matrices in $L(R^s)$, then a weighted update can also be obtained as the solution to the minimisation problem [DS79] $\min \{||\bar{W}(\hat{\alpha} - \alpha_n)W||_F : \hat{\alpha} \in Q_{s_n,y_n}\}$ and is given by

$$\alpha_{n+1} = \alpha_n + \frac{D(\lambda^{(n+1)})v_n^T}{<v_n, s_n>}$$  (3.8)

where $v_n = W^{-T}W^{-1}s_n$.

**Algorithm 3.2** Broyden’s Method [DS79]. Given $\lambda^{(0)}$ and $\alpha_0$, compute $\lambda^{(n+1)}$ using (3.6) and $\alpha_{n+1}$ using (3.7), for $n = 0, 1, \ldots$.
For simplicity $\alpha_0$ is chosen as a diagonal matrix. However the subsequent generated matrices, $\alpha_n$, are full matrices. The inverses of these matrices are expensive and there is no guarantee that these matrices are nonsingular.

**Algorithm 3.3** Schubert’s Method [Mar79]. Perform the same steps as that given in Algorithm 3.2 but the successive updates $\alpha_{n+1}$ are made in such a way that the sparseness structure is preserved.

For simplicity $\alpha_0$ is chosen as a diagonal matrix. As in the previous case, the sequence of matrices generated by (3.6) is not necessarily nonsingular.

Kim and Tewarson [KT92] proposed a weighted mean of (3.7) and (3.8) with $v_n = -\alpha_n^T D(\lambda^{(n)})$, i.e.

$$
\alpha_{n+1} = \alpha_n + (1 - \mu) \frac{D(\lambda^{(n+1)}) s_n^T}{< s_n, s_n >} + \mu \frac{D(\lambda^{(n+1)}) v_n^T}{< v_n, s_n >}
$$

(3.9)

where $\mu$ is chosen to satisfy $\| \frac{D(\lambda^{(n+1)}) s_n^T}{< s_n, s_n >} \|_F = \| \frac{D(\lambda^{(n+1)}) v_n^T}{< v_n, s_n >} \|_F$ from which $\mu$ is obtained as

$$
\mu = \frac{\frac{-\alpha_n^T D(\lambda^{(n+1)}) s_n^2}{< s_n, s_n >} - \frac{-\alpha_n^T D(\lambda^{(n+1)}) s_n}{< s_n, s_n >}}{\frac{-\alpha_n^T D(\lambda^{(n+1)})}{< s_n, s_n >}}
$$

(3.10)

We implemented the weighted update of Kim and Tewarson by means of Schubert’s approach, i.e., the sparsity of the Jacobian matrix is preserved.

**Algorithm 3.4** Schubert - Kim Method. Given $\lambda^{(0)}$ and $\alpha_0$, compute $\lambda^{(n+1)}$ using (3.6) and $\alpha_{n+1}$ using (3.9), for $n = 0, 1, \ldots$

It is worth to note that when $\mu = 1$, the method actually fails to converge for some interface problems, in particular the nonlinear boundary value problem described later.

None of the methods described so far has equipped with a technique to avoid singular matrix $\alpha_{n+1}$. Using the well known determinant property $\det (I + uv^T) = 1 + < u, v >$ for any $u$ and $v$ in $R^s$, one can deduce that if $\alpha_n$ is nonsingular then, $\alpha_{n+1}$ is nonsingular if and only if $< s_n, \alpha_n^{-1} y_n > \neq 0$. Powell defined a modification to Broyden’s method given by [MT76]

$$
\alpha_{n+1} = \alpha_n + \theta_n \frac{D(\lambda^{(n+1)}) s_n^T}{< s_n, s_n >}
$$

(3.11)

where $\theta_n$ is chosen so that $\alpha_{n+1}$ is nonsingular. In other words, we require

$$
|\det \alpha_{n+1}| \geq \eta |\det \alpha_n|, \quad |\theta_n - 1| \leq \eta
$$

(3.12)

for any given $\eta \in (0, 1)$. Using the above determinant property, one can easily deduce the following relation

$$
\theta_n = \begin{cases} 
1, & |\gamma_n| \geq \eta \\
\frac{1 - \text{sign}(\gamma_n) \eta}{1 - \gamma_n}, & |\gamma_n| < \eta
\end{cases}
$$

(3.13)

where $\gamma_n = < s_n, \alpha_n^{-1} y_n > / < s_n, s_n >$, and $\text{sign}(0) = 1$. We implement, in Algorithm 3.5, the above modification by means of Schubert’s approach.
Algorithm 3.5 Schubert - Powell Method [Mar79]. Given $\lambda^{(0)}$ and $\alpha_0$, compute $\lambda^{(n+1)}$ using (3.6) and $\alpha_{n+1}$ using (3.11) and (3.13) for $n = 0, 1, \ldots$.

It should be noted that while Powell's modification to Broyden's method leads to global and superlinear convergence in the case of linear systems, it does not hold for general nonlinear functions [MT76].

Finally, we describe an algorithm based on a sequence of adaptive parameters [Lai94]. Here the technique for a scalar defect equation is essentially an optimal one-point iteration method where $\alpha_n$ is obtained by setting $G = \lambda^{(n)} - \alpha_n^{-1}D(\lambda^{(n)})$. This adaptive parameter $\alpha_n$ is equivalent to the scalar $\epsilon$-algorithm [Lai94]. An adaptive $\alpha$ for the extension [Lai94] to $s$-dimensional problems is

$$\alpha_{n+1} = \alpha_n \frac{\|D(\lambda^{(n+1)}) - D(\lambda^{(n)})\|}{\|D(\lambda^{(n)})\|}$$  (3.14)

Algorithm 3.6 Adaptive $\alpha$ [Lai94]. Given $\lambda^{(0)}$ and $\alpha_0$, compute $\lambda^{(n+1)}$ using (3.6) and $\alpha_{n+1}$ using (3.14), for $n = 0, 1, \ldots$.

Since an arbitrary initial approximation is chosen, there is no guarantee that $\lambda^{(0)}$ is sufficiently close to $\lambda^*$, in particular for nonlinear problems, which is an essential requirement for global convergence. One way to generate better initial approximation for nonlinear problems is to use Algorithm 3.6 which provides a small step during the initial few updates of the Jacobian. In the numerical tests shown later, Algorithm 3.6 is employed 3 or 4 times before the other algorithms are employed. The number of iterative updates, $n_{it}$, as presented in the Tables as shown later includes the above number of initial iterates. The reason for including these initial iterates in the iteration count becomes clear when the feasibility for parallel implementation is discussed. A stopping criterion for the above algorithms is $\|\lambda^{(n)} - \lambda^*\| < \epsilon$ where $\lambda^*$ is given and $\epsilon$ is a small tolerance.

4 Performance Analysis

Now the approach involved in the present study is to divide the problem into two levels. At the fine level, the problem is divided into a number of subproblems to be computed in parallel. At the coarse level, the problem is small enough not to warrant for parallel implementation and the computational work is taken as the sequential overhead.

Let $M$ denote the total number of nodes in the entire computational domain. One work unit is defined as the computational work required to solve the discretised problem with $M$ nodes. For steady linear problems, solving the entire computational problem requires one work unit. For nonlinear problems, solving the entire computational problem requires $n_s$ work unit, where $n_s$ is the number of linearisations. For time dependent problems, solving the entire computational problem requires $n_t n_s$ work units where $n_t$ is the number of time steps. Let the entire computational domain be divided into $s + 1$ subdomains, $M_k$ be the number of nodes in the $k$-th subdomain, $k = 1, 2, \ldots, s + 1$ and $n_{up}$ be the number of updates in order to obtain a converged solution $\lambda^{(n_{up})}$ along the interfaces by using a quasi-Newton scheme. Suppose there is a set of $s + 1$ concurrent processors and that the connectivity is the
same as the layout of the subdomains. Since most of the computational work is devoted to the solutions of subproblems, it is possible to estimate the parallel computing time by taking the sum of the maximum work unit in any iteration involved in the subproblem solutions, i.e.

\[
\tau = \sum_{n=1}^{n_M} \max_{k \leq s+1} \left\{ \frac{M_k}{M} \right\}
\]  

(4.15)

Hence a quasi-Newton algorithm described previously is considered as a feasible parallel algorithm provided \( \tau < n_M \). Note that the present performance monitor does not include the overheads required to solve the linear systems and that such overhead becomes negligible for Algorithm 3.6.

5 Numerical Examples

We consider the following convection dominant flow problem,

\[
\frac{d^2 \phi}{dx^2} - \gamma \frac{d \phi}{dx} = 0, \quad \phi(0) = 0, \phi(1) = 1
\]

where \( \gamma \gg 1 \). The domain is subdivided into \( s + 1 \) subdomains with interfaces, \( \Gamma_k, k = 1, 2, \ldots, s \), distributed evenly across the domain. We use exact solutions in each of the subdomains and are interested to compare the number of iterations, \( n_M \), required to update the function values along the interfaces. The value \( \epsilon \) of the stopping criterion is chosen to be \( 0.5 \times 10^{-8} \). For the present studies, the defect equation system for the convection diffusion problem is a linear system and Algorithm 3.5 is included in the test set. The number of iterations are presented in the middle column of Table 1 and values obtained by using (4.15) are presented in the third column of Table 1. Note that an "x" represents divergence of the test. More results can be found in ([Lai93])

<table>
<thead>
<tr>
<th>Alg.</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>64</th>
</tr>
</thead>
<tbody>
<tr>
<td>n_M</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>0.500</td>
<td>0.250</td>
<td>0.125</td>
<td>0.063</td>
<td>0.033</td>
</tr>
<tr>
<td>3.2</td>
<td>6</td>
<td>14</td>
<td>25</td>
<td>48</td>
<td>88</td>
</tr>
<tr>
<td></td>
<td>1.500</td>
<td>1.750</td>
<td>1.563</td>
<td>1.500</td>
<td>1.375</td>
</tr>
<tr>
<td>3.3</td>
<td>7</td>
<td>13</td>
<td>19</td>
<td>21</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>1.750</td>
<td>1.625</td>
<td>1.188</td>
<td>0.656</td>
<td>0.563</td>
</tr>
<tr>
<td>3.4</td>
<td>7</td>
<td>13</td>
<td>18</td>
<td>24</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>1.750</td>
<td>1.625</td>
<td>1.125</td>
<td>0.750</td>
<td>x</td>
</tr>
<tr>
<td>3.5</td>
<td>9</td>
<td>14</td>
<td>22</td>
<td>36</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>2.250</td>
<td>1.750</td>
<td>1.000</td>
<td>0.688</td>
<td>0.563</td>
</tr>
<tr>
<td>3.6</td>
<td>10</td>
<td>19</td>
<td>31</td>
<td>51</td>
<td>102</td>
</tr>
<tr>
<td></td>
<td>2.500</td>
<td>2.375</td>
<td>1.938</td>
<td>1.594</td>
<td>1.594</td>
</tr>
</tbody>
</table>

Table 1 Linear problem: \( \gamma = 50 \).

Obviously, Algorithm 3.1 is very attractive but the construction of \( J(\lambda^{(1)}) \) requires 2s subproblem solvers. Algorithms 3.3, 3.4, and 3.5 are more efficient compare with 3.2 and 3.6.
Table 2 Nonlinear problem: $a = 1$ and $b = 0.5$, 161 mesh points.

<table>
<thead>
<tr>
<th>Alg.</th>
<th>$n_{it}$</th>
<th>$s + 1$</th>
<th>$n_{it}$</th>
<th>$s + 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1</td>
<td>12</td>
<td>11 12 11</td>
<td>3.000</td>
<td>1.375  0.750</td>
</tr>
<tr>
<td>3.2</td>
<td>11</td>
<td>17 34 57</td>
<td>2.750</td>
<td>2.125  2.125</td>
</tr>
<tr>
<td>3.3</td>
<td>10</td>
<td>18 19 17</td>
<td>2.500</td>
<td>2.250  1.188</td>
</tr>
<tr>
<td>3.4</td>
<td>11</td>
<td>x 72 114</td>
<td>2.750</td>
<td>2.125  x   x</td>
</tr>
<tr>
<td>3.6</td>
<td>12</td>
<td>20 72 114</td>
<td>3.000</td>
<td>2.500  4.500</td>
</tr>
</tbody>
</table>

Next, we consider the nonlinear elliptic boundary value problem,

$$\frac{d}{dx} (K(\phi) \frac{d\phi}{dx}) = f(x), \quad \phi(0) = 0, \phi(1) = 1,$$

(5.17)

where $K(\phi) = a + b\phi$ is the thermal conductivity and $f(x) = 2a + 6bx^2$ for real numbers of $a$ and $b$. The analytic solution of the problem is $\phi = x^2$. Since the problem is nonlinear, therefore the defect equation is also nonlinear. In order to solve the nonlinear subproblem, a linearisation based on Newton’s method is applied at the subproblem level and a finite difference method is then applied to the linearised subproblem, i.e. $F'(u_k)(u_k^{new} - u_k) = -F(u_k)$ where $F(u_k) = f(x) - \frac{d}{dx}(K(u_k) \frac{d\phi}{dx})$. The resulting set of linear equation is solved by a Gaussian elimination. It is not intended in this paper to study the efficiency of linear solvers at the subproblem level, and there are plenty of fast linear solvers available. The important issue here is the convergence rate of the quasi-Newton method, i.e., the number of updates, $n_{it}$, of the defect equation along the interface. Results for $a = 1.0$ and $b = 0.5$ are presented for the cases of 161 and 321 mesh points. Since the defect equation is a nonlinear system, Algorithm 3.5 does not guarantee that the approximate Jacobian matrices to be nonsingular and therefore it is not included in the test set. Tables 2 and 3 show the relationship between $n_{it}$ and $s + 1$ for the nonlinear boundary value problem.

Table 3 Nonlinear problem: $a = 1$ and $b = 0.5$, 321 mesh points.

<table>
<thead>
<tr>
<th>Alg.</th>
<th>$n_{it}$</th>
<th>$s + 1$</th>
<th>$n_{it}$</th>
<th>$s + 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1</td>
<td>13</td>
<td>11 13 14</td>
<td>30</td>
<td>3.250   1.375 0.813</td>
</tr>
<tr>
<td>3.2</td>
<td>11</td>
<td>17 36 57</td>
<td>121</td>
<td>2.750   2.125 2.250</td>
</tr>
<tr>
<td>3.3</td>
<td>10</td>
<td>19 19 20</td>
<td>21</td>
<td>2.500   2.375 1.188</td>
</tr>
<tr>
<td>3.4</td>
<td>11</td>
<td>18 28  x</td>
<td>x</td>
<td>2.750   2.250 x   x</td>
</tr>
<tr>
<td>3.6</td>
<td>13</td>
<td>23 61 126</td>
<td>206</td>
<td>3.250   2.875 3.813</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
For test problems with 161 mesh points, one cannot have 64 subdomains. The weighted mean method described in Algorithm 3.4 seems to be less attractive for nonlinear problems because it diverges for a fairly small number of interfacial unknowns. In general, quasi-Newton methods perform better for nonlinear boundary value problems compared with linear boundary value problems.

6 Conclusions

A novel application of quasi-Newton methods for the solution of interface problems arisen from domain decomposition methods is examined. Performance analysis shows that Algorithms 3.2, 3.3, and 3.4 have been identified to be suitable for nonlinear problems. Algorithm 3.6 is included as a feasible parallel algorithm for nonlinear problems but is not suitable for linear problems. Algorithm 3.1 is extremely effective for linear problems only if enough parallel processors are available to construct the Jacobian. Algorithm 3.6 is also important in the sense that it provides stable early iterates in Algorithm 3.1 at a cheap overhead in order to produce an approximate solution in the neighbourhood of the exact solution. Extension to 2-D problems is currently being studied.
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A Characteristic Domain Decomposition Algorithm for Two-Phase Flows with Interfaces

Hong Wang and Brit Gunn Ersland

1 Introduction

The mathematical model that describes the process of an immiscible displacement of oil by water in reservoir production or other two-phase fluid flows in porous media leads to a strongly coupled system of a degenerated nonlinear advection-diffusion equation for saturation and an elliptic equation for pressure and velocity. The hyperbolic nature, strong coupling, and nonlinearity of the system and the degeneracy of the diffusion makes numerical simulation a challenging task. Many numerical methods suffer from serious non-physical oscillations, excessive numerical dispersion, and/or a combination of both [CJ86, Ewi84]. Previously, Espedal, Ewing, and coworkers developed a characteristic, operator-splitting technique in effectively solving two-phase fluid flow problems [DEES90, EE87]. In practice, a reservoir often consists of different subdomains with different porosities and permeabilities. In the case of single-phase fluid flows the concentration and total flux are continuous across the interfaces between different subdomains since the diffusion never vanishes. Our earlier work addressed numerical simulation to linear transport equations arising in single-phase flows with interfaces [WDE*94]. However, in the case of two-phase fluid flows the saturation equation itself is nonlinear and different subdomains have different capillary pressure curves. The continuity of capillary pressure across interfaces implies a jump discontinuity of the water saturation at the same locations. The jump discontinuity of the saturation at the interfaces might incur some oscillations around the interfaces, which can be propagated into the domain and destroy the overall accuracy. Hence, great care has to be taken in the development of an effective solution procedure for the simulation of two-phase fluid flows in porous media with interfaces.

This paper describes a characteristic-based, non-overlapping domain decomposition algorithm for solving the saturation equation in two-phase fluid flows with interfaces. First, with the known saturation at the previous time step one obtains an approximate Dirichlet boundary condition at the outflow domain interface by integrating the
saturation equation (ignoring the capillary pressure term) along characteristics. With the approximate outflow Dirichlet boundary condition at the domain interface and the given boundary condition at the physical inflow boundary one can close the system on the current subdomain and applies the characteristic operator-splitting procedure [DEES90, EE87] to solve the full saturation equation (including the capillary pressure effect). Second, one uses the continuity of capillary pressure across the domain interface to pass the value of saturation as an approximate inflow Dirichlet boundary condition to the next subdomain, one then applies the same characteristic operator-splitting procedure to solve the saturation equation on the current subdomain. Third, according to the overall loss or gain of mass one adjusts the approximate outflow Dirichlet boundary condition at the domain interface to iterate between different subdomains until the algorithm converges. Finally, a mixed method is adopted to solve the pressure equation due to its accurate approximation to the velocity field and its local mass conservation property.

The rest of the paper is organized as follows: In Sections 2 and 3 we formulate the problem and discuss related solution techniques. In Section 4 we present a domain decomposition algorithm for the two-phase fluid flow problems with interfaces. In Section 5 we present some numerical results to show the promise of the method.

2 Problem Formulation

A suitable mathematical model for the total Darcy velocity \( \mathbf{u} \), the total pressure \( p \), and the water saturation \( S \in [0, 1] \) in an incompressible displacement of oil by water in a porous medium can be described by the following set of partial differential equations [CJ86]:

\[
\nabla \cdot \mathbf{u}(\mathbf{z}, t) = q_1(\mathbf{z}, t), \quad (\mathbf{z}, t) \in \Omega \times [0, T],
\]

\[
\mathbf{u}(\mathbf{z}, t) \cdot \mathbf{n}(\mathbf{z}) = q_2(\mathbf{z}, t), \quad (\mathbf{z}, t) \in \partial \Omega \times [0, T],
\]

\[
\phi(\mathbf{z}) \frac{\partial S}{\partial t} + \nabla \cdot (f(S) \mathbf{u} - \varepsilon D(S, \mathbf{z}) \nabla S) = q_3(\mathbf{z}, t), \quad (\mathbf{z}, t) \in \Omega \times [0, T],
\]

\[
(f(S) \mathbf{u} - \varepsilon D(S, \mathbf{z}) \nabla S) \cdot \mathbf{n}(\mathbf{z}) = q_4(\mathbf{z}, t), \quad (\mathbf{z}, t) \in \partial \Omega \times [0, T],
\]

where \( \Omega \) is the physical domain, \( K(\mathbf{z}) \) is the absolute permeability tensor of the medium, \( \lambda_i \), \( i = o, w \), denotes the water and oil mobilities respectively, \( q_1(\mathbf{z}, t) \) and \( q_2(\mathbf{z}, t) \) are source terms, \( q_3(\mathbf{z}, t) \) and \( q_4(\mathbf{z}, t) \) are the prescribed boundary conditions, \( \mathbf{n}(\mathbf{z}) \) is the unit outward normal vector, \( \varepsilon \ll 1 \) is a scaling factor to the diffusion term, \( p_c \) is the capillary pressure, and \( f(S) \) and \( D(S, \mathbf{z}) \) are the fractional flow function and diffusion term given by

\[
f(S) = \frac{\lambda_w(S)}{\lambda_w(S) + \lambda_o(S)}.
\]

\[
D(S, \mathbf{z}) = \frac{K(\mathbf{z})}{\lambda_w(S) + \lambda_o(S)} \frac{d p_c}{dS}.
\]
Figure 1  Capillary pressure and diffusion as functions of saturation \( S \) for permeabilities 1, 5, and 10.

Note that the two equations in (1) form a second-order elliptic equation for the pressure \( p(\mathbf{x}, t) \) and are coupled to the saturation equation (2) through the saturation \( S \) in the coefficients. On the other hand, saturation equation (2) is a nonlinear advection-diffusion equation and is coupled to the pressure equation (1) through the Darcy velocity \( \mathbf{u} \). Furthermore, in the mathematical model the diffusion term \( D(S, \mathbf{x}) \) vanishes at \( S = 0 \) and \( S = 1 \), which is an idealized case since physically \( D(S, \mathbf{x}) \) vanishes for \( S \in [0, S^{ir}] \) or \( S \in [1 - S^{ir}, 1] \) with \( S^{ir} \) being the irreducible saturation value. The fractional flow function \( f(S) \) defined in (3) is typically an \( S \)-shaped curve of saturation \( S \) and degenerates at \( S = 0 \) (with the same understanding). Because the saturation profile is usually a decreasing function in space, as time evolves \( f(S) \) tends to force a shock discontinuity to develop in \( S \) while the diffusion term \( D(S, \mathbf{x}) \) tends to prevent the shock from forming. The dynamic process could be fairly complicated because the diffusion degenerates in front of the steep saturation front. It depends on the interaction between the advection and diffusion terms, in particular, on the rates at which \( D(S, \mathbf{x}) \) and \( f(S) \) tend to zero as \( S \) tends to zero.

When the physical domain \( \Omega \) is composed of different media, the different porosities and permeabilities result in different capillary pressure curves on each subdomain (Figure 1). Across an interface \( \Gamma \) the phase pressures are continuous and mass is conserved, leading to the following interface conditions

\[
\begin{align*}
  p_c(S)|_{\Gamma^{-}} &= p_c(S)|_{\Gamma^{+}}, \\
  \mathbf{u} \cdot \mathbf{n}|_{\Gamma^{-}} &= \mathbf{u} \cdot \mathbf{n}|_{\Gamma^{+}}, \\
  (f(S)\mathbf{u} - \epsilon D(S, \mathbf{x}) \nabla S) \cdot \mathbf{n}|_{\Gamma^{-}} &= (f(S)\mathbf{u} - \epsilon D(S, \mathbf{x}) \nabla S) \cdot \mathbf{n}|_{\Gamma^{+}}.
\end{align*}
\]

(4)

The continuity of capillary pressure \( p_c \) across an interface \( \Gamma \) implies the discontinuity of the saturation across the interface (Figure 1). One has to resolve the discontinuity carefully so that no spurious effects will be propagated into the domain.
3 Operator Splitting Techniques

Extensive research has been carried out for the numerical simulation of system (1)-(2) without interfaces. Various techniques have been developed to decouple and linearize the system, including a fully coupled and fully implicit linearization strategy, an IMPES (IMPlicitly advances the Pressure and Explicitly updates the Saturation in time) strategy, and a sequential time stepping strategy [Ewi84]. Different numerical methods, including the standard Galerkin finite element method, the cell-centered finite difference method, the finite volume method, and the mixed finite element method, have been used to solve the pressure equation [CJ86, DEES90, DEW83, EE87, Ewi84]. We used the mixed method to solve the pressure equation due to its accurate approximation to the velocity field and its local mass conservation property. Because the normal component of the velocity field is continuous, the discrete algebraic system for the pressure equation is in fact the same as that with no interfaces. Hence, one can solve the global system as usual. Alternatively, one can use a domain decomposition procedure to solve the pressure equation on each subdomain iteratively. We refer the interested readers to [BW96, SBG96] and the references therein for details.

For simplicity of exposition we consider a one-dimensional analogue of equation (2). Notice that equation (2) is almost hyperbolic due to the small parameter \(\varepsilon \ll 1\). An effective solution procedure for solving the dominating advective part of equation (2)

\[
\phi(x) \frac{\partial S}{\partial t} + \frac{\partial}{\partial x} (f(S) u) = 0
\]

is to discretize equation (5) along the characteristics, which allows large time steps to be used in the numerical simulation. Because equation (5) may have more than one solution due to the shape of the fractional flow function \(f(S)\), one cannot directly apply the modified method of characteristics [DR82] to equation (5). We follow the work of Espedal, Ewing, and coworkers [DEES90, EE87] and split the fractional flow function \(f(S)\) into two parts by

\[
f(S) = f(S) + b(S) S,
\]

with

\[
f(S) = \begin{cases} 
\frac{f(S_{BL})}{S_{BL}} S, & \text{if } 0 \leq S \leq S_{BL}, \\
f(S), & \text{if } S_{BL} < S \leq 1.
\end{cases}
\]

Here the Buckley-Leverett shock saturation \(S_{BL}\) is defined by

\[
f'(S_{BL}) = \frac{f(S_{BL})}{S_{BL}}.
\]

Because \(f(S) u\) gives the unique physical velocity for an established shock, we use this operator splitting and rewrite equation (2) along the characteristics as

\[
\psi(x) \frac{\partial S^{n+1}}{\partial t} \equiv \phi(x) \frac{\partial S^{n+1}}{\partial t} + f'(S^{n+1}) u \frac{\partial S^{n+1}}{\partial x} = 0,
\]

and

\[
\psi(x) \frac{\partial S^{n+1}}{\partial t} + \frac{\partial}{\partial x} \left( b(S^{n+1}) S^{n+1} u - \varepsilon D(S^{n+1}, x) \frac{\partial S^{n+1}}{\partial x} \right) = q_i(x, t^{n+1}).
\]
From the definition of \( f \) it follows that the characteristic direction is uniquely determined by equation (9) since the shape of \( f \) allows only a rarefaction wave and a contact discontinuity for a non-increasing saturation profile. Thus, the hyperbolic equation (9) is discretized by integrating backwards along the characteristics

\[
x^* = x - f(S^{n*})\Delta t,
\]

where \( S^{n*} = S(x^*, t^n) \) and \( \Delta t = t^{n+1} - t^n \) is the time step.

Note that the characteristics determined by equation (9) are all straight lines in the \((x, t)\) plane. If equation (9) is solved exactly, the only change in the solution along the characteristics is due to diffusion (and possibly the source term which vanishes except at wells). Thus, we solve equation (10) by the modified method of characteristics [DEES90, DR82, EE87]

\[
\int_{\Omega} \phi \frac{S^{n+1} - S^{n*}}{\Delta t} w d\Omega + \int_{\Omega} (\epsilon D(S^{n*}, x) \frac{\partial S^{n+1}}{\partial x} - b(S^{n*})S^{n+1} u) \frac{\partial w(x)}{\partial x} d\Omega = \int_{\Omega} q_3 w d\Omega, \forall w(x) \in H^1_0(\Omega).
\]

Here a characteristic tracking is used for the advection term, and the quadratic Petrov-Galerkin method is used for the diffusion term and the residual advection term where the trial functions \( S \) are chosen to be hat functions and the test functions \( w(x) \) are constructed by adding an quadratic perturbation to the hat functions [DEES90, EE87].

4 A Characteristic Domain Decomposition Algorithm for System (1)-(2) with Interfaces

We now describe a characteristic domain decomposition algorithm for solving the system (1)-(2) with interfaces. We adopt a sequential solution strategy to decouple and linearize the system [DEES90, DEW83]. For the domain decomposition techniques for pressure equations with interfaces we refer the interested readers to [BW86, SBG96] for details. We present the algorithm for a one-dimensional problem on \( \Omega = (a, b) \) with one interface at \( a < d < b \). Let \( N \) be a positive integer, \( \Delta t = T/N \), and \( t^n = n\Delta t \).

Initialization

Substitute the initial condition \( S(x, 0) \) for \( S \) in (1) and solve equations (1) at \( t^0 \) by the mixed method to obtain the Darcy velocity \( u^0(x) \), where \( u^n(x) = u(x, t^n) \).

for \( n = 0, 1, \ldots, N - 1 \) do

for \( l = 0, 1, \ldots, l_M - 1 \) do

L1. For \( l = 0 \), in equation (2) approximate \( u^{n+1}(x) \) by \( u^{n+1}_0(x) = u^n(x) \) or \( 2u^n(x) - u^{n-1}(x) \). For \( l \geq 1 \), substitute \( S_{l-1,1M} \) for \( S \) in (1) and solve equations (1) at \( t^{n+1} \) by the mixed method to obtain the Darcy velocity \( u^{n+1}_l \).
L2. For \( l = 0 \), assign \( S_{0,0}^{n+1}(d_-) = S_n(d^*) \), where \( S_{l,k}^{n+1}(d_-) = \lim_{x \to d, x < d} S_{l,k}(x, t^{n+1}) \) and \( d^* \) is defined in equation (11) with \( x \) being replaced by \( d \). For \( l \geq 1 \), assign \( S_{l,0}^{n+1}(d_-) = S_{l-1,kM}^{n+1}(d_-) \).

L3. Use the interface condition \( p_c^L(S_{l,0}^{n+1}(d_-)) = p_c^R(S_{l,0}^{n+1}(d_+)) \) to evaluate \( S_{l,0}^{n+1}(d_+) \), where \( S_{l,k}^{n+1}(d_+) = \lim_{x \to d, x > d} S_{l,k}^{n+1}(x) \).

for \( k = 0, 1, \ldots, k_M - 1 \) do

if error > tolerance then

K1. With the given inflow boundary condition at \( x = a \) and \( S_{l,k}^{n+1}(d_-) \)
as the outflow Dirichlet boundary condition at \( x = d \), solve equation (12) on the subdomain \((a, d)\) for \( S_{l,k}^{n+1} \) at time \( t^{n+1} \).

K2. With \( S_{l,k}^{n+1}(d_-) \) as the inflow Dirichlet boundary condition at \( x = d \) and the given outflow boundary condition at \( x = b \), solve equation (12) on \((d, b)\) for \( S_{l,k}^{n+1} \) at \( t^{n+1} \) in parallel to the previous step.

K3. Calculate the mass error \( M_{l,k}^{n+1} = \Delta M - \int_\Omega (S_{l,k}^{n+1} - S_n) \, d\Omega \), where \( \Delta M \) is the mass injected at the inflow boundary and through the wells during the time period \([t^n, t^{n+1}]\).

K4. Update the Dirichlet boundary condition at the interface \( x = d \) by \( S_{l,k}^{n+1}(d_-) := S_{l,k}^{n+1}(d_-) + \kappa M_{l,k}^{n+1} \), where \( \kappa \) is a relaxation parameter.

K5. Use the interface condition \( p_c^L(S_{l,k}^{n+1}(d_-)) = p_c^R(S_{l,k}^{n+1}(d_+)) \) to evaluate \( S_{l,k}^{n+1}(d_+) \).

else

\( k = k_M \) and \( l = l_M \)

endif

end

\( k = k_M \)

end

\( l = l_M \)

\( \mathbf{u}^{n+1} := \mathbf{u}_{l_M}^{n+1} \) and \( S^{n+1} := S_{l_M,k_M}^{n+1} \).

end

Note that the full equation (12) is almost symmetrized and almost well conditioned. Namely, the condition number is of order \( \mathcal{O}(D^2t/\Delta x)^2 \). Hence, a diagonal preconditioner works well in practice, in contrast to elliptic equations where the coefficient matrix is ill conditioned and extensive research has been carried out to develop an efficient preconditioner.

We now outline generalizations of the above algorithm in several directions. First, it is easy to see that the above algorithm applies to problems with several interfaces. Second, we note that the procedure applies to multidimensional problems, as long as the adjustment in Step K3 is kept local in space to avoid introducing any spurious nonzero saturation to the location where the saturation is zero. Third, Because the
Figure 2  The saturation “jumps up” across the interface from a higher permeability zone to a lower permeability zone.

The coefficient matrix for the pressure equation has a much bigger condition number than that for the saturation equation, it is much more expensive to solve equations in (1) than to solve equation (2) at each time step. Physically the Darcy velocity is much smoother and varies less rapidly than the saturation. Thus, we can use larger time steps for pressure equations in (1) and smaller time steps for the saturation equation (2) (see [DEW83, Exwi84] for details).

5  Numerical Experiments

In this section we present a numerical example to show the promise of the algorithm. More extensive results can be found in [Er96]. In the example, the space domain \((a, b) = (0, 1)\) with the interface located at \(d = 0.5\). The time interval \([0, T] = [0, 0.048], \varepsilon = 0.01, \lambda_w(S) = S^2, \lambda_v(S) = (1 - S)^2, \Delta x = 1/150, \Delta t = 0.001, K = 10\) on \((0, 0.5)\) and 1 on \((0.5, 1)\). The initial condition is an established shock given by

\[
S_0(x) = \begin{cases} 
  1 - \frac{0.3}{0.4}x, & \text{if } 0 \leq x \leq 0.4, \\
  0, & \text{if } 0.4 < x \leq 1.
\end{cases}
\]  

(13)

In the numerical experiments, \(l_M = 1\) and \(k_M = 4\). Namely, we extrapolated the current velocity field \(u^{n+1}\) by its values at the previous time steps and did not iterate on equations in (1). With the extrapolated velocity field at the current time step, we iterated four times on the saturation equation (2) at each time step. It was seen in Figure (1) that the permeability has considerable effect on diffusion and capillary pressure. For a fixed saturation the capillary pressure is higher in a lower permeable zone than it is in a high permeable zone. We observe that the continuity of capillary pressure in (4) enforces a jump up in the saturation profile across the interface. The
numerical results are free of oscillation or numerical dispersion, and agree with the results in [CY92].
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Cyclic Symmetry in Geometrical Nonlinear Analysis of Structures

Andrei Vasilescu

1 Introduction

A possible challenge in the work of a research or designer is when a structure with cyclic period geometry appears. This type of symmetry remains an up-to-date subject in the theoretical and practicable field of engineering. The cyclically symmetric is present in many civil engineering structures (domes, cooling towers, chimneys, etc.) or in mechanical engineering (milling cutters, turbine bladed disks, gears, fan or pump impellers, etc.).

Such a structure may be considered as a domain composed by identical, coupled subdomains positioned symmetrically with respect to an axis. Analysis of one of the subdomains, named fundamental, and its high degree of repetition represents the key in obtaining major savings in calculus.

The symmetry of a state of a structural system is an intrinsic property that is independent from the external loading or of the analysis type: linear or nonlinear, static or dynamic, etc. Specific methods have been developed and implemented in FEM programs (MSC NASTRAN, ANSYS, PAFEC, etc.) only in the linear elastic and modal analysis. The published literature on cyclic symmetry presented the advantages of these specific methods (e.g. an important reduction of the computational effort comparative with the common approach). However, the aim of this paper is to survey the main directions possible to use the initial cyclic symmetrical configuration in a geometrical nonlinear analysis of structures and to present an example on a Schwedler dome.

2 Cyclical Symmetry

The cyclical symmetry was used in a FEM application for the first time by Richard Courant in his historical paper [Cou43] to reduce the effort of his "numerical treatment of the plane torsion problem for multiple-connected domains" [Vas94]. The mathematician Hermann Weyl presented in his essay [Wey52] the symmetry in nature.
(from the cell in biology to the mineral crystal) and art closely related to some aspects of the mathematical theory of groups and subgroups. This group theory, especially the representation theory, is penetrating now in the FEM domain.

It is relevant to present the overall stiffness matrix \( \mathbf{K} \) for a cyclically symmetric structure. It is essential to the development of the theory that the reference system of coordinates should itself be cyclically symmetric: the axes attached to a subdomain are carried into those of the next similar subdomain when the whole domain (the structure) is rotated through an angle of \( 2\pi/N \). \( N \) is the number of identical subdomains and it represents the order of cyclic symmetry. In this way the overall stiffness matrix has a special form: it is quasicirculant or block circulant. The theory of circulant and quasicirculant matrices shows that \( \mathbf{K} \) is similar to a matrix with diagonal blocks [Dav79]. This is also justified for the mass matrix \( \mathbf{M} \), damping matrix \( \mathbf{C} \), etc. of full structure.

The immediate consequence is that the initial problem, for any form of matrix analysis, is multiplied \( N \) times, but each of them is drastically reduced in size. This reduction is the main advantage to be considered in the following because the cost of solving a problem rises much faster than its size. For instance, the mathematical representation of the model in terms of physical quantities leads to the system of simultaneous linear equations in the static analysis

\[
\mathbf{KU} = \mathbf{P} \tag{2.1}
\]

where \( \mathbf{U} \) is the displacement vector and \( \mathbf{P} \) is the nodal force vector. This problem can be split into \( N \) decoupled problems. Hence, there are preferable to solve many small sets of linear algebraic equations, quickly and involving less computer memory, using common matrix manipulation capabilities. For the decoupled eigenvalue problems there is another advantage: the condition number of each matrix from reduced eigenvalue problem is less or equal to the condition number of the overall matrix from uncoupled problem, respectively. Other advantage is that the analyst will be required to input data for the fundamental domain (geometry, material properties, connections, boundary conditions, etc.). Transformation of mathematical representation of the model from physical components to cyclic components is possible taking into account that the deflections of a subdomain \( j \) are related to the adjacent subdomains \( j+1 \) by a complex constant [Tho79],

\[
\mathbf{U}_j = \mathbf{U}_{j+1} e^{i\mu} \tag{2.2}
\]

where \( \mu = 2\pi n/N \) is propagation constant, \( n = 0,1,2,...,\text{Int}\left( \frac{N}{2} \right) \). The force acting in the \( k \)-th degree of freedom (d.o.f.) of the \( j \)-th subdomain may be expressed by discrete Fourier transform [BSR91] as:

\[
p_{jk} = \sum_{n=1}^{N} f_{nk} e^{-i(j-1)\mu} \tag{2.3}
\]

The cyclic component of force for the \( k \)-th d.o.f. is obtained by inverse transform:
\[ f_{nk} = \frac{1}{N} \sum_{j=1}^{N} p_{jk} e^{i(j-1)\mu} \]  

Since all forces acting on adjacent subdomains are related by the same phase constant, \( e^{-i\mu} \), the deflection on adjacent subdomains should be connected in the same way [Tho79]:

\[ u_{jk} = \sum_{n=1}^{N} d_{nk} e^{-i(j-1)\mu} \]  

Using these equations in first equation, the decoupled matrix equation for various harmonics is given by:

\[ K_n D_n = F_n \]  

The application of complex constraints produces a fully populated complex stiffness matrix \( K_n \) and a set of simultaneous complex equation is to be solved for each harmonic, \( n \).

After the solution phase of the problem, it is necessary to transform the results from cyclic components back into physical components. The obtained displacement vector \( D_n \) may be transform to cover displacements on the entire domain. The displacement of the \( k \)-th d.o.f. of the \( j \)-th subdomain is calculate [BSR91] for \( N \) odd:

\[ u_{jk} = d_{0k} + 2 \sum_{n=1}^{(N-1)/2} [\text{Re}(d_{nk}) \cos\{(j - 1)\mu\} + \text{Im}(d_{nk}) \sin\{(j - 1)\mu\}] \]  

for \( N \) even:

\[ u_{jk} = d_{0k} + (-1)^{(j+1)} d_{2nk} + 2 \sum_{n=1}^{N/2 - 1} [\text{Re}(d_{nk}) \cos\{(j - 1)\mu\} + \text{Im}(d_{nk}) \sin\{(j - 1)\mu\}] \]  

Similar relations may be used for other physical components like stress, temperature, etc.

Any more savings in calculus are possible to obtain if the loading is also cyclical symmetric of the same order \( N \). Then each subdomain is assumed to be loaded identically. It follows that the corresponding nodal displacements from the two boundaries of the fundamental domain are identically in the radial and circumferential direction, respectively [ZS72]. Since the constraints between two boundaries are of real type, will be necessary to solve only one system of simultaneous linear equations written for the fundamental domain [Vas96].
3 Geometric Nonlinear Analysis

In linear structural analysis, it is assumed that the joint displacements of the structure under the applied loads are negligible with respect to the original joint coordinates. Thus, the geometric changes in the structure can be ignored and the overall stiffness of the structure in the deformed shape can be assumed to equal the stiffness of the undeformed structure. However, in the space truss structures like domes, significant changes in the initial geometry can occur. In such a case, the stiffness of the dome in the deformed shape should be computed from the new geometry of the structure. That means to formulate the condition of equilibrium in the deformed configuration, since the truss members of the dome are assumed to have linear stress-strain relationships.

The problem to be solved in static geometric nonlinear structural system is the determination of the displacements, \( \mathbf{U} \), corresponding to some load, \( \mathbf{P} \), since the stiffness matrix, \( \mathbf{K} \), in the equilibrium equation is a function of the joint displacements \( \mathbf{U} \), which are as yet unknown. The analysis will typically proceed in two phases: the first is a solution which may be termed the incremental phase; the second is a corrective procedure applied to the first in an attempt to obtain the solution close to the equilibrium path.

The way to preserve the advantage induced from the initial cyclic symmetry of the structure is to choose the modified Newton-Raphson method (MNR), in which the same matrix \( \mathbf{K}(0) \) is used for all the iterations. \( \mathbf{K}(0) \) is the stiffness matrix from the linear analysis, named also the tangent stiffness matrix. This matrix is computed at the beginning, and has a circulant or quasicirculant form.

4 Solution Algorithm

The advantages of the cyclic symmetry techniques are embedded in solving the linear equations' system. In the common geometrical nonlinear analysis, the global stiffness
matrix $K_{(0)}$ can be constructed only once, from the stiffness matrices of the individual members of the structure by the general assembly procedure.

In particular, the cyclic symmetry capabilities enable to solve the linear equations' system without assembling $K$ - only the stiffness matrices of an appropriate fundamental domain are required. The algorithm for this method is summarized in the following:

**Figure 2**

![Figure 2](image)

**Implementation**

1. Initialization and input parameters such as geometric and material properties, connectivity, boundary conditions, and reference loads.
2. Initial step: solve $K_{(0)} U_{(0)} = P \Rightarrow U_{(0)}$.
3. Compute initial member end forces in global coordinates.
4. For each iteration ($n$)
   4.1. For each element, form its stiffness matrix in local and then, in global coordinates $k_{(n)} = k(U_{(n-1)})$.
   4.2. Compute unbalanced joint loads in global coordinate system $P_{(n)} = P - K_{(n)} U_{(n-1)}$.
   4.3. Solve $K_{(n)} \Delta U = P_{(n)} \Rightarrow \Delta U$.
   4.4. Update joint coordinates $U_{(n)} = U_{(n-1)} + \Delta U$
   4.5. Check convergence by considering force norm. If no convergence and $n < \text{max. number of iterations}$ GO TO Step 4.1.
5. Print on files final results.
6. Stop.

**Practical Considerations**

The type of the conservative structure considered in this approach is a cyclically symmetric space truss. In the iterative procedure, the stiffness matrices of the truss
elements are updated corresponding to the new joint coordinates. The updating of initial length for each element is used to calculate the rotation matrix. This improves the convergence of the iterative process.

Apparently, we must assemble the overall tangent stiffness matrix of the structure to calculate in each iteration the unbalanced forces (see Step 4.2). This would compromise the present method as it is extremely expensive in the memory allocation and CPU time. In fact, we need to process only the new element stiffness in local and then in global coordinates. The unbalanced forces in global coordinate system are established by contribution of each element and is no need to assemble the overall tangent stiffness matrix of the structure.

Schwedler Dome Example

A computer program has been developed in FORTRAN 77 language to perform geometrical nonlinear analysis on cyclically symmetrical space truss structures. The structure analyzed was a spherical dome (25.6 m radius) of Schwedler type. The order of cyclic symmetry is 12. It can be observed that no plan of symmetry exists. Some different constructive solutions were studied to cover a cylindrical oil tank (32.0 m diameter). The constructive details (geometry, bar sections, loading, etc.) are from [SR85]. Since the whole structure (see Figure 1) is made up of 408 trusses connected in 166 nodes (396 active d.o.f.), the fundamental subdomain to be analyzed (see Figure 2) contains 34 trusses pinned in 20 nodes. In this case, the size of the problem is given by the 33 active d.o.f. on the subdomain after the boundary constraints were applied. We need only 6 iterations to obtain the specified convergence (0.01) of unbalanced force norm.

5 Conclusions

A solution strategy for the geometrical nonlinear analysis of elastic cyclically symmetrical structures like dome have been presented. The formulation has been adopted the modified Newton-Raphson method (MNR) to take full advantage of cyclic symmetry of the structure. We remember that in nonlinear analysis solution algorithms are problem dependent. It is well known, however, that the convergence of the MNR method is linear and may run into serious difficulties if the loading level produces large changes in displacements. A simple method to prevent this is to scale back the load. At this stage, it is necessary to underline the limit of the MNR method in the cyclically symmetric context: it works on mild geometrical nonlinear structures like domes.
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Dynamic Scheduling of Substructure Computations in an Industrial Production Environment

Petter E. Bjørstad, Jon Brækhus, and Jeremy Cook

1 Introduction

Domain decomposition of large structural analysis problems based on physical substructures modeled separately can be used to get a good ordering for the direct Cholesky factorization of the global stiffness matrix \cite{Prz85}, \cite{SBG96}. For large substructure elimination trees one can further increase the computational speed by processing independent substructures in parallel \cite{BBH91}. However, this technique often results in substructures of very different size leading to an important load balancing problem. This paper discusses experience in an industrial setting using a workstation cluster.

The SESAM\textsuperscript{1} software package is a general, structural analysis finite element package for static and dynamic linear analysis. The linear equations are solved by a module SESTRA using a multilevel superelement technique \cite{Det94}. SESAM has users worldwide with focus on the analysis of ships and offshore structures. A failure in such structures can have very serious consequences. Thus, the demand for more accurate analysis is a driving force towards efficient and more robust computer implementations.

The stiffness matrix of a superelement (which here always corresponds to a substructure of the full structure) takes the form

\[
\begin{pmatrix}
K_{ii} & K_{ir} \\
K_{ri}^T & K_{rr}
\end{pmatrix},
\]

(1.1)

Here \(i\) denotes an internal node while \(r\) is a node on the substructure boundary (connecting it to other substructures). The computation lends itself naturally to a two-level parallel implementation, a coarse grain level where independent substructures can be computed in parallel and a fine grain level where the linear algebra within a substructure calculation is parallelized. This calculation consists of forming the Schur

\textsuperscript{1} SESAM is developed and marketed by Det Norske Veritas a/s. Ninth International Conference on Domain Decomposition Methods Editor Petter E. Bjørstad, Magne S. Espedal and David E. Keyes ©1998 DDM.org
Figure 1 The complete substructure tree of the Troll model. The tree has 147 tasks and must be used in the dynamic back substitution algorithm. There are many identical tasks and only 48 are needed in the scheduling of the matrix factorization. The critical paths are shown in the bar graph below the tree. The size of the boxes around each superelement indicates the computational load.

\[
S = K_{rr} - K_{ir}^T K_{ii}^{-1} K_{ir}.
\]  

In practice, this is carried out by a Cholesky factorization of the interior part \( K_{ii} \), a forward triangular solve with \( K_{ir} \) as the right hand side, and a matrix multiplication where the resulting matrix \( K_{rr} \) is symmetric. We overwrite \( K_{ir} \) in this process and note that we only compute the Schur complement for substructures that are different. The same substructure can be used as a building block in several places when forming the global model with a considerable computational savings, see Figure 1.

The overall parallel strategy was outlined in [Bjo87] and the coarse grain part was implemented and turned into a commercial software product by Hvidsten [Hvi90]. A fine grain parallel implementation is described in [CBB06].

In this work we are only interested in testing the coarse grain parallel implementation in an industrial setting in order to report on the actual benefit of using a cluster of workstations. We will further report on the most important factors that must be taken into account in order to get satisfactory parallel performance. We have chosen a finite element model of the Troll\(^2\) offshore gas platform as our test case. The model of Troll that we will use is of medium size having 701508 degrees of freedom representing the 369 meter tall concrete base of the platform.

---

\(^2\)Troll went into production in 1995, with a height of 472 meters and a total weight of more than \( 10^9 \) kg it is the largest structure made by man and subsequently moved to its final destination. See http://www.shell.no/troll/ for pictures and more information.
2 Scheduling of Parallel Tasks

We use a dynamic scheduling algorithm as opposed to an a priori statically determined scheduling. Each time a processor is available and requests a new task, SEESTRA will execute its scheduling algorithm. Two factors must be carefully examined by this algorithm:

- The computational size of a task
- The computational power of a workstation.

The size of a task is available as an estimate of the required number of floating point operations to form the Schur complement given in (1.2). This estimate is derived from the number of internal and boundary degrees of freedom where also the bandwidth of $K_{ii}$ and empirical factors to compensate for fill during the factorization are included. Ideally, this estimate could be even more precise if based on a symbolic factorization phase, but this would require accessing the data twice which may carry a significant cost. Also, the amount of disk space needed to store the superelement matrices in factored form must be estimated. Thus, the computational task is estimated with respect to both time and space.

The power of a workstation closely matches the task estimate. The algorithm is given a list of `realistic` floating point speeds of each workstation. Since this speed unlike the `peak speed` often quoted by vendors, depends on actual workstation load it may even be updated dynamically by comparing actual elapsed time with the predicted one after each task completion. The space variable of a workstation corresponds to the available local disk space and the size of its memory. If the substructure cannot be stored locally, then this can greatly affect I/O speed and thereby overall elapsed time for a given calculation. Similarly, a large memory will be used to cache disk I/O on all modern workstations. Thus, this factor can have a significant impact on the computing time as well.

In our first algorithm, the largest available task was scheduled first, It turned out that this heuristic was too primitive and our current algorithm uses the estimated critical path with respect to computational loads as the basis for task scheduling. That is, the possible tasks will always be considered starting with the substructure which is at the end of the longest critical path to the root of the tree. The algorithm will also keep a table holding the estimated time until each workstation has finished its current task. Informally stated, the scheduling proceeds as follows:

MY workstation is idle and requests a new task:

1. Select the task at the end of the current critical path
2. Estimate the completion time for this task on MY workstation
3. Estimate the completion time for all other (busy) workstations on this task, taking into account the estimate for completion of their current work
4. If I complete first, assign this task to ME and exit here, otherwise update the completion estimate of whoever will be faster than ME with this task
5. If there are more available tasks go to 1
6. If no task found for ME, go idle and check back later.
Figure 2  Scheduling of superedgelet tasks on 8 nodes. To the left, the time history from September 95, with the largest task first and too much priority to the fastest processor. To the right, the time history from January 96 with priority to tasks on the critical path.

3 Experience with the Scheduling

In this section we discuss our test problem using the dynamic scheduling of substructures as outlined above.

Our cluster of workstations consists of eight DEC Alpha EV45 with 233 MHz processors. One machine, kvast, has 512 MB memory while the other seven have 128 MB. Each machine has a separate FDDI segment all of which are interconnected by a Gigaswitch. Four machines each have 4 GB of local disk while the other four have only one gigabyte of local disk that can be used in the computation. On the single 512 MB workstation the analysis of Troll takes about 9 hours while the time increases to 14 hours on a 128 MB machine with 4 GB of local disk. Thus, SEESTRA runs almost 60 percent faster on the machine with large memory due to efficient caching of file I/O to the free memory. The cluster is therefore inhomogeneous with respect to our scheduling algorithm despite the fact that each processor has the same theoretical speed. A substructure task will always use a disk that is large enough to hold its local files. Our algorithm from the previous section will rate the 512 MB machine as more powerful and dynamically further adjust the power of the machines depending on whether they need to access a local or remote disk for their current task.

The substructure tasks from Troll are of different sizes. The smallest task takes 9 seconds to complete, whereas the largest needs about two hours on the fastest machine. That is, we have about a factor 1000 in difference between the largest and the smallest tasks in this model.

The improvement from always attacking the largest available task to using a set of updated critical paths as a basis for scheduling can be seen in Figure 2. The left picture shows a situation where the largest task is scheduled first and the most powerful workstation ends up with too much work. We observe that all the tasks on the path after 72 are quite light, while tasks 301 and 302 higher up in the tree are quite heavy. The slower machines do not participate as much as they could and the
total analysis time is 5 hours and 50 minutes. The right part of the figure shows a much better distribution resulting from our algorithm given earlier. The total time has been reduced by 34 percent to 3 hours and 51 minutes.

Table 1 Elapsed time for the factorization and back substitution phase.

<table>
<thead>
<tr>
<th>Workstations</th>
<th>Matrix Factorization</th>
<th>Back Substitution</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8h 57m</td>
<td>2h 55m</td>
</tr>
<tr>
<td>2</td>
<td>6h 05m</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>4h 03m</td>
<td>1h 32m</td>
</tr>
<tr>
<td>8</td>
<td>3h 51m</td>
<td>0h 54m</td>
</tr>
</tbody>
</table>

Table 1 shows the elapsed time with our scheduling algorithm for different number of participating workstations. The gain from using more than 4 workstations is only slight, and is clearly not cost effective. There are only a limited number of branches with a significant amount of computation so adding more processors does not help unless we also exploit the finer grain parallel work when computing (1.2) inside each substructure task. However, for many customers having 2 to 8 workstations available, this improvement means that they can carry out two analysis each day instead of one overnight run.

Often current jobs are larger than Troll, requiring more than 25 hours on a single workstation. This may be reduced to less than 10 with a 4 workstation cluster.

4 Parallel Back Substitution and New Loads

The main purpose of structural analysis calculations is to study how a given structure reacts to different loading conditions such as wind, wave, surface or simply point loads. Often, the main interest is focused on the response of specific substructures only. After the factorization phase has been completed such questions can be studied with considerable flexibility. Given a new right hand side (load condition), the analysis will first again proceed up the tree in Figure 1 starting at the substructure(s) subject to the load in order to transform the right hand side consistently with the elimination of interior degrees of freedom when we transformed the original system from equation (1.1) to (1.2) during the factorization step. This calculation involves a triangular solve and a matrix vector multiplication within each task along the path. In engineering terms this is called load reduction. Next, we must transverse the tree back, starting from the root and again do a back substitution and a matrix vector multiplication for each substructure along the path to the substructure whose response we are interested in. This process differs from the factorization step by:

- Repeated occurrences of substructures are now separate tasks. The number of tasks in our test model increases from 48 to 147.
- When traversing the tree from the root to the leaves, we get more and more parallel tasks as we go.
The size of each task depends more weakly on the number of equations, it is therefore easier to achieve good load balancing.

All tasks grow linearly with the number of load cases.

Repeated super-elements cannot access the same substructure data simultaneously. Dynamic scheduling should therefore give priority to repeated tasks.

The algorithm used in Figure 3 just searches a list of available tasks and grabs the first available, but more advanced logic have also been implemented.

We report on a case with complete back substitution for the entire structure with 20 different load conditions. The computing time is given in Table 1 and shows good utilization of all eight workstations. We note that this part of the computation is about 30 percent of the factorization phase, thus this time can be even more significant in an analysis that may have several hundred different loading conditions. From Figure 3 we see that even a very simple dynamic scheduling algorithm works well in this case.

5 Conclusions

We have documented the benefits of dynamic substructure scheduling within a large commercial structural analysis code. Our scheduling achieves near optimal results for the example tested in the factorization phase. This approach automatically incorporates knowledge about the actual load present in the workstation environment. The back substitution phase has excellent parallel properties when there are many right hand sides and a substantial part of the complete solution is wanted.

We have shown that a large industrial application, traditionally run on large
supercomputers, can be used successfully for *industrial strength* problems in a workstation environment giving a very cost effective solution. Using a workstation environment also carries the added benefit that large result files can be postprocessed on the same architecture.
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