A Note on the Equidistribution of 3-Colour Partitions
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Abstract. In this short note, we prove equidistribution results regarding three families of three-colour partitions recently introduced by Schlosser and Zhou. To do so, we prove an asymptotic formula for the infinite product
\[ F_{a,c}(\zeta; e^{-z}) := \prod_{n \geq 0} \left( 1 - \zeta e^{-(a+cn)z} \right) \] (a, c \in \mathbb{N} with 0 < a \leq c and \zeta a root of unity) when z lies in certain sectors in the right half-plane, which may be useful in studying similar problems. As a corollary, we obtain the asymptotic behaviour of the three-colour partition families at hand.
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1 Introduction

The study of partitions has a long and storied history, and has been a fruitful field for mathematicians over the last century (and beyond). By a partition of a positive integer n, we mean a non-increasing list of positive integers \( \lambda_\ell \) such that \( \sum_\ell \lambda_\ell = n \). Letting \( p(n) \) count the total number of partitions of \( n \), a famous result of Hardy and Ramanujan [6] is their celebrated asymptotic
\[ p(n) \sim \frac{1}{4\sqrt{3n}} e^{\sqrt{2n}}, \]
as \( n \to \infty \). In order to prove their result, they introduced the circle method – a powerful tool used widely in number theory which has various incarnations in the literature.

Over the next 100 years, mathematicians have studied numerous problems in the partition-theoretic world using the circle method. In recent years, one such problem has been the equidistribution properties of partition-theoretic objects over arithmetic progressions. For example, in [1] Bringmann, Craig, Ono, and the author studied the asymptotic equidistribution of Betti numbers of certain Hilbert schemes, as well as the non-equidistribution of \( t \)-hooks of partitions.

In this short note, we prove further equidistribution results for three new families of three-colour partitions that were very recently introduced by Schlosser and Zhou [9]. In order to prove our results, we require an asymptotic for the function
\[ F_{a,c}(\zeta; q) := \prod_{n \geq 0} \left( 1 - \zeta q^{a+cn} \right), \]
where \( a, c \in \mathbb{N} \) with \( 0 < a \leq c \) and \( \zeta \) a root of unity. We remark that \( F_{1,1} \) is one of the functions studied in [1], while \( F_{a,c}(1; q) \) is one of the central objects studied by Craig in [5], and so this
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note lies at the intersection of these two papers. We note that there are many related studies in the area, for example the paper [4] by Ciolan which discusses the parity of partitions in \(k\)-th powers and the paper [12] by Zhou which proves similar equidistribution properties for partitions with parts taken from a sequences determined by polynomials satisfying certain conditions.

In [9], the authors studied certain basic hypergeometric functions and their truncations. In turn, this allowed them to prove inequalities on certain families of three colour partitions.

Firstly, let \(J_E(m, n)\) count the number of partitions of \(n\) for which the difference between the number of parts congruent to 1 (mod 3) and the number of parts congruent to 2 (mod 3) is equal to \(m\). Secondly, let \(J_T(m, n)\) count number of partitions of \(n\) into, say, red, green and blue parts, for which the difference between the numbers of red and green parts is equal to \(m\). Finally, \(J_G(m, n)\) count the number of partitions of \(n\) into three colours, say red, green and blue, such that the size of each of the red and green parts are odd, the size of blue parts is even, and the difference between the numbers of red and green parts is equal to \(m\).

Then in [9] the authors showed that

\[
J_E(\zeta; q) := \sum_{n \geq 0} \sum_{m \in \mathbb{Z}} J_E(m, n) \zeta^m q^n = \frac{1}{(\zeta q, \zeta^{-1} q^2, q^3; q^3)_{\infty}},
\]

\[
J_T(\zeta; q) := \sum_{n \geq 0} \sum_{m \in \mathbb{Z}} J_T(m, n) \zeta^m q^n = \frac{1}{(\zeta q, \zeta^{-1} q, q; q)_{\infty}},
\]

\[
J_G(\zeta; q) := \sum_{n \geq 0} \sum_{m \in \mathbb{Z}} J_G(m, n) \zeta^m q^n = \frac{1}{(\zeta q, \zeta^{-1} q^2, q^2; q^2)_{\infty}},
\]

where \((a; q)_{\infty}\) is the usual \(q\)-Pochhammer symbol and we define

\[(a, b; q)_{\infty} := (a; q)_{\infty} (b; q)_{\infty}.
\]

For \(\ast \in \{E, T, G\}\), let \(J_{\ast}(r, s; n)\) count the corresponding partition family but restricted to count when the given statistic is congruent to \(r\) modulo \(s\). Then the main purpose of this note is to prove the following theorem.

**Theorem 1.1.** The following equidistribution results are true.

1. Let \(s \in \mathbb{N}\) such that \(3 \nmid s\). Then

\[
J_E(r, s; n) = \frac{1}{4 \sqrt{3 sn}} e^{\pi \sqrt{\frac{2n}{3s}}} \left(1 + O(n^{-\frac{1}{2}})\right).
\]

2. Let \(s \in \mathbb{N}\). Then

\[
J_T(r, s; n) = \frac{1}{2 \pi \sqrt{s n^2}} e^{\pi \sqrt{2n}} \left(1 + O(n^{-\frac{1}{2}})\right).
\]

3. Let \(s \in \mathbb{N}\) such that \(2 \nmid s\). Then

\[
J_G(r, s; n) = \frac{e^{\pi \sqrt{n}}}{8 sn} \left(1 + O(n^{-\frac{1}{2}})\right).
\]

**Remark 1.2.** The conditions on \(s\) in the first and third cases ensure that a single term in the asymptotic behaviour dominates when we take a multisection of the appropriate generating function. It is noted in the course of the proof how these restrictions could be lifted.

Let \(J_{\ast}(n) := \sum_{m \in \mathbb{Z}} J_{\ast}(m, n)\). As an immediate corollary, we obtain the asymptotic behaviour of \(J_E(n), J_T(n)\) and \(J_G(n)\).
Corollary 1.3. We have the following asymptotics.

1. As $n \to \infty$
   \[ J_E(n) = \frac{1}{4\sqrt{3}n} e^{\pi \sqrt{\frac{2n}{3}}} (1 + O(n^{-\frac{1}{2}})). \]

2. As $n \to \infty$
   \[ J_T(n) = \frac{1}{2\sqrt{2\pi n}} e^{\pi \sqrt{2n}} (1 + O(n^{-\frac{1}{2}})). \]

3. As $n \to \infty$
   \[ J_G(n) = e^{\pi \sqrt{n}} \frac{1}{8n} (1 + O(n^{-\frac{1}{2}})). \]

Remark 1.4. In fact, we have that $J_E(n) = p(n)$ and $J_G(n) = \bar{p}(n)$, the number of overlined partitions of $n$, and we recover their classical asymptotic formulae here.

We remark that this is of course not the only approach to obtaining asymptotics of such generating functions, though we chose the presented approach to include the asymptotic results on the functions $F_{a,c}$. For example, work of Liu and Zhou [7] also provides the asymptotic behaviour that is outlined here (and would also give a more precise error term). We leave the details for the interested reader.

2 Preliminaries

2.1 Euler–Maclaurin summation

We require the following generalization of the famous Euler–Maclaurin summation formula, proved in [1] – we follow the set-up there. Consider a function $f$ on a domain in $\mathbb{C}$ which is of sufficient decay. That is, there exists $\varepsilon > 0$ such that $f(w) \ll w^{-1-\varepsilon}$ as $|w| \to \infty$ in the domain.

For $0 < \theta < \frac{\pi}{2}$, define
\[ D_\theta := \{ z = re^{i\alpha} : r \geq 0 \text{ and } |\alpha| \leq \theta \}. \] (2.1)

For $s, z \in \mathbb{C}$ with $\text{Re}(s) > 1$, $\text{Re}(z) > 0$, the Hurwitz zeta function is defined by $\zeta(s, z) := \sum_{n=0}^{\infty} \frac{1}{(n+z)^s}$. We also need the digamma function $\psi(x) := \frac{\Gamma'(x)}{\Gamma(x)}$, and the Euler–Mascheroni constant $\gamma$. Let $B_n(x)$ be the $n$-th Bernoulli polynomial.

Lemma 2.1 ([1, Lemma 2.2]). Let $0 < a \leq 1$ and $A \in \mathbb{R}^+$, and let $D_\theta$ be defined by (2.1). Assume that $f(z) \sim \sum_{n=n_0}^{\infty} c_n z^n$ ($n_0 \in \mathbb{Z}$) as $z \to 0$ in $D_\theta$. Furthermore, assume that $f$ and all of its derivatives are of sufficient decay in $D_\theta$. Then we have that
\[ \sum_{n=0}^{\infty} f((n+a)z) \sim \sum_{n=n_0}^{-2} c_n \zeta(-n, a) z^n + \frac{I_{f,A}^s}{z} - \frac{c-1}{z} (\log(Az) + \psi(a) + \gamma) \]
\[ - \sum_{n=0}^{\infty} \frac{B_{n+1}(a)}{n+1} z^n, \]
as $z \to 0$ uniformly in $D_\theta$, where
\[ I_{f,A}^s := \int_{0}^{\infty} \left( f(u) - \sum_{n=n_0}^{-2} c_n u^n - \frac{c-1 e^{-Au}}{u} \right) du. \]

Remark 2.2. When $a = 1$, we have that $\psi(a) + \gamma = 0$. 
2.2 Wright’s circle method

In order to obtain the asymptotic behaviour of our coefficients, we make use of Wright’s circle method, which is a more flexible version of the original circle method of Hardy and Ramanujan developed by Wright in [10, 11]. In essence, one uses Cauchy’s residue theorem to write the coefficients as a contour integral of the generating function over a contour (chosen to be a circle) $C$ of radius less than one. Since we may choose the radius of the circle, we pick a radius such that $C$ tends to the unit circle as $n \to \infty$. This ensures that we may use the asymptotics given by Lemma 2.1 for our generating function toward roots of unity on the unit circle. One then splits the contour into arcs where the generating functions has relatively large (resp. small) asymptotic growth, called the major (resp. minor) arcs. On the major arcs, we use asymptotic techniques to closely approximate the behaviour of the generating function, while on the minor arcs we bound more crudely.

In [1], following work of Ngo and Rhoades [8], the following result was proved.

**Proposition 2.3** ([1, Proposition 4.4]). Suppose that $F(q)$ is analytic for $q = e^{-z}$, where $z = x + iy \in \mathbb{C}$ satisfies $x > 0$ and $|y| < \pi$, and suppose that $F(q)$ has an expansion

$$F(q) = \sum_{n=0}^{\infty} c(n)q^n$$

near 1. Let $c, N, M > 0$ be fixed constants. Consider the following hypotheses:

1. As $z \to 0$ in the bounded cone $|y| \leq Mx$ (major arc), we have

$$F(e^{-z}) = z^B e^{A\frac{1}{2}} \left( \sum_{j=0}^{N-1} \alpha_j z^j + O(|z|^N) \right),$$

where $\alpha_j \in \mathbb{C}$, $A \in \mathbb{R}^+$, and $B \in \mathbb{R}$.

2. In the bounded sector $Mx \leq |y| < \pi$ (minor arc), we have

$$|F(e^{-z})| \ll e^{\frac{1}{2}Re(z)(A-\kappa)},$$

for some $\kappa \in \mathbb{R}^+$.

If (1) and (2) hold, then as $n \to \infty$, we have for any $N \in \mathbb{R}^+$

$$c(n) = n^{\frac{1}{2}(-2B-3)} e^{\frac{3}{2} \sqrt{A} n} \left( \sum_{r=0}^{N-1} p_r n^{-\frac{r}{2}} + O(n^{-\frac{N}{2}}) \right),$$

where $p_r := \sum_{j=0}^{r} \alpha_j c_{j,r-j}$ and

$$c_{j,r} := \left( \frac{-\frac{1}{4\sqrt{A}}} {2\sqrt{\pi}} \right)^r \frac{\Gamma(j + B + \frac{3}{2} + r)} {r! \Gamma(j + B + \frac{3}{2} - r)}.$$

This result means that one need only verify the two hypotheses in order to obtain the asymptotic behaviour of the coefficients.
2.3 Asymptotics of \((\zeta q^a; q^c)_{\infty}\)

For \(0 < a \leq c\), consider the infinite product

\[
F_{a,c}(\zeta; q) := \prod_{n \geq 0} \left(1 - \zeta q^{a+cn}\right) = (\zeta q^a; q^c)_{\infty}.
\]

Notice that

\[
F_{1,1}(\zeta; q) = \prod_{n \geq 1} (1 - \zeta q^n)
\]

is a function studied by Bringmann, Craig, Ono, and the author in [1]. The following proposition gives the asymptotics of \(F_{a,c}(\zeta; e^{-z})\) where \(z \to 0\) in \(D_{\theta}\), mirroring [1, Theorem 2.1]. To state the result, recall Lerch’s transcendent

\[
\Phi(z, s, a) := \sum_{n=0}^{\infty} \frac{z^n}{(n+a)^s}.
\]

**Proposition 2.4.** Let \(\zeta\) be a primitive \(b\)-th root of unity for \(b \geq 2\). As \(z \to 0\) in \(D_{\theta}\), we have that

\[
F_{a,c}(\zeta; e^{-z}) = (1 - \zeta)^{\frac{1-a}{2}} \exp\left(-\frac{\Phi(\zeta, 2, 1)}{ez}\right) (1 + O(\lvert z \rvert)).
\]

**Proof.** First note that

\[
\log F_{a,c}(\zeta; q) = \sum_{n \geq 0} \log (1 - \zeta q^{a+cn}) = -\sum_{n \geq 0} \sum_{k \geq 1} \frac{\zeta^k q^{ak+cnk}}{k} = -\sum_{k \geq 1} \frac{\zeta^k q^{ak}}{k(1 - q^{ck})}.
\]

Let \(k = mb + j\) to obtain

\[
-\sum_{j=1}^{b} \zeta^j \sum_{m \geq 0} \frac{q^{a(mb+j)}}{(mb+j)(1 - q^{(mb+j)})}.
\]

We may rewrite this as

\[
-z \sum_{j=1}^{b} \zeta^j \sum_{m \geq 0} f \left( \left( m + \frac{j}{b} \right) bz \right),
\]

where

\[
f(x) := \frac{e^{-ax}}{x (1 - e^{-cx})}.
\]

Note that \(f\) has a Taylor expansion at \(x = 0\) of \(\frac{1}{cz} + \frac{\frac{x-a}{x}}{1} + O(1)\). Thus using Lemma 2.1, we obtain that

\[
\log F_{a,c}(\zeta; q) = \sum_{j=1}^{b} \zeta^j \left( -\frac{1}{b^2 cz} \zeta \left( 2, \frac{j}{b} \right) - \frac{I_{j,1}}{b} \right.
\]

\[
+ \frac{\frac{a}{x} + \frac{1}{x}}{b} \left( \log(bz) + \psi \left( \frac{j}{b} \right) + \gamma \right) + O(\lvert z \rvert)).
\]
Then using that $\sum_{j=1}^{b} \zeta^j = 0$ and [2, p. 39] (see [1] which corrects a minus sign and erroneous $k$ on the right-hand side of Campbell)

$$\sum_{j=1}^{b} \psi \left( \frac{j}{b} \right) \zeta^j = b \log(1 - \zeta)$$

along with

$$\sum_{j=1}^{b} \zeta^j \zeta \left( 2, \frac{j}{b} \right) = b^2 \zeta \Phi(\zeta, 2, 1)$$

and exponentiating gives us that

$$F_{a,c}(\zeta; q) = (1 - \zeta)^{\frac{1}{2} - \frac{2}{3}} \exp \left( -\frac{\zeta \Phi(\zeta, 2, 1)}{cz} \right) (1 + O(|z|))$$

as desired. $\blacksquare$

Now consider $F_{a,c}(1; q)$. This function was considered by Craig [5] who proved very precise asymptotics with explicit error bounds. Since we do not need the error terms explicitly in this paper, we state a more relaxed version of Craig’s results.

**Proposition 2.5 ([5, Proposition 3.1]).** As $z \to 0$ in $D_\theta$, we have that

$$F_{a,c}(1; e^{-z}) = \frac{\Gamma \left( \frac{a}{c} \right)}{\sqrt{2\pi}} (cz)^{\frac{1}{2} - \frac{2}{3}} \exp \left( \frac{\pi^2}{6cz} \right) (1 + O(|z|)).$$

### 3 Proof of Theorem 1.1

First note that we have

$$J_E(\zeta; q) = F_{1,3}^{-1}(\zeta; q)F_{2,3}^{-1}(\zeta^{-1}; q)(q^3; q^3)^{-1}, \quad J_T(\zeta; q) = F_{1,1}^{-1}(\zeta; q)F_{1,1}^{-1}(\zeta^{-1}; q)(q; q)^{-1},$$

$$J_G(\zeta; q) = F_{1,2}^{-1}(\zeta; q)F_{1,2}^{-1}(\zeta^{-1}; q)(q^2; q^2)^{-1}.$$  

Recall the well-known bound (for $|y| \leq Mx$, as $z \to 0$)

$$(e^{-z}; e^{-z})^{-1} = \sqrt{\frac{z}{2\pi}} e^{\frac{z^2}{2\pi}} (1 + O(|z|)).$$

By combining this with the asymptotics given in Proposition 2.4, we immediately obtain the following corollary.

**Corollary 3.1.** Let $\zeta$ be a primitive $b$-th root of unity. Then as $z \to 0$ in $D_\theta$, we have that

$$J_E(\zeta; e^{-z}) = (1 - \zeta)^{\frac{1}{2} - \frac{2}{3}} (1 - \zeta^{-1})^{\frac{1}{2}}$$

$$\times \sqrt{\frac{3z}{2\pi}} \exp \left( \frac{\pi^2}{18z} + \frac{\zeta \Phi(\zeta, 2, 1) + \zeta^{-1} \Phi(\zeta^{-1}, 2, 1)}{3z} \right) (1 + O(|z|)),$$

$$J_T(\zeta; e^{-z}) = (1 - \zeta)^{\frac{1}{2}} (1 - \zeta^{-1})^{\frac{3}{2}}$$

$$\times \sqrt{\frac{z}{2\pi}} \exp \left( \frac{\pi^2}{6z} + \frac{\zeta \Phi(\zeta, 2, 1) + \zeta^{-1} \Phi(\zeta^{-1}, 2, 1)}{z} \right) (1 + O(|z|)),$$

$$J_G(\zeta; e^{-z}) = \sqrt{\frac{z}{\pi}} \exp \left( \frac{\pi^2}{12z} + \frac{\zeta \Phi(\zeta, 2, 1) + \zeta^{-1} \Phi(\zeta^{-1}, 2, 1)}{2z} \right) (1 + O(|z|)).$$
Using these results, we now prove Theorem 1.1.

**Proof of Theorem 1.1.** It is a simple exercise using orthogonality of roots of unity to show that

\[
H_s(r, s; q) := \sum_{n \geq 0} J_s(r, s; n) q^n = \frac{1}{s} \sum_{j=0}^{s-1} \zeta^{-rj} \zeta^j s \sum_{b=0}^{s-1} \zeta^{-rb} (\zeta^j_s; q).
\]  

(3.1)

We now use Wright's circle method to show that the \( j = 0 \) term dominates the asymptotics for each choice \( * \in \{E, T, G\} \), which in turn implies that the main term asymptotic is independent of the residue class and hence the statistic is asymptotically equidistributed.

One may be concerned that poles other than \( q = 1 \) may contribute to the main asymptotic term. However, by Theorem 1.1 of the beautiful paper of Chern [3] we know that for each of the infinite products, the pole at \( q = 1 \) dominates, since each \( F_{-1} \) is exponentially smaller at poles other than \( q = 1 \). This is only true because of the assumptions on \( s \) made in each case. For example, in case (3) if one had terms where \( \zeta = -1 \) then the pole at \( q = -1 \) would also have a term with the same growth as the main term asymptotic, and would cancel the main term already obtained thanks to the sum over \( j \) in (3.1). We leave the details of these further cases to the interested reader.

Using that \(| \zeta^j \Phi(\zeta; 2, 1) | < \frac{\pi^2}{6} \) for \( \zeta \) is a primitive root of unity not equal to 1, it is simple to see that on the major arc the \( j = 0 \) term in (3.1) exponentially dominates all other terms, and thus using Proposition 2.5, we have

\[
\begin{align*}
H_E(r, s; q) &= \frac{\Gamma \left( \frac{1}{2} \right) \Gamma \left( \frac{5}{2} \right)}{s(2\pi)^{3/2}} \sqrt{3z} \exp \left( \frac{\pi^2}{6z} \right) (1 + O(|z|)), \\
H_T(r, s; q) &= \frac{1}{s(2\pi)^{3/2}} z^{1/2} \exp \left( \frac{\pi^2}{2z} \right) (1 + O(|z|)), \\
H_G(r, s; q) &= \frac{1}{2s} \exp \left( \frac{\pi^2}{4z} \right) (1 + O(|z|)).
\end{align*}
\]

Note that by Euler’s reflection formula for the Γ-function, we obtain \( \frac{\Gamma \left( \frac{1}{2} \right) \Gamma \left( \frac{5}{2} \right)}{s(2\pi)^{3/2}} = \frac{2\pi}{\sqrt{3}} \).

It remains to estimate each of \( H_s(r, s; q) \) on the minor arcs, where \( Mx \leq |y| \leq \pi \). To do so, we estimate \( F_{a,c}(\zeta; q) \) on the minor arcs using arguments very similar to those given in [1] along with the classical fact that for some \( C > 0 \), we have

\[
|e^{-z} e^{-\bar{z}}|^{-1} \leq x^{1/2} e^{x/2} e^{-\frac{x}{\sqrt{3}} - \frac{\zeta}{x}}.
\]

This guarantees that the final \( q \)-Pochhammer in each case is exponentially smaller on the minor arc, and so we need only consider the \( F_{a,c} \) functions.

We aim to show that (for \( Mx \leq |y| \leq \pi \))

\[
\text{Re} \left( \log F_{a,c}^{-1}(\zeta^j_b, q) \right) - \log \left( F_{a,c}^{-1}(1, |q|) \right) \leq -\frac{C}{x}
\]

for some positive constant \( C \). This follows from the arguments of [12, p. 1962] (see, in particular, line 7) with the parameters \( f(n) = cn + (a - c) \), \( k = b \), \( \delta = 1 \), and \( \ell = 0 \). Therefore, the contribution from the major arc exponentially dominates, and we obtain asymptotic equidistribution as claimed.
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