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Abstract. Although free-fermion systems are considered exactly solvable, they generically do not admit closed expressions for nonlocal quantities such as topological string correlations or entanglement measures. We derive closed expressions for such quantities for a dense subclass of certain classes of topological fermionic wires (classes BDI and AIII). Our results also apply to spin chains called generalised cluster models. While there is a bijection between general models in these classes and Laurent polynomials, restricting to polynomials with degenerate zeros leads to a plethora of exact results: (1) we derive closed expressions for the string correlation functions—the order parameters for the topological phases in these classes; (2) we obtain an exact formula for the characteristic polynomial of the correlation matrix, giving insight into ground state entanglement; (3) the latter implies that the ground state can be described by a matrix product state (MPS) with a finite bond dimension in the thermodynamic limit—an independent and explicit construction for the BDI class is given in a concurrent work [Phys. Rev. Res. 3 (2021), 033265, 26 pages, arXiv:2105.12143]; (4) for BDI models with even integer topological invariant, all non-zero eigenvalues of the transfer matrix are identified as products of zeros and inverse zeros of the aforementioned polynomial. General models in these classes can be obtained by taking limits of the models we analyse, giving a further application of our results. To the best of our knowledge, these results constitute the first application of Day’s formula and Gorodetsky’s formula for Toeplitz determinants to many-body quantum physics.
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1 Introduction

Modelling certain many-body quantum systems in terms of non-interacting fermions has proved to be unreasonably effective. Historically forming the basis of Fermi liquid theory [72], it has in recent times led to the discovery of topological insulators and superconductors [9, 29, 36, 45, 48, 58, 70, 71, 74]. Free-fermion chains—dual to famous spin models such as the two-dimensional classical Ising model and one-dimensional quantum XY model—have also been fertile ground for mathematical innovations. Whilst correlation functions of local fermionic
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operators are simple, non-local string correlation functions—essential for calculating certain local spin correlations as well as understanding the topological nature of fermionic systems—required and indeed stimulated significant developments in the theory of the asymptotics of Toeplitz determinants (determinants of matrices that are constant along each diagonal) [19].

Considering only the two-dimensional classical Ising model as an example, there are a vast number of remarkable exact results for spin correlations [57]. However, it is unusual to find simple closed formulae for these correlators. Typically, in analysing string correlations or the entanglement properties of fermionic systems, one finds closed expressions for dominant terms in the asymptotic expansion for, respectively, large string length [6, 44] or large subsystem size (for the entanglement entropy) [39, 42, 46]. A rare and famous exception\(^1\) that does admit simple closed formulae for arbitrary distances is the ‘disorder line’ in the XY spin chain—this is dual to a nearest-neighbour free-fermion model and there are two symmetry-broken product state ground states [6, 15, 27, 38, 39, 52, 60, 84].

In the present work, we consider Hamiltonians for one-dimensional classes of spinless fermions with phases classified by a topological winding number (commonly referred to as the BDI and AIII classes [3, 48, 59, 71]). The BDI class consists of superconducting time-reversal invariant spinless fermions, while the AIII class consists of charge-conserving spinless fermions with a sub-lattice symmetry; these classes are non-interacting instances of symmetry-protected topological (SPT) phases [14, 22, 68, 76, 78]. We show that for a simply characterised subclass of both the BDI and AIII classes, we can find closed expressions for certain physically relevant string correlation functions for models within this subclass. Moreover, we give an exact formula for the characteristic polynomial of the correlation matrix—intimately related to entanglement properties of the system—where this formula depends only parametrically on the size of the matrix. We further show that our subclass of interest is dense in the whole class, meaning that any Hamiltonian in the BDI or AIII class can be obtained as the limit of a sequence of Hamiltonians studied in this work.

The above results allow us to prove the existence of an exact matrix product state (MPS) representation [16, 66] of the ground state for this dense subclass. An MPS is one of the simplest tensor networks for describing many-body wavefunctions and has proven to be a valuable concept both analytically (e.g., in the discovery of fixed-point SPT states [2]) and as a numerical ansatz (underlying the density-matrix renormalization group (DMRG)) [89, 90]. In a concurrent work [43], we give an explicit construction for the MPS ground state in this subclass of the BDI class (up to a measure zero set of exceptional cases), where this subclass is referred to as the MPS skeleton. Particular examples of models in this subclass were previously studied in [80, 92]. While the explicit MPS representation is a valuable tool (for example, they could serve as initial states for DMRG or dynamic quenches in non-integrable models [43]), it is not straightforward to extract closed analytic expressions for the string correlations and entanglement spectrum, motivating the analysis in this work. Moreover, we prove the existence of an MPS for a subclass of class AIII, where the construction in [43] does not directly apply. It is interesting that the techniques used here, from Toeplitz determinant theory, are rather different to those used in the explicit construction, which is based on Witten’s conjugation argument for frustration-free models [43, 94]. Both are in turn different to approaches to free-fermion MPS based on Gaussian states [51, 77]. One can think of the MPS ground state as two $\chi \times \chi$ matrices, where $\chi$ is the bond dimension of the MPS. As well as proving that $\chi < \infty$ (even for infinite system sizes) in both classes, for the BDI class we find a rigorous lower bound on $\chi$. The explicit construction in [43] gives an upper bound on $\chi$ and in certain cases this upper bound coincides with the lower bound given here, proving that this is the optimal bond dimension in these cases.

\(^1\)Another exceptional case, less relevant to this work, is the spin-spin correlator ‘along the diagonal’ at $T = T_c$ in the 2D classical Ising model (equivalently, at the phase transition in the 1D quantum transverse-field Ising model). This can be expressed in an exact closed form as a ratio of Barnes G-functions [19].
We now expand on the above claims. As we review in detail below, any (finite-range) Hamiltonian in these classes is equivalent to a Laurent polynomial \( f(z) = \sum \kappa t_{\kappa} z^{\kappa} \), (where the coupling constants \( t_{\kappa} \in \mathbb{R} \) for BDI and \( t_{\kappa} \in \mathbb{C} \) for AIII). This Laurent polynomial is characterised by the degree of the pole (or zero) at \( z = 0 \) and a finite number of zeros away from \( z = 0 \). If no zero is on the unit circle, then the corresponding Hamiltonian is gapped and the ground state phase diagram is labelled by a winding number \([44, 87]\). Physically, a non-zero winding number is topologically non-trivial, as evidenced—for instance—by topologically-protected zero-energy edge modes \([5, 47, 87]\). Each gapped phase has a string order parameter \([44, 62]\). These are non-local string correlation functions defined as a ground state expectation value of a product of an extensive number (\( \Theta(N) \)) of fermionic operators. In the phase with winding number \( \omega \), the corresponding string order parameter is non-zero in the limit of large \( N \), while the string correlation functions that are order parameters for other phases decay with \( N \). The subclass of models that we consider in this work is the case where every zero of \( f(z) \) away from \( z = 0 \) has even multiplicity. An exact formula for all string correlation functions for each model in this subclass constitutes our first main result.

For free-fermion systems, the entanglement spectrum of a subsystem is simply calculated from the eigenvalues of the correlation matrix—a matrix with elements consisting of two-point fermionic correlators \([63, 65, 88]\). From these eigenvalues one can easily calculate the entanglement entropy. Our second main result gives a method for finding a closed formula for the characteristic polynomial of the correlation matrix for a subsystem of size \( N \), with explicit \( N \) dependence. As mentioned, this result allows us to prove the existence of an exact MPS representation of the ground state. We also use this to give the characteristic polynomial in a series of examples.

Given an MPS, a useful construction in analysing correlations is the MPS-transfer matrix. Our results on string correlation functions allow us to derive properties of this transfer matrix, without needing the MPS itself. We focus on the BDI class; then, given a property that is generically satisfied in our class of models, we use the transfer matrix to give a lower bound on the bond dimension of any MPS representation of the ground state. The proof of this lower bound is through identifying eigenvalues of the MPS-transfer matrix that appear in correlation functions. As mentioned, in certain cases this lower bound coincides with an upper bound derived in \([43]\), giving the optimal bond dimension of the exact MPS ground state. In these cases, given the upper bound, we can find the entire spectrum of the transfer matrix—the eigenvalues are products of zeros and inverse zeros of \( f(z) \) (multiplied by a sign that we determine). We also show how our results constrain the eigenvectors of the transfer matrix.

The class of models that we consider is a class of exceptional cases in the full class of BDI or AIII Hamiltonians. However, in this work we show that any (finite-range) model in these classes can arise as a limit of Hamiltonians considered in this paper. We remark that as we take the limit, we allow longer and longer range couplings. We illustrate how taking the limit of the string order parameter recovers the result for general models obtained in \([44]\). The concurrent work \([43]\) discusses a concrete example, where the transverse-field Ising chain is approximated by a sequence of models in this subclass.

The key object determining ground state correlations for these models is the symbol, or generating function, \( \sqrt{f(z)\overline{f}(1/z)} \) (note \( \overline{f}(z) = \sum \kappa t_{\kappa} z^{\kappa} \)). In particular, Fourier coefficients of this function give the fermionic two-point function, and other correlations follow from this through Wick’s theorem. In the general case, this is a multivalued function that we can analyse with branch cuts in the complex plane. For example, we can calculate asymptotic Fourier coefficients using the Darboux principle \([20]\). In our case, since every zero has even multiplicity, we have a rational function. This allows us to find a closed form for the Fourier coefficients (this observation has been used for identifying the correlation length of Gaussian MPS in \([75]\)). Moreover, our result on string correlation functions is an application of Day’s formula for Toeplitz
determinants with rational symbol\footnote{This means that the matrix elements are Fourier coefficients of a rational function, in this case related to \( \sqrt{f(z)/f(1/z)} \). We review this terminology and the relevant theory in Section 3.} \cite{17} and our result on the correlation matrix is an application of Gorodetsky’s formula for block Toeplitz determinants with rational symbol \cite{10, 33, 34}. Day’s formula arises from a reduction of the determinant of a rationally generated \( N \times N \) Toeplitz matrix, to a product of determinants of matrices of fixed size (independent of \( N \)). Evaluating the determinant leads to a relatively simple closed formula in terms of the zeros and poles of the generating function. Toeplitz determinants have long been associated with problems in statistical physics (see, for example, the review \cite{19}), and Toeplitz determinants with rational symbols have previously appeared in problems in statistical mechanics and quantum many body physics \cite{8, 24, 25}. However, to the best of our knowledge, this is the first application of Day’s formula and Gorodetsky’s formula in this context.

We note that similar conditions on particular generating functions being rational have previously appeared in works on Gaussian MPS—Gaussian states with finite bond dimension \cite{16, 51, 77}. One characterisation of these Gaussian MPS is that the correlation matrix in Fourier space is a rational function of \( e^{ik_j} \), for momenta \( k_1, \ldots, k_d \) (this result applies in any spatial dimension \( d \)). Hence, in the models we consider, the correlation matrix having a rational symbol is a necessary condition that we have an MPS ground state. Our results show that in the one-dimensional BDI and AIII classes this is also sufficient.

The paper is organised as follows. In Section 2, we introduce the BDI class, and the corresponding subclass of interest. We then introduce the necessary theory of Toeplitz determinants in Section 3, including Day’s formula and Gorodetsky’s formula. For each gapped phase of the BDI class, we have a string order parameter that can be viewed as a correlation function of two string operators. Section 4 gives our results for the value of the correlation function of all such string operators in any model in the given subclass. Section 5 then gives our results for the characteristic polynomial of the correlation matrix. We give examples of how to use this to find the eigenvalues of the correlation matrix. In Section 6, we introduce the AIII class and explain how the main results of Sections 4 and 5 apply to a subclass of these models. Following these results and corresponding remarks, we give the proofs. In Section 7 (Section 8), we prove the results of Section 4 (Section 5). Finally, we include two applications of our results. In Section 9, we discuss how our results allow us to understand properties of the ground state MPS-transfer matrix in class BDI. Then Section 10 shows how to obtain general models in both classes as limits of models studied in this work; we moreover demonstrate how this can be used to obtain the formula for the order parameter in general BDI models.

## 2 The BDI class

Consider a periodic one-dimensional chain with \( L \)-sites, where for each site we have a spinless fermionic degree of freedom \( c_n^\dagger \) (for \( n = 1, \ldots, L \)) that satisfies \( \{ c_n, c_m \} = 0 \) and \( \{ c_n^\dagger, c_m \} = \delta_{nm} \).

We will analyse this model in the thermodynamic limit \( L \to \infty \). Define the Majorana operators

\[
\gamma_n = c_n^\dagger + c_n, \quad \tilde{\gamma}_n = i(c_n^\dagger - c_n),
\]

which satisfy \( \{ \gamma_n, \gamma_m \} = \{ \tilde{\gamma}_n, \tilde{\gamma}_m \} = 2\delta_{nm} \) and \( \{ \gamma_n, \tilde{\gamma}_m \} = 0 \). The class of BDI Hamiltonians is defined as the vector space of all Hamiltonians that are quadratic in fermionic operators and that are symmetric under the anti-unitary involution \( T \gamma_n T = \gamma_n \) and \( T \tilde{\gamma}_n T = -\tilde{\gamma}_n \) \cite{87}. The most general translation-invariant one-dimensional BDI Hamiltonian is of the form

\[
H = \frac{i}{2} \sum_{\kappa} \sum_{n \in \text{sites}} t_{\kappa} \tilde{\gamma}_n \gamma_{n+\kappa}, \quad t_{\kappa} \in \mathbb{R}. \tag{2.1}
\]
This model was first analysed in [82]. We will work in settings where \( t_\kappa \) is only non-zero for a finite number of \( \kappa \in \mathbb{Z} \) (physically, this corresponds to local Hamiltonians). Using the Jordan–Wigner transformation, the above Hamiltonian is equivalent to a spin-1/2 chain—details are given in Appendix A. As discussed above, it is helpful [44, 87] to introduce the complex function

\[
f(z) = \sum_\kappa t_\kappa z^\kappa. \tag{2.2}
\]

The Hamiltonian (2.1) is diagonalised as follows. For each momentum \( k \in [0, 2\pi) \), \( |f(e^{ik})| \) is the one-particle energy of the mode labelled by \( k \), while the mode itself is given by

\[
\eta_k = \frac{1}{2} \left( 1 + \frac{|f(e^{ik})|}{f(e^{ik})} \right) c_k + \frac{1}{2} \left( 1 - \frac{|f(e^{ik})|}{f(e^{ik})} \right) c_{-k}, \tag{2.3}
\]

where \( c_k \) is the Fourier transform of \( c_n \). The eigenstates of the many-body Hamiltonian then correspond to filling these modes. Other properties of the model follow from knowing the zeros of this function. For a finite-range Hamiltonian, \( f(z) \) is a Laurent polynomial: asymptotic correlations for that case were analysed in [44] and asymptotics of the characteristic polynomial of the correlation matrix and the entanglement entropy were analysed for gapped Hamiltonians in [41] and for certain gapless Hamiltonians in [46].

If the Hamiltonian corresponding to (2.2) is gapped, then the ratio appearing in (2.3) satisfies

\[
\frac{f(z)}{|f(z)|} = \sqrt{\frac{f(z)}{f(1/z)}}. \tag{2.4}
\]

In this paper, we are interested in continuous families of ‘exceptional cases’ for this model. In particular, we restrict to the case where (2.4) is a rational function. Let us consider two of the simplest examples. First, the case \( f(z) = \frac{1}{2} (z - a)^2 \) for \( a \in \mathbb{R} \), which corresponds to the ferromagnetization (Jordan–Wigner transformation) of the disorder line of the XY model [6, 15, 27, 38, 39, 52, 60, 84]:

\[
H = \frac{i}{2} \sum_{n \in \text{sites}} (\tilde{\gamma}_n \gamma_{n+1} - 2a \tilde{\gamma}_n \gamma_n + a^2 \tilde{\gamma}_n \gamma_{n+1})
\]

\[
\overset{J-W}\longleftrightarrow -\frac{1}{2} \sum_{n \in \text{sites}} (Y_n Y_{n+1} + 2a Z_n + a^2 X_n X_{n+1}).
\]

Second, the case \( f(z) = (z - a)^2 \) which is the ferromagnetization of a cluster-Ising chain [43, 80, 92]:

\[
H = \frac{i}{2} \sum_{n \in \text{sites}} (\tilde{\gamma}_n \gamma_n - 2a \tilde{\gamma}_n \gamma_{n+1} + a^2 \tilde{\gamma}_n \gamma_{n+2})
\]

\[
\overset{J-W}\longleftrightarrow \frac{1}{2} \sum_{n \in \text{sites}} (Z_n + 2a X_n X_{n+1} - a^2 X_n Z_{n+1} X_{n+2}).
\]

In general the condition that (2.4) is a rational function means that we can take\(^4\) every zero to have even multiplicity, i.e., \( f(z) \) has the following form:

\[
f(z) = \sigma \frac{1}{z^n p} \prod_{j=1}^{n_x} (z - z_j)^2 \prod_{k=1}^{n_z} (z - Z_k)^2, \quad \sigma \in \{\pm 1\}, \tag{2.5}
\]

\(^3\)Subject to the restriction that \( f(z) = f(1/z) \)—physically this means an additional symmetry under spatial inversion.

\(^4\)For completeness, let \( h(z) \) denote any Laurent polynomial that satisfies \( h(z) = h(1/z) \), has no zeros on the unit circle and has positive constant term. Then we can multiply (2.5) by \( h(z) \) without changing the ground state—see the discussion in [43], as well as comments in Remark 5.11.
where \( n_\mathcal{P} \in \mathbb{Z} \) (an integer shift affecting the interaction range of the Hamiltonian (2.1)) and we have that \( 0 < |z_j| < 1 < |Z_k| \). (In Section 10, we will see that general models in the BDI class can be obtained from limits of these exceptional cases.) We have implicitly normalised \( f(z) \), or equivalently the Hamiltonian, since this overall normalisation does not affect the ground state. Note that since \( t_\alpha \in \mathbb{R} \), zeros of \( f(z) \) are either real, or come in complex-conjugate pairs. Given this form, we will assume the generic case, that \( \{z_{j_1}, z_{j_2}^{-1}, Z_{k_1}, Z_{k_2}^{-1}\} \) for \( j_1, j_2 = 1, \ldots, n; k_1, k_2 = 1, \ldots, n \) are pairwise distinct. Assuming this generic case is mainly for ease of presentation. In fact, our results on the correlation matrix (implying the existence of an exact MPS ground state) can be applied directly to the non-generic case, while other results can be generalised to non-generic cases by taking an appropriate limit, this is discussed in Remark 5.11. It is also helpful to index each set of zeros by proximity to the unit circle, i.e., \( |Z_1| \leq |Z_2| \leq \cdots \leq |Z_{n_\mathcal{P}}| \) and \( |z_1| \geq |z_2| \geq \cdots \geq |z_{n_\mathcal{P}}| \). Unless explicitly mentioned, we fix \( \sigma = 1 \) (see Remark 5.11 for the case \( \sigma = -1 \)). Since this model has no zeros on the unit circle, it is gapped\(^5\) and the gapped phase diagram is labelled by a winding number, given by \( \omega = 2n_z - n_\mathcal{P} \).

Ground state correlations are determined, using Wick's theorem, by the fermionic two-point correlation function \([53]\). This correlator is calculated in Appendix B for the class of models given by (2.5), but the closed form is not required for our main results.

The fermionic string operators that form the string order parameter for the phase \( \omega = \alpha \) are given by\(^6\) [44]:

\[
\mathcal{O}_\alpha(n) = \begin{cases} 
    i^{[\alpha/2]} \prod_{m=1}^{n-1} i\gamma_m \gamma_{n+1} \cdots \gamma_{n+\alpha-1}, & \alpha > 0, \\
    (-i)^{[\alpha/2]} \prod_{m=1}^{n-1} i\gamma_m \gamma_m \cdots (-i\gamma_n) \cdots (-i\gamma_{n+|\alpha|-1}), & \alpha < 0, \\
    \prod_{m=1}^{n-1} i\gamma_m \gamma_m, & \alpha = 0.
\end{cases}
\] (2.6)

The (string) order parameter in the phase \( \omega \) is \( \lim_{N \to \infty} |\langle \mathcal{O}_\omega(1) \mathcal{O}_\omega(N+1) \rangle| \), where angle brackets denote the ground state expectation value. In this phase,

\[
\lim_{N \to \infty} |\langle \mathcal{O}_\alpha(1) \mathcal{O}_\alpha(N+1) \rangle| = 0
\]

for \( \alpha \neq \omega \).

In the dual spin-\( 1/2 \) chain the physics is different, and the \( \mathcal{O}_\alpha(n) \) are local operators for odd \( \alpha \) and non-local for even \( \alpha \). Hence, for the spin chain, we have a non-zero string order parameter given by \( \lim_{N \to \infty} |\langle \mathcal{O}_\omega(1) \mathcal{O}_\omega(N+1) \rangle| \) for even \( \omega \), while we have a (spin-flip) symmetry-breaking order parameter \( \lim_{N \to \infty} |\langle \mathcal{O}_\omega(1) \mathcal{O}_\omega(N+1) \rangle|^{1/2} \) for odd \( \omega \). The nature of the symmetry-breaking and (interacting) SPT order in the spin-chain is discussed in [44].

### 3 Toeplitz determinants

The theory of Toeplitz determinants is central to our analysis, and we review key notation and theory in this section.

---

\(^5\)Our analysis can be applied to gapless models where the multiplicity of zeros on the unit circle is even. As discussed in Remark 5.11 and [43] these models have the same ground state as a gapped model in our class.

\(^6\)The phase factor ensures that \( \mathcal{O}_\alpha = \mathcal{O}_\alpha^\dagger \). Note that there is an erroneous absolute value in the corresponding term in [44]. Other formulae in that paper are unchanged given the correct definition (2.6).
An $N \times N$ Toeplitz matrix takes the following form:

$$
(T_{mn}) = (t_{m-n}) = \begin{pmatrix}
    t_0 & t_1 & t_2 & \cdots & t_{-(N-1)} \\
    t_1 & t_0 & t_1 & \cdots & t_{-(N-2)} \\
    t_2 & t_1 & t_0 & \cdots & t_{-(N-3)} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    t_{N-1} & t_{N-2} & t_{N-3} & \cdots & t_0 
\end{pmatrix}.
$$

(3.1)

We say the Toeplitz matrix has (scalar) symbol $t(z)$ if the entries of the Toeplitz matrix are the Fourier coefficients of the function $t(z)$, i.e.,

$$
t_n = \frac{1}{2\pi} \int_0^{2\pi} t(e^{ik}) e^{-ink} \, dk.
$$

(3.2)

Given this symbol, we can generate an $N \times N$ Toeplitz matrix for any $N$. We define $D_N[t(z)]$ to be the determinant of the $N \times N$ Toeplitz matrix generated by the symbol $t(z)$. Toeplitz determinants have a rich theory; see, for example, the review [19] and references therein. We will also need to consider block Toeplitz matrices—generalising the above to symbols that are matrix valued functions. Our cases of interest have a $2 \times 2$ matrix symbol $\Phi(z)$, where the determinant $D_N[\Phi(z)]$ will be the determinant of the $2N \times 2N$ matrix with form as in (3.1), with $2 \times 2$ matrix Fourier coefficients defined as in (3.2).

Now, for translation-invariant free-fermion chains in class BDI, we have that the correlator of string operators is the following Toeplitz determinant:

$$
\begin{align*}
(-1)^{N(\alpha-1)} \langle O_\alpha(1) O_\alpha(N+1) \rangle &= \det \left( \frac{1}{2\pi} \int_0^{2\pi} \frac{f(e^{ik})}{|f(e^{ik})|} e^{-i\alpha k} e^{-i(m-n)k} \, dk \right)^N_{m,n=1} \\
&= D_N \left[ \sqrt{\frac{f(z)}{f(1/z)} z^{-\alpha}} \right] = D_N \left[ \sqrt{\frac{f(1/z)}{f(z)} z^\alpha} \right],
\end{align*}
$$

(3.3)

(the final equality is $\det M = \det M^T$). Since the non-trivial fermionic two-point function is given by

$$
\langle -i \gamma_m \gamma_n \rangle = \int_0^{2\pi} \frac{f(e^{ik})}{|f(e^{ik})|} e^{-i(m-n)k} \, dk,
$$

the formula (3.3) follows from Wick’s theorem—a derivation is given in [44]. At $z = 1$, $f(z)$ is real and we choose the branch of the square-root in (3.3) so that $\sqrt{f(z)/f(1/z)}$ is equal to the sign of $f(1)$. For $f(z)$ defined in (2.5), the scalar symbol can be simplified to a rational function. The Fourier coefficients that give the matrix entries are evaluated in Appendix B, while Day’s formula gives us an expression for the determinant in this case [10, 12, 17]. Day’s formula may also be applied to evaluate string correlations in class AIII, introduced in Section 6.

**Theorem 3.1** (Day 1975). Consider symbols of the form:

$$
t(z) = \rho \frac{\prod_{j=1}^q (z - \tau_j)}{\prod_{j=1}^q (1 - z/\gamma_j) \prod_{j=1}^p (z - \delta_j)}
$$

(3.4)

with $p \geq 1$, $q \geq 1$, $s \geq p + q$, $|\delta_j| < 1$, $|\gamma_j| > 1$ and $\{\tau_1, \ldots, \tau_s\}$ pairwise distinct. Then we have

$$
D_N[t(z)] = \sum_M C_M r_M^N, \quad N \geq 1,
$$

where $C_M$ and $r_M$ are coefficients.
where the sum is taken over all subsets of $M \subseteq \{1, \ldots, s\}$ such that $|M| = p$ and $C_M$, $r_M$ are defined as follows. For each $M$ define $M^c = \{1, \ldots, s\} \setminus M$, and also define $P = \{1, \ldots, p\}$ and $Q = \{1, \ldots, q\}$. Then

$$r_M = (-1)^{s-p} p \prod_{k \in M^c} \tau_k,$$

$$C_M = \prod_{k \in M^c, m \in P} (\tau_k - \delta_m) \prod_{l \in Q, j \in M} (\gamma_l - \tau_j) \prod_{l \in Q, m \in P} (\gamma_l - \delta_m)^{-1} \prod_{k \in M^c, j \in M} (\tau_k - \tau_j)^{-1}.$$

The condition that the $\tau_j$ are pairwise distinct is necessary because differences $\tau_k - \tau_j$ appear in the denominator of $C_M$. However, we will want to study cases where the $\tau_j$ are degenerate, this is important since the factor $z^k = (z - 0)^k$ appears in our analysis of correlators. As pointed out in [12], one can still use Day’s formula by taking an appropriate limit. In particular, let us write $z^k = \lim_{\varepsilon \to 0} \prod_{j=1}^{k} (z - \varepsilon x_j)$ for $x_j$ pairwise distinct. For finite $\varepsilon$ we do not have degenerate zeros and can apply Day’s formula. Moreover, the Fourier coefficients, and hence the matrix elements of the Toeplitz determinant will depend continuously on $\varepsilon$. Indeed, the Fourier coefficients of $\prod_{j=1}^{k} (z - \varepsilon x_j) t(z)$ will just be sums over shifted Fourier coefficients of $t(z)$. Since we are taking a finite Toeplitz determinant, we can then take the limit of Day’s formula as $\varepsilon \to 0$ and this will be the determinant we are interested in.

We are also interested in the eigenvalues of the correlation matrix. For translation-invariant free-fermion chains in class BDI, the correlation matrix for a subsystem of size $N$ is a $2N \times 2N$ block Toeplitz matrix generated by the symbol $\Phi(z, 0)$ [41], where

$$\Phi(z, \lambda) = \begin{pmatrix} i\lambda & \sqrt{f(z)}/\sqrt{f(1/z)} \\ -\sqrt{f(1/z)/f(z)} & i\lambda \end{pmatrix}. \tag{3.5}$$

By evaluating the determinant generated by this symbol for general $\lambda$, we can find the eigenvalues of the correlation matrix. Note that changing the branch of the square-root takes $\Phi(z, \lambda) \to -\Phi(z, -\lambda)$; since the eigenvalues come in $\pm \lambda$ pairs, they are independent of this branch choice. Moreover, notice that $\Phi(1/z, \lambda) = -\Phi(z, -\lambda)$. Again, since the eigenvalues come in $\pm \lambda$ pairs this means that this determinant is unchanged under $f(z) \to f(1/z)$. Note that following [7] for $\lambda = 0$, we have

$$D_N[\Phi(z, 0)] = (-1)^N D_N \left[ \sqrt{f(z)/f(1/z)} \right] D_N \left[ -\sqrt{f(1/z)/f(z)} \right] \tag{3.6}$$

$$= (\langle \mathcal{O}_0(1) \mathcal{O}_0(N + 1) \rangle)^2.$$ 

In our analysis of the entanglement spectrum in class AIII, a closely related block Toeplitz matrix arises, the symbol is given in Appendix E.

As before, in the models that we consider these symbols simplify to a matrix where each element is a rational function. For a certain class of such rational matrix functions, we have Gorodetsky’s formula [10, 33, 34]. The general statement is too long to include here, but let us consider a simplified version sufficient for illustration:

**Theorem 3.2** (Gorodetsky 1981). Suppose $a(z) = \sum_{j=0}^{s} a_j z^j$ is a matrix polynomial, where $a_j \in \mathbb{C}^{r \times r}$ and suppose that $a_s$ is invertible. For symbols of the form

$$\Phi(z) = \frac{1}{\prod_{j=1}^{p} (1 - z/\gamma_j) \prod_{j=1}^{q} (z - \delta_j)^{-1}} a(z),$$
where $|\delta_j| < 1$ and $|\gamma_j| > 1$, and subject to some simple conditions involving $p$, $q$, $s$ and the matrix $a_0$, then

$$D_N(\Phi(z)) = (\det a_s)^N \frac{\det M[N, \Phi(z)]}{\det M[0, \Phi(z)]}, \quad N \geq 1,$$

where $M[n, \Phi(z)]$ is an $rs \times rs$ matrix such that $\det M[0, \Phi(z)] \neq 0$, and that depends parametrically on $n$.

The construction of $M[n, \Phi(z)]$ can be found in [10] and requires the Smith canonical form of the matrix polynomial $a(z)$ [10, 32]. In particular, given $a(z)$, there exist $r \times r$ matrix polynomials $y(z)$ and $w(z)$ with non-vanishing and $z$-independent determinants, such that $y(z)w(z)$ is a diagonal matrix $d(z)$. This matrix $d(z)$ has entries of the form $d_{kk}(z) = \prod_{j=1}^{R} (z - t_j)^{m_{jk}}$, where the $t_j$ are the $R$ zeros of $\det(a(z))$, and $0 \leq m_{j1} \leq \cdots \leq m_{jr}$. The integers $m_{jk}$ are such that $\sum_k m_{jk} = m_j$, the multiplicity of the zero $t_j$ of $\det(a(z))$. $M[n, \Phi(z)]$ requires both the entries of $y(z)$ and the $m_{jk}$. When we apply this theorem to our problem, $r = 2$, $m_{j1} = 0$ and $m_{j2} = 2$. We give the explicit construction of $M[n, \Phi(z)]$ for this special case.

4 Results: correlations of string operators in BDI

Our first result concerns the behaviour of the correlation functions $\langle O_1(1)O_\alpha(N+1) \rangle$ for finite $N$. The case with $n_z = 0$ and $n_Z = 0$ is trivial: in that case $f(z) = 1/z^n p$ and the string correlators satisfy $\langle O_\alpha(1)O_\alpha(N+1) \rangle = \delta_{\alpha,-n_p}(-1)^{(n_p-1)}$. For all other cases, we have an exact formula in terms of the zeros of $f(z)$. In fact, the correlators are zero for $N$ sufficiently large, apart from the cases $\omega - n_z \leq \alpha \leq \omega + n_Z$. For these cases, the formula is a linear combination of terms $r_M^N$, where each $r_M$ is a product of zeros and inverse zeros. The precise statement is quite involved, so let us first give as an example the case $f(z) = (z-a)^2(z-b)^2$, where either $a, b \in \mathbb{R}$ or $a = b$.

**Example 4.1.** Let $f(z) = (z-a)^2(z-b)^2$ where $|a| < 1$ and $|b| > 1$. Since $n_z = n_Z = 1$, we are in the phase $\omega = 2$, and the only correlators that are not exactly zero (for sufficiently large $N$) are those with $1 \leq \alpha \leq 3$. We have that

$$\langle O_1(1)O_1(N+1) \rangle = (-1)^N \frac{(b^2 - 1)(ab - 1)}{ab^2(b - a)} a^N, \quad N \geq 1,$$

$$\langle O_2(1)O_2(N+1) \rangle = (-1)^N \left( \frac{1 - a^2}{(1 - a/b)^2} + \frac{(1 - ab)^2}{(b - a)^2} \right) \left( \frac{a}{b} \right)^N, \quad N \geq 1,$$

$$\langle O_3(1)O_3(N+1) \rangle = (-1)^N \frac{1 - a^2}{(b - a)} b^{-N}, \quad N \geq 1. \quad (4.1)$$

Let $f(z) = (z-a)^2(z-b)^2$ where $|a| < 1$ and $|b| < 1$. Since $n_z = 2$, $n_Z = 0$, we are in the phase $\omega = 4$, and the only correlators that are not exactly zero (for sufficiently large $N$) are those with $2 \leq \alpha \leq 4$. We have that

$$\langle O_2(1)O_2(N+1) \rangle = (-1)^N (ab)^N, \quad N \geq 1,$$

$$\langle O_3(1)O_3(N+1) \rangle = (-1)^N \frac{1}{b - a} \times \left( b(1 - a^2)(1 - ab)b^N - a(1 - b^2)(1 - ab)a^N \right), \quad N \geq 1,$$

$$\langle O_4(1)O_4(N+1) \rangle = (-1)^N \left( 1 - a^2 \right) \left( 1 - b^2 \right) \left( 1 - ab \right)^2, \quad N \geq 2. \quad (4.4)$$

**Order parameter**
Let \( f(z) = (z - a)^2(z - b)^2 \) where \( |a| > 1 \) and \( |b| > 1 \). Since \( n_z = 0, n_Z = 2 \), we are in the phase \( \omega = 0 \), and the only non-zero correlators (for sufficiently large \( N \)) are those with \( 0 \leq \alpha \leq 2 \). We have that \( \langle O_0(1)O_0(N + 1) \rangle \) is given by (4.4), \( \langle O_1(1)O_1(N + 1) \rangle \) is given by (4.3) and \( \langle O_2(1)O_2(N + 1) \rangle \) is given by (4.2) under the replacements \( a \rightarrow 1/a, b \rightarrow 1/b \).

The correlations take the form of a sum of terms where each term is a coefficient that is a rational function of zeros and inverse zeros of \( f(z) \), multiplied by \( r_M^N \), where \( r_M \) is a product of zeros from inside the unit circle and inverse zeros from outside unit the circle. This term \( r_M \) is labelled by a set \( M \) that tells you which zeros and inverse zeros contribute. The order parameter term appears for the particular set where \( r_M = 1 \). Informally, for values of \( \alpha \) outside the range of \( \alpha \) given, we ‘run out’ of zeros to include in the product, and so the correlator is zero. Notice that the formulas given are symmetric functions of zeros inside the unit circle and, separately, the zeros outside the unit circle. Furthermore, we are able to define the non-trivial correlators for \( |a|, |b| > 1 \) in terms of the non-trivial correlators for \( |a|, |b| < 1 \), under the transformation \( a \rightarrow 1/a, b \rightarrow 1/b \). Moreover, for \( |a| < 1 \) and \( |b| > 1 \), the formula for \( \langle O_1(1)O_1(N + 1) \rangle \) is identical to the formula \( \langle O_3(1)O_3(N + 1) \rangle \) under the replacements \( a \rightarrow 1/b \) and \( b \rightarrow 1/a \). These relationships apply more generally, due to an identity between the \( \langle O_\alpha(1)O_\alpha(N + 1) \rangle \) in the chain corresponding to \( f(z) \) and \( \langle O_{-\alpha}(1)O_{-\alpha}(N + 1) \rangle \) in the chain corresponding to \( f(1/z) \).

We will see in the proof that depending on the sign of \( n_z + n_Z - np - \alpha \) the calculation uses either \( f(z) \) or \( f(1/z) \) (this inverts the zeros), giving the two cases in the following general result:

**Theorem 4.2.** Consider a chain with a non-trivial \( f(z) \) as defined in (2.5), assuming the generic case, and for each \( \alpha \in \mathbb{Z} \) define \( N_\alpha = \max\{|n_z + n_Z - np - \alpha|, 1\} \). Then

1. For \( \alpha < \omega - n_z \) and \( \alpha > \omega + n_Z \)
   \[
   \langle O_\alpha(1)O_\alpha(N + 1) \rangle = 0, \quad N \geq N_\alpha;
   \]
2. For \( \omega - n_z \leq \alpha \leq \omega + n_Z \)
   \[
   \langle O_\alpha(1)O_\alpha(N + 1) \rangle = (-1)^{N(n_p+1)} \sum_M C_M r_M^N, \quad N \geq N_\alpha,
   \]

where for \( n_z > 0 \) and \( n_Z > 0 \):

- For \( \omega - n_z \leq \alpha \leq \omega + n_Z - n_z \) the sum is over sets \( M \) that label sets of zeros, with the non-zero constants \( C_M \) and \( r_M \) defined in Case 1 below.
- For \( \omega + n_Z - n_z \leq \alpha \leq \omega + n_Z \) the sum is over sets \( M \) that label sets of inverse zeros, with the non-zero constants \( C_M \) and \( r_M \) defined in Case 2 below.

If either \( n_z = 0 \) or \( n_Z = 0 \):

- If \( n_z = 0 \), and \( \alpha < \omega + n_Z \), then put \( n_z = 1 \), \( \alpha \rightarrow \alpha + 2 \) and take the limit \( z_1 \rightarrow 0 \) with Case 1. If \( n_z = 0 \) and \( \alpha = \omega + n_Z \) then the correlator is given by
  \[
  (-1)^{N(\omega-1)} \prod_{k=1}^{n_Z} Z_k^{-N}.
  \]
- If \( n_Z = 0 \) and \( \alpha > \omega - n_z \), then put \( n_Z = 1 \), and take the limit \( Z_1 \rightarrow \infty \) with Case 2. If \( n_Z = 0 \) and \( \alpha = \omega - n_z \), then the correlator is given by
  \[
  (-1)^{N(\omega-1)} \prod_{j=1}^{n_z} Z_j^{-N}.
  \]

In both cases, in the formula (4.5), the sum is over all subsets \( M \subseteq \{1, \ldots, n_z + n_Z\} \) of some fixed size \( |M| \). For each such \( M \), we also define: \( M^c = \{1, \ldots, n_z + n_Z\} \setminus M \) and further define \( M_z = \{1, \ldots, n_z\} \) and \( M_Z = \{1, \ldots, n_Z\} \). Then we have

Case 1: Define \( \tau_j = z_j \) for \( 1 \leq j \leq n_z \) and \( \tau_{n_z+j} = Z_j \) for \( 1 \leq j \leq n_Z \). Then the sum in (4.5) is over all subsets \( M \) of size \( |M| = \alpha + np - n_z \), and \( C_M \) and \( r_M \) are defined by

\[
   r_M = \frac{\prod_{k \in M^c} \tau_k}{\prod_{j=1}^{n_Z} Z_j^\alpha},
\]
\[
C_M = \prod_{k \in M^c, m \in M_z} (\tau_k - Z_m^{-1}) \prod_{l \in M_z, j \in M} (z_l^{-1} - \tau_j) \prod_{l \in M_z} z_l^{-(n_z + n_Z - n_P - \alpha)} \prod_{l \in M_z, m \in M_Z} (z_l^{-1} - Z_m^{-1})^{-1} \prod_{k \in M^c, j \in M} (\tau_k - \tau_j)^{-1} \prod_{k \in M^c} \tau_k^{-(n_z + n_Z - n_P - \alpha)}.
\]

**Case 2:** Define \( \tau_j = z_j^{-1} \) for \( 1 \leq j \leq n_z \) and \( \tau_{n_z + j} = Z_j^{-1} \) for \( 1 \leq j \leq n_Z \). Then the sum in (4.5) is over all subsets \( M \) of size \( |M| = 2n_z + n_Z - n_P - \alpha \), and \( C_M \) and \( r_M \) are defined by

\[
r_M = \prod_{j=1}^{n_z} z_j^{\tau_j}, \quad C_M = \prod_{k \in M^c} (\tau_k - z_m) \prod_{l \in M_z, j \in M} (Z_l - \tau_j) \prod_{l \in M_z} Z_l^{n_P + \alpha - n_z - n_Z} \prod_{l \in M_z, m \in M_Z} (Z_l - z_m)^{-1} \prod_{k \in M^c, j \in M} (\tau_k - \tau_j)^{-1} \prod_{k \in M^c} \tau_k^{-(n_P + \alpha - n_z - n_Z)}.
\]

Note that in both Case 1 and Case 2, we can have \(|M| = 0\) or \(|M^c| = 0\). For \(|M| = 0\), we define double products with one variable in \( M \) that appear in the above formulae, such as \( \prod_{l \in M_z, j \in M} (z_l^{-1} - \tau_j) \), to be equal to one. Similarly double products with one variable in \(|M^c| = 0\) are equal to one. Note also that \( \alpha = \omega + n Z - n_z \) can be evaluated using both Case 1 and Case 2.

**Remark 4.3.** Theorem 4.2 is proved by considering a particular limiting case of Day’s formula for Toeplitz determinants (see Theorem 3.1). The limit in question arises by writing \( z^k = \lim_{\epsilon \to 0} \prod_{j=1}^{k} (z - \epsilon x_j) \), for \( x_j \) pairwise distinct, so that we can apply Day’s formula. The limit of the final formula simplifies for \( N \geq N_\alpha \) leading to the result above. However, for any \( N \) such that \( 1 \leq N < N_\alpha \) the steps outlined in the proof can be used to evaluate the correlator.

**Remark 4.4.** One evaluation of this limit for \( N < N_\alpha \) is the following: for \( n_z \neq 0 \) and \( n_Z = 0 \) we have that for any \( \nu > 0 \):

\[
\langle O_{\omega + \nu}(1) O_{\omega + \nu}(N + 1) \rangle = \left\{ \begin{array}{ll}
(-1)^{n_z(\omega - 1)} \prod_{j=1}^{n_z} z_j^\nu \prod_{j_1=1}^{n_z} \prod_{j_2=1}^{n_z} (1 - z_{j_1} z_{j_2}), & N = n_z, \\
0, & N > n_z.
\end{array} \right.
\]

This follows from the results of [35, Section 7]. Note that in this case, Theorem 4.2 gives that this correlator is zero for \( N \geq n_z + \nu \). There is an analogous formula for the case \( n_Z \neq 0 \) and \( n_z = 0 \).

**Remark 4.5.** For \( \alpha = \omega \), there is always one choice of \( M \) where \( r_M = 1 \). For this choice of \( M \), \( C_M \) is the order parameter. We can evaluate this \( C_M \) using Theorem 4.2 to reach

\[
\lim_{N \to \infty} \left| \langle O_{\omega}(1) O_{\omega}(N + 1) \rangle \right| = \frac{\prod_{j_1, j_2=1}^{n_z} (1 - z_{j_1} z_{j_2}) \prod_{k_1, k_2=1}^{n_Z} (1 - \frac{1}{Z_{k_1} Z_{k_2}})}{\prod_{j=1}^{n_z} \prod_{k=1}^{n_Z} (1 - \frac{z_j}{Z_k})^2}.
\]

This formula also holds in the non-generic case—see Remark 5.11. Note that this result, following from Day’s formula, agrees with the general formula for the order parameter given in [44] as applied to our case. The general formula is proved using Szegö’s theorem [83]. In fact, by taking a limit of models, one can use (4.6) to recover the result of [44] for the general case (see Section 10).
Remark 4.6. For $\alpha = \omega + n_Z$ and $\alpha = \omega - n_z$, we see that there is only one choice of $M$, and hence the correlator has a particularly simple form. Indeed, one has

$$\langle O_{\omega+n_Z}(1)O_{\omega+n_Z}(N+1) \rangle = (-1)^{N(n_{\mathcal{P}}+1)}C_M\left(\prod_{k=1}^{n_Z} Z_k\right)^{-N}, \quad N \geq \max\{n_z, 1\},$$

$$\langle O_{\omega-n_z}(1)O_{\omega-n_z}(N+1) \rangle = (-1)^{N(n_{\mathcal{P}}+1)}C_M\left(\prod_{j=1}^{n_z} z_j\right)^N, \quad N \geq \max\{n_Z, 1\}.$$  

For $n_z = 0$ or $n_Z = 0$, these formulae apply and this means that the order parameter reaches its limiting value for $N \geq N_\alpha$ with no correction term. This property was emphasised for the case $f(z) = (z - a)^2$ in [80]. While the result for $n_z = 0$ or $n_Z = 0$ follows from our analysis, it may also be derived as an application of the results of [35, Section 7].

Remark 4.7. The large $N$, asymptotics for each correlator can be deduced easily from Theorem 4.2. To find the dominant term, one chooses the subset $M$ such that the corresponding $r_M$ is as large as possible. Note that choosing $M$ of size $m$ is equivalent to choosing $M'$ of size $n_z + n_Z - m$. We maximise $r_M$ by choosing the $n_z + n_Z - m$ largest zeros (or inverse zeros) to make up $M'$. Concretely, for a correlator in Case 1 we choose $M' = \{Z_{n_z}, Z_{n_z-1}, \ldots\}$ of the appropriate size. Since all zeros are either real or come in complex-conjugate pairs, this is not necessarily a unique maximum. If we find a dominant $r_M$ as described and it contains a complex zero but not its conjugate, then there will be a corresponding $M'$ with the zero replaced by its conjugate such that $|r_M| = |r'_M|$. In general, we could have more than two zeros of the same absolute value. The dominant asymptotic term will then be a sum over contributions from all $M$ with the maximal $r_M$. The result is in agreement with [13, Theorem 3] (where it is assumed that there is no degeneracy of the smallest zero that appears in $r_M$ and so we have a single dominant contribution).

The second most dominant term will be where we take the dominant $M'$, remove the smallest zero that appears, and replace it by the largest zero that did not feature in the dominant term (up to accounting for zeros of the same absolute value as above). In general, by ordering the size of $\prod_{k \in M'} \tau_k$, one can find as many terms in the large $N$ asymptotics as desired.

We can define the correlation length, $\xi_{\alpha}$ for the operators $O_{\alpha}$ with $\alpha \neq \omega$ by

$$\langle O_{\alpha}(1)O_{\alpha}(N+1) \rangle = O^*(e^{-N/\xi_{\alpha}})$$

as $N \to \infty$. Following [75], we write $f(x) = O^*(g(x))$ if $g(x)$ is a tight upper bound for $f(x)$; i.e., $f(x) = O(g(x))$ but $f(x) \neq o(g(x))$. This allows for oscillatory cases where $\xi$ gives the exponentially decaying envelope, but $f(x)$ may vanish for some values of $x$. Theorem 4.2 and Remark 4.7 lead to:

Corollary 4.8. Consider a chain with a non-trivial $f(z)$ as defined in (2.5). Then the correlation length is given by

$$\xi_{\alpha}^{-1} = \begin{cases} \sum_{j=1}^{\omega-\alpha} \log|z_j^{-1}|, & \omega - n_z \leq \alpha < \omega, \\
\sum_{j=1}^{\alpha-\omega} \log|Z_j|, & \omega < \alpha \leq \omega + n_Z, \\
\infty, & \alpha < \omega - n_z \quad \text{or} \quad \alpha > \omega + n_Z. \end{cases}$$

Remark 4.9. In [44], an expression for the large $N$ asymptotics of each correlator is given. The models we consider here arise as limiting cases of models in that paper, so it is interesting
to compare our results. We firstly point out that the method used in [44] for evaluating the asymptotics requires the evaluation of the determinant of an $|\omega - \alpha| \times |\omega - \alpha|$ matrix, where the matrix elements are, up to some error terms, the asymptotically large Fourier coefficients of functions $l(z)$ and $m(z)$ that are defined in Appendix C [35]. Analysing this determinant for the cases studied here is non-trivial, except when $|\omega - \alpha| = 1$. Firstly, let us suppose that $n_Z \geq 1$ and $n_\omega \geq 1$. In Appendix C, we show that $l_N = O^*(|z_1|^{-N})$ and $m_N = O^*(|z_1|^{-N})$. Then we have that for $\omega - \alpha = 1$, the correlator behaves like $m_N$ and for $\omega - \alpha = -1$ the correlator behaves like $l_N$. This agrees with our results here. For example, suppose the order parameter can be calculated using Case 1. Then for $\alpha = \omega$, the dominant term comes from $M^c = \{Z_{n_1}z_{n_2}, Z_{n_2}, \ldots, Z_{n_l}\}$. For $\alpha = \omega - 1$, $|M|$ is one smaller, so $|M^c|$ is one larger and so dominant terms come from $M^c = \{Z_{n_1}z_{n_2}, Z_{n_2}, \ldots, Z_{n_l}, z_1\}$ where $|z_j| = z_1$—each of these sets has $|r_M| = |z_1|$, and hence the asymptotic behaviour $O^*(|r_M|^{-N})$ agrees with $m_N$. We give an explicit example in Appendix C, showing that the terms match exactly.

An important difference with the results of [44] is that, in the more general class considered there, generically in that class the correlation length of each string operator is given by $\xi^{-1}_\alpha = \xi^{-1}|\omega - \alpha|$; where the basic correlation length $\xi$ is given by

$$\xi^{-1} = \min \{ \log |z_1^{-1}|, \log |Z_1| \}.$$  

This means that the decay of these correlators depends only on the zero closest to the unit circle. By comparing this result with Corollary 4.8, for $|\omega - \alpha| > 1$ we see that generically in the class of models given by (2.5) we have faster decay than in the generic class of models considered in [44].

**Remark 4.10.** Recall that the one-particle energies of our model are given by $|f(e^{i\beta})|$. Allowing for a non-zero temperature, $T$, the following equation appears in studying zeros of the partition function [85, 86] (often one considers a large but finite system, so that $k$ is quantised):

$$|f(e^{i\beta})| = i(2n + 1)\pi T, \quad n \in \mathbb{Z}. \quad (4.7)$$

For example, the Fisher zeros correspond to solutions of this equation\(^7\) in the complex $\beta$ plane for $\beta = 1/T$ [23]. If we instead take this equation and complexify $z = e^{i\beta}$, we see that at zero temperature the zeros of $f(z)$ and zeros of $f(1/z)$ coincide with the set of zeros of (4.7); this method is used to study disorder lines in [85]. Note that to analytically continue the left-hand side of (4.7) we can write $|f(z)| = \sqrt{f(z)f(1/z)}$ on the unit circle. The subclass of models considered in this paper then corresponds to degeneracy of solutions to (4.7)—it would be of interest to understand how our results generalise to the finite-temperature case.

**Remark 4.11.** Another important correlator is the emptiness formation probability [1, 26, 49, 50, 79], given by

$$P(N) = \left\langle \prod_{j=1}^{N} c_j\bar{c}_j \right\rangle.$$  

This is a string correlator for complex fermions, rather than the Majorana fermions considered above, and is the probability, in the ground state, that $N$ consecutive fermionic sites are unoccupied (equivalently, in the spin chain picture, that there are $N$ consecutive up-spins). A closed formula for $P(N)$ was found for the disorder line in the XY model in [26], using the simple formula for the ground state in that case. We remark that closed formulae for $P(N)$ can be found for the class of models considered in this paper, since this correlator may also be evaluated using Day’s formula. We give an example below, and in Section 7.3 outline the general approach.

\(^7\)More generally, for a system of size $L$, Fisher zeros are solutions of $Z(L, \beta) = 0$. In our case, we have that $Z(L, \beta) = \prod_{k,m} (1 + e^{-\beta f(k,m)})$ (where we have fixed the ground state to have zero energy), leading to (4.7).
Example 4.12. Let \( f(z) = z^{-2}(z - a)^2(z - b)^2 \), with \(|a| < 1\) and \(|b| > 1\). Then

\[
P(N) = \left(\frac{b^{-1} - a}{2}\right)^N \left(\frac{(1 - a)(1 + b)}{2(b - a)} + (-1)^N \frac{(1 + a)(1 - b)}{2(a - b)}\right), \quad N \geq 1.
\]

This is derived using Day’s formula in Section 7.3.

5 Results: correlation matrix in BDI

Let \( a_{2n-1} = \gamma_n \) and \( a_{2n} = \tilde{\gamma}_n \). The correlation matrix for a subsystem of size \( N \) is defined by

\[
A_N = (i\langle a_j a_k \rangle - i\delta_{j,k})_{j,k=1,...,2N}.
\]

The matrix \( A_N \) has \( 2N \) imaginary eigenvalues, \( \{\pm \imath \nu_1, \ldots, \pm \imath \nu_N\} \). \( A_N \) always has an even number of eigenvalues that are equal to zero. If there are \( 2m \) such eigenvalues then \( \nu_1, \ldots, \nu_m = 0 \) and the remaining \( \nu_j \) are non-zero. With a slight abuse of terminology to simplify our discussion, we will call the \( N \) non-negative imaginary parts \( \{\nu_1, \ldots, \nu_N\} \) ‘the eigenvalues’ of the correlation matrix (these eigenvalues are zeros of the characteristic polynomial \( \det(i \lambda - A_N) \)). Let \( \rho_N \) be the density matrix of a subsystem of our chain of size \( N \), the eigenvalues of \( \rho_N \) can be computed from the eigenvalues of the correlation matrix. Indeed, the following formula (given in, for example, [88]) allows us to write the eigenvalues of the reduced density matrix in terms of the eigenvalues of the correlation matrix:

\[
\lambda_{\zeta_1...\zeta_N} = \prod_{j=1}^N \frac{1 + (-1)^\zeta_j \nu_j}{2}, \quad \zeta_j = 0, 1.
\]

We go over all values \( \zeta_i \), so have \( 2^N \) eigenvalues of \( \rho_N \) from the \( N \) eigenvalues of the correlation matrix \( \{\nu_1, \ldots, \nu_N\} \). That the \( \lambda \) are eigenvalues of a density matrix means that each \( \nu_j \leq 1 \). An eigenvalue \( \nu_j = 1 \) we call trivial. Moreover, the von Neumann entanglement entropy \( (S(N) = -\text{tr}(\rho_N \log \rho_N)) \), or more generally the Rényi entropy \( (S_\alpha(N) = \frac{1}{1-\alpha} \log \text{tr}(\rho_N^\alpha)) \), has a simple expression in terms of the non-trivial eigenvalues \( \nu_j \) [27, 40, 41, 46, 88].

In our class of interest, there are only a finite number of non-trivial eigenvalues as \( N \to \infty \). For \( f(z) = z^k \), then

\[
\det(i \lambda - A_N) = (-\lambda^2)^{|k|}(1 - \lambda^2)^{N-|k|}.
\]

In all other cases, the claim follows from:

Theorem 5.1. Consider a chain with a non-trivial \( f(z) \) as defined in (2.5) such that \( n_F = n_z + n_Z \). We allow the non-generic case where zeros may coincide, but assume that \( z_j \neq Z_k^{-1} \) for any \( j, k \). Denote the correlation matrix on a subsystem of size \( N \) by \( A_N \). Then

\[
\det(i \lambda - A_N) = (1 - \lambda^2)^N \left(\prod_{j=1}^{n_z} Z_j^2 \prod_{k=1}^{n_Z} Z_k^2 \right)^N \frac{\det M(N, \lambda)}{\det M(0, \lambda)},
\]

where \( M(n, \lambda) \) is a \( 4(n_z + n_Z) \times 4(n_z + n_Z) \) matrix that can be determined from the zeros of \( f(z) \) and the Smith canonical form of a known \( 2 \times 2 \) matrix polynomial (defined in (8.1)–(8.3)). Moreover, there exist \( d', d'' \in \mathbb{N} \) (independent of \( n \)) such that

\[
\det M(n, \lambda) = \mu \left(\frac{\prod_{j=1}^{n_z} Z_j^2}{\prod_{k=1}^{n_Z} Z_k^2}\right)^{-n} \prod_{j_1=1}^{d'} (\lambda^2 - \tilde{v}_{j_1}(n)^2) \prod_{j_2=1}^{d''} (\lambda - c_{j_2}).
\]
The $\pm \nu_j$ and $c_j$ are zeros of $\det M(n, \lambda)$ as a function of $\lambda$. We differentiate between the zeros that depend on $n$, $\pm \nu_j(n)$, and those that do not, $c_j$. (Along with the overall constant $\mu$, the $c_j$ drop out of the ratio of interest.) The $n$-dependent zeros satisfy $\nu_j(0) = 1$, $0 \leq \nu_j(n) \leq 1$ for $n \geq 1$ and $\nu_j(n) < 1$ for some $n > 0$.

For any $f(z)$ as defined in (2.5) such that $n_P \neq n_z + n_Z$, the characteristic polynomial of the correlation matrix can be found by taking a limit of a related case where $n_P = n_z + n_Z$ that can be evaluated using the above. Details of this limit are discussed in Remark 5.7.

As we explain below in Remark 5.11, the assumption that $f(z)$ cannot contain mutually inverse zeros can be trivially accounted for. Then we have

**Corollary 5.2.** Given any $f(z)$ as defined in (2.5), with no assumptions of a generic case, Theorem 5.1 leads to the following expression for the characteristic polynomial of the correlation matrix:

$$
\det(i\lambda - A_N) = (1 - \lambda^2)^{N-d} \times \prod_{j=1}^{d}(\tilde{\nu}_j(N)^2 - \lambda^2),
$$

(5.1)

where $d \in \mathbb{N}$ is independent of $N$.

By computing $\det M(N, \lambda)$ we can determine $d$, the number of non-trivial eigenvalues of the correlation matrix. This is illustrated in Examples 5.3 and 5.4.

**Example 5.3.** Let $f(z) = \frac{1}{z}(z - b)^2$ with $|b| < 1$. This corresponds to the aforementioned disorder line of the XY model [15]. We can evaluate the terms appearing in Theorem 5.1 as follows. Using the definition of $M(N, \lambda)$ given in Section 8 and the Smith canonical form for this example given in Appendix D, we have

$$
M(N, \lambda) = (b^2 - 1) \begin{pmatrix}
\lambda(1 - b^2) & 0 & 0 & 0 \\
\lambda(\lambda^2 - 3)b & i\lambda^2 & \lambda b^N & 0 \\
0 & 0 & -i\lambda^2(\lambda^2 - 1)b^{-(N+2)} \\
0 & -i\lambda^2 & -\lambda^3b^{-N} & -i\lambda^2b^{-(N+1)}((\lambda^2 - 1)N - 2)
\end{pmatrix},
$$

$$
\det M(N, \lambda) = (-b^{-2}(b^2 - 1)\lambda^6)b^{-2N}(\lambda^2 - b^{2N}),
$$

$$
\frac{\det M(N, \lambda)}{\det M(0, \lambda)} = \frac{b^{-2N}(\lambda^2 - b^{2N})}{\lambda^2 - 1},
$$

$$
\det(i\lambda - A_N) = (1 - \lambda^2)^{N-1}(b^{2N} - \lambda^2).
$$

This means that there is one non-trivial eigenvalue of the correlation matrix for a subsystem of size $N$: $\nu_1 = |b|^N$. As $N \rightarrow \infty$ the limit gives one zero eigenvalue. This agrees with taking the limit as we approach the disorder line in the XY model—there the infinitely many correlation matrix eigenvalues in the limit $N \rightarrow \infty$ are known for all values of the couplings (away from the disorder line these models are outside the class analysed here) [28, 38, 39].

For $f(z) = \frac{1}{z^2}(z - b)^2$ with $|b| > 1$, there is one non-trivial eigenvalue for a subsystem of size $N$: $\nu_1 = |b|^{-N}$. This follows from the result for $|b| < 1$ and Remark 5.7 below.

**Example 5.4.** Let $f(z) = \frac{1}{z^2}(z - a)^2(z - b)^2$. First consider the case $|a| < 1$ and $|b| < 1$. We can evaluate the terms appearing in Theorem 5.1 (see also Appendix D) to give

$$
\frac{\det M(N, \lambda)}{\det M(0, \lambda)} = \frac{a^{-2N}b^{-2N}}{(\lambda^2 - 1)^2}(\lambda^4 + \lambda^2\frac{a^N b^N}{(a-b)^2} \\
 \times (2(1-a^2)(1-b^2) - (1-ab)^2) \left( \left( \frac{a}{b} \right)^N + \left( \frac{b}{a} \right)^N \right) + a^{2N}b^{2N}).
$$

(5.2)
Thus we have two non-trivial eigenvalues of the correlation matrix for a subsystem of size $N$, given by the zeros of (5.2). As $N \to \infty$ the coefficients of $\lambda^2$ and $\lambda^0$ go to zero, so in this limit we have two non-trivial eigenvalues equal to zero.

Now consider the case $|a| < 1$ and $|b| > 1$. We can evaluate the terms appearing in Theorem 5.1 to give

$$\frac{\det M(N, \lambda)}{\det M(0, \lambda)} = \frac{a^{-2N}b^{2N}}{(\lambda^2 - 1)^2} \left( \frac{\lambda^2}{(b-a)^2} \left( 2(1-a^2)(1-b^2) - (1-ab)^2(a^{2N} + b^{-2N}) \right) + \frac{a^N b^{-N}(1-ab)^2 - (1-a^2)(1-b^2)}{(b-a)^2} \right)^2. \quad (5.3)$$

Taking the limit $N \to \infty$ gives us that the two non-trivial eigenvalues of the correlation matrix are degenerate and given by

$$\nu_1^2 = \nu_2^2 = \frac{(1-a^2)(1-1/b^2)}{(1-a/b)^2}.$$

Note that these limiting eigenvalues are equal to each other and to the order parameter, given in (4.1)—these points are discussed in Remarks 5.9 and 5.10.

The final case $|a| > 1$ and $|b| > 1$ is equivalent to the first case, where we make the replacement $a \to 1/a$ and $b \to 1/b$ in all formulae. We explain this in general terms in Remark 5.7.

**Remark 5.5.** Corollary 5.2 tells us that as we take a subsystem of size $N \to \infty$, there are a finite number of non-zero eigenvalues of the reduced density matrix. This in turn directly implies that the ground state for $f(z)$ of the form (2.5) can be written as an MPS of fixed bond dimension. Except for a measure zero set of cases, an MPS is explicitly constructed in [43] using different methods. The results of that paper give us an upper bound on $d$, the number of eigenvalues that depend on $n$ in (5.1). The bond dimension, $\chi$, of the optimal MPS representation of the ground state is related to $d$ by $2^d \leq \chi^2$. The upper bound is determined by the range of the Hamiltonian: $d \leq 2\log_2(\chi) \leq 2[\text{range}(H)/2]$, where range($H$) is the largest value of $|\alpha|$ such that $t_\alpha \neq 0$. This holds in Examples 5.3 and 5.4. It would be interesting to derive this bound in general using the methods of this work.

**Remark 5.6.** The correlation matrix is of block Toeplitz form, defined in Section 3. The Szegő–Widom theorem for block Toeplitz determinants [91] tells us that as $N \to \infty$

$$\det(i\lambda - A_N) = (1-\lambda^2)^N E_W(1 + o(1)),$$

where $E_W$, Widom’s constant, may be zero (see, for example, [7]). This theorem is discussed in the context of the correlation matrix of a quantum chain in [40, 41].

Applying Theorem 5.1 allows us to derive formulae for $E_W$ in our case. For example, for $f(z) = \frac{1}{z^2}(z-a)^2(z-b)^2$ with $|a| < 1$ and $|b| > 1$, by taking the limit of (5.3) we have that $E_W$ is given by

$$E_W = \frac{1}{(1-\lambda)^2} \left( \lambda^2 - \frac{(1-a^2)(1-1/b^2)}{(1-a/b)^2} \right)^2.$$

We prove Theorem 5.1 using Gorodetsky’s formula (see Theorem 3.2). Note that [11] gives a detailed discussion of asymptotics of determinants of block Toeplitz matrices that can be analysed using Gorodetsky’s formula. As with our Theorem 5.1, to use these results to derive the non-trivial part of the asymptotics, $E_W$, we require an expression for the matrices in the Smith canonical form of the relevant matrix polynomial.

The models we consider are limiting cases of those studied in [41]. Another approach to finding the asymptotics would be to take a limit of the results of that paper.
Remark 5.7. Given \( f(z) \) defined in (2.5), and suppose that \( n_P = n_z + n_Z - k \) for \( k > 0 \). We can write this as

\[
f(z) = \frac{z^k}{z^{n_z+n_Z}} \prod_{j=1}^{n_x} (z - z_j)^2 \prod_{k'=1}^{n_Z} (z - Z_{k'})^2 = \lim_{\varepsilon \to 0} \frac{1}{z^{n_x+n_Z+k}} \prod_{j=1}^{n_z+k} (z - z_j)^2 \prod_{k'=1}^{n_Z} (z - Z_{k'})^2,
\]

where \( z_j = \varepsilon x_j \) for \( n_z + 1 \leq j \leq n_z + k \). Before taking the limit \( \varepsilon \to 0 \), we can define \( n_z' = n_z + k \) and then apply Theorem 5.1 with \( n_P = n_z' + n_Z \). Since we are evaluating the finite determinant \( \det(i\lambda - A_N) \), taking the limit \( \varepsilon \to 0 \) of this result gives us the characteristic polynomial of the correlation matrix for cases with \( n_P = n_z + n_Z - k \).

We also have that the eigenvalues of the correlation matrix for the system corresponding to \( f(z) \) are identical to the eigenvalues of the correlation matrix for the system corresponding to \( f(1/z) \). This follows from the block Toeplitz form defined in Section 3. Moreover, for the purposes of calculating the eigenvalues of the correlation matrix, this transformation amounts to replacing all zeros by their inverse, and replacing \( n_P \to 2(n_z + n_Z) - n_P \). This allows us to analyse \( n_P = n_z + n_z + k \) for \( k > 0 \) as follows:

\[
f(1/z) = \frac{z^k}{z^{n_z+n_Z}} \prod_{j=1}^{n_x} (z - 1/z_j)^2 \prod_{k'=1}^{n_Z} (z - 1/Z_{k'})^2.
\]

Using the same reasoning as above, we then apply Theorem 5.1 with \( n_P = n_z' + n_Z' \), where \( n_z' = n_z + k \) and \( n_Z' = n_z \), and then take the limit where \( k \) zeros inside the unit circle go to zero.

Example 5.8. We can use Remark 5.7 and Example 5.4 to find the correlation matrix eigenvalues for \( f(z) = (z - b)^2 \). For \( |b| < 1 \) we take the limit \( a \to 0 \) in (5.2). For \( |b| > 1 \), we take the limit \( a \to 0 \) in (5.3). Moreover, the correlation matrix eigenvalues for \( f(z) = \frac{1}{z^2}(z - b)^2 \) can be found by replacing \( b \to 1/b \) appropriately in the above results.

Remark 5.9. In Example 5.4, on taking the subsystem size \( N \to \infty \), we had two non-trivial eigenvalues such that \( \nu_1 = \nu_2 \). Such a symmetry, where we have a twofold degeneracy of non-trivial correlation matrix eigenvalues, was observed for the infinitely many non-trivial \( \nu_m \) in the XY model in [38, 39]. In fact in that case \( \nu_1 \) is not degenerate, but for all \( m > 1 \) we have \( \nu_{2m} = \nu_{2m+1} \) in the limit. This has a straightforward physical origin, as pointed out in [64]. Let us consider the spin chain picture, with the model given in Appendix A. If the winding number is even, there is no symmetry breaking, and the correlation length is thus finite. Hence, for a large enough block, the two edges will decouple. Moreover, there is a symmetry between the two edges.\(^8\) All correlation eigenvalues (in the limit \( N \to \infty \)) must thus come in degenerate pairs, corresponding to the correlations associated to each edge and the exterior of the block. For odd winding numbers, the ground state spontaneously breaks spin-flip symmetry. Hence, a symmetry-preserving ground state can be seen as a macroscopic ‘cat state’ superposition of two ground states which obey the aforementioned doubled correlation matrix symmetry, resulting in one additional, non-degenerate correlation eigenvalue. This explains the observations in Example 5.4 and [38, 39]. On these physical grounds, we conjecture this property to hold much more generally, although we do not have a proof of this even for the class considered in this paper.

Remark 5.10. We have the following relationship between the correlation matrix and a string correlation function that may be evaluated with Theorem 4.2:

\[
\det(A_N) = \prod_{j=1}^{N} \nu_j^2 = \left( \langle O_0(1)O_0(N + 1) \rangle \right)^2.
\]  

\(^8\)For example, note that bond-centered inversion swaps the two edges and maps \( f(z) \to f(1/z) \); an on-site rotation over an angle \( \pi \) also maps \( f(z) \to f(1/z) \). In combination, we thus have a symmetry of the model which exchanges the two edges of the block.
This follows from the block Toeplitz structure, see also (3.6). This relationship holds for all \( N \), and one can check, for example, that the product of the zeros of (5.3) is equal to the square of the right-hand side\(^9\) of (4.1). Moreover, suppose that we have two non-trivial correlation eigenvalues, and assume the symmetry argued in Remark 5.9, so that \( \nu_1 = \nu_2 \) in the limit \( N \to \infty \). Then it follows immediately from (5.4) that the limiting correlation eigenvalues are equal to the order parameter, as observed in Example 5.4. Equation (5.4) also shows that, in the limit \( N \to \infty \), the correlation matrix has at least one zero eigenvalue if and only if the winding number is non-zero. Equivalently, we have a degeneracy of the entanglement spectrum if and only if the trivial string order parameter \( O_0(N) \) does not have long-range order, consistent with the physical fingerprints associated to non-trivial SPT phases \([68]\).

**Remark 5.11.** Throughout we have assumed that \( f(z) \) defined in (2.5) has a positive overall sign. For our purposes, if the overall sign is negative, the correlators \( \langle O\rangle \) multiplied by \((-1)^N\)—this is shown in Section 7. Moreover, the correlation matrix eigenvalues are unchanged—see Section 3. However, at the level of the Hamiltonian the sign-change can cause frustration, and in certain cases care must be taken with boundary conditions and the thermodynamic limit before evaluating physical quantities \([54, 55, 56]\).

We define the generic case for (2.5) to be where \( \{z_{j_1}, z_{j_2}^{-1}, z_{k_1}^{-1}, z_{k_2}^{-1}\}_{j_1, j_2, k_1, k_2 = 1,...,n; k_1, k_2 = 1,...,n} \) are pairwise distinct. If we allow mutually inverse zeros, i.e., some \( z_j = Z_k^{-1} \), then it turns out that the ground state is equivalent to a related generic model: we simply remove all of these mutually inverse pairs of zeros and shift \( n_P \). This is also the case when we allow zeros on the unit circle of even multiplicity. A full analysis of these cases can be found in the paper \([43]\). We can further relax the condition that the zeros are pairwise distinct by writing, say, \( z_j = z_{j'} + \varepsilon \) and taking the limit \( \varepsilon \to 0 \), as in Remarks 4.3 and 5.7.

Let us consider more carefully the case of degenerate zeros with \( z_j = z_{j'} + \varepsilon \), or \( Z_j = Z_{j'} + \varepsilon \) in Theorem 4.2. An example would be given by the correlator \( \langle O_3(1)O_3(N + 1) \rangle \) given in (4.3), where we set \( b = a + \varepsilon \). Then for \( \varepsilon \to 0 \),

\[
\langle O_3(1)O_3(N + 1) \rangle = (-1)^N (1 - a^2)((1 - a^2)N + 1 + a^2) \alpha^N (1 + o(1)).
\]  

(5.5)

This limit is non-trivial in that the denominator of (4.3) is order \( \varepsilon \)—the constant term in the numerator cancels to give a finite limit. This illustrates the general case. Suppose \( M \) contains \( z_j \) but not \( z_j + \varepsilon \), then the term \( \prod_{k \in M, j \in M}(\tau_k - \tau_j)^{-1} \) that appears in \( C_M \) diverges as \( \varepsilon \to 0 \). However, there will be a corresponding set \( M' \) that is the same as \( M \) except that it contains \( z_j + \varepsilon \) in place of \( z_j \). Then \( C_{M'} \) also diverges, but we have that \( C_Mr_M^{N} + C_{M'}r_{M'}^{N} \) is finite. This discussion further generalises to multiple nearly degenerate zeros. This cancellation must occur in general since Day’s formula is an exact formula for the determinant, and by considering the matrix elements this limit is well behaved (see the discussion in Sections 3 and 7).

This analysis allows us to deduce that the formula for the order parameter given in Remark 4.5 applies also for the case of degenerate zeros. In fact, this formula holds in all non-generic cases. Recall that if we have mutually inverse zeros, this model has the same ground state as the model with those zeros removed (and with a shift of \( n_P \) that fixes the winding number) \([43]\). By removing the zeros, we are in a case that we have already analysed and so can evaluate the order parameter with (4.6). However, this result agrees with keeping the zeros and evaluating (4.6), any terms involving zeros that are mutually inverse will cancel.

\(^9\)Example 4.1 has \( n_P = 0 \), while Example 5.4 has \( n_P = 2 \), so this is the relevant correlator.
6 Results: correlations in AIII

6.1 The AIII class

We now consider a different class of models on a one-dimensional fermionic chain. Let us take $2L$ spinless fermionic degrees of freedom $c_{A,n}^\dagger$ and $c_{B,n}^\dagger$ for $n = 1, \ldots, L$. The class of AIII Hamiltonians [3, 71] are charge-conserving and are symmetric under the anti-unitary involution $T$ such that $T c_{A,n}^\dagger = c_{A,n}$ and $T c_{B,n}^\dagger = -c_{B,n}$ (physically $T$ is the sublattice symmetry). The class of models which are translation-invariant with respect to the two-site unit cell is given by

$$H = \sum_{\kappa,n} \tau_{\kappa} c_{B,n}^\dagger c_{A,n+\kappa} + \bar{\tau}_{\kappa} c_{A,n+\kappa}^\dagger c_{B,n}^\dagger.$$

(6.1)

We can diagonalise $H = \sum_k |f(e^{i\kappa})| \langle \eta_{+k}^\dagger \eta_{-k} - \eta_{-k}^\dagger \eta_{+k} \rangle$ with bands given\(^\text{10}\) by

$$\eta_{\pm,k}^\dagger = \frac{1}{\sqrt{2}} \left( c_{A,k}^\dagger \pm \sqrt{f(z)/f(1/z)} c_{B,k}^\dagger \right),$$

(6.2)

where $f(z) = \sum_{\kappa} \tau_{\kappa} z^{\kappa}$ and $f(\zeta) = \sum_{\kappa} \bar{\tau}_{\kappa} \zeta^{\kappa}$. As in BDI, the gapped phase diagram is characterised by $\omega$, the winding number of $f(e^{i\kappa})$. Since $f(z)$ is a Laurent polynomial, we have that $\omega = N_z - N_P$ where $N_z$ is the number of zeros inside the unit circle, and $N_P$ is the degree of the pole at zero. Examples in this class include the Su–Schrieffer–Heeger model [81].

Non-trivial ground state correlations may be easily derived from (6.2) as

$$\langle c_{B,n}^\dagger c_{A,n-\alpha} \rangle = \langle c_{A,n}^\dagger c_{B,n-\alpha} \rangle = -\frac{1}{4\pi i} \int \sqrt{f(z)/f(1/z)} z^{-\alpha - 1} dz$$

(6.3)

and $\langle c_{A,n}^\dagger c_{A,n-\alpha} \rangle = \langle c_{B,n}^\dagger c_{B,n-\alpha} \rangle = \frac{1}{2} \delta_{\alpha,0}$. For the subclass of models we focus on, we give these two-point functions in Appendix B.

A natural change of variables is defined by

$$c_{A,n} = \frac{1}{2} (-\gamma_{2n} + i\gamma_{2n-1}), \quad c_{B,n} = \frac{1}{2} (\bar{\gamma}_{2n-1} + i\bar{\gamma}_{2n}),$$

where the $\gamma_n$, $\bar{\gamma}_n$ are Majorana operators as introduced in Section 2. The Hamiltonian (6.1) becomes:

$$H = \frac{i}{2} \sum_{\alpha,n} \left( \text{Re}(\tau_\alpha) \bar{\gamma}_n \gamma_{n+2\alpha} + \text{Im}(\tau_\alpha) (-\bar{\gamma}_{2n-1} \gamma_{2n+2\alpha} + \bar{\gamma}_{2n} \gamma_{2n+2\alpha-1}) \right).$$

(6.4)

The sublattice symmetry $T$ acts as $T \gamma_n T = \gamma_n$, $T \bar{\gamma}_n T = -\bar{\gamma}_n$, and we see that (6.4) is a BDI Majorana chain, with two-site unit cell. If $\tau_\alpha \in \mathbb{R}$ then the model is actually translation-invariant, and is a special case of (2.1), while for complex $\tau_\alpha$ this class of models is distinct.

6.2 Correlations of string operators

The string order parameters in this class will, as before, be given by string correlators of fermionic parity strings with certain end-point operators

$$\tilde{O}_\alpha(n) = \exp \left( \sum_{m=1}^{n-1} i\pi (c_{A,m}^\dagger c_{A,m} + c_{B,m}^\dagger c_{B,m}) \right) = (-1)^{n-1} \prod_{m=1}^{n-1} i\bar{\gamma}_{2m-1} \gamma_{2m-1} - 1 i\bar{\gamma}_{2m} \gamma_{2m},$$

\(^\text{10}\)The branch of the square-root is chosen so that this is equal to $f(z)/|f(z)|$ for $z$ on the unit circle.
\[ \mathcal{O}_\alpha(n) = \exp \left( \sum_{m=1}^{n-1} i\pi (c_{A,m}^\dagger c_{A,m} + c_{B,m}^\dagger c_{B,m}) \right) \prod_{j=n}^{n+\alpha-1} (1 - 2c_{A,j}^\dagger c_{A,j}) \]
\[ = (-1)^{n-1} \left( \prod_{m=1}^{n-1} i\gamma_{2m-1}\gamma_{2m-1}i\gamma_{2m}\gamma_{2m} \right) \prod_{j=n}^{n+\alpha-1} (-i\gamma_{2j-1}\gamma_{2j}) \quad \text{for } \alpha > 0, \]
\[ \mathcal{O}_\alpha(n) = \exp \left( \sum_{m=1}^{n-1} i\pi (c_{A,m}^\dagger c_{A,m} + c_{B,m}^\dagger c_{B,m}) \right) \prod_{j=n}^{n+\alpha-1} (1 - 2c_{B,j}^\dagger c_{B,j}) \]
\[ = (-1)^{n-1} \left( \prod_{m=1}^{n-1} i\gamma_{2m-1}\gamma_{2m-1}i\gamma_{2m}\gamma_{2m} \right) \prod_{j=n}^{n+\alpha-1} (-i\gamma_{2j-1}\gamma_{2j}) \quad \text{for } \alpha < 0. \] (6.5)

String order parameters are usually defined for interacting SPT phases [62, 67], our case is different since we have a free-fermion system—see the discussion in [44]. In Theorem 6.1 below, we prove that these string correlators are order parameters for the different phases; i.e., \( \mathcal{O}_\alpha \) has long-range order if and only if \( \alpha = \omega \), the latter being the topological invariant defined above. Special cases of these fermionic string order parameters\(^{11}\) appear in [4]. We can evaluate the ground-state correlation \( \langle \mathcal{O}_\alpha(1)\mathcal{O}_\alpha(N+1) \rangle \) using Wick’s theorem [6, 53] and the two-point correlators given above. We show in Appendix E that these correlators are equal to the square of the absolute value of a Toeplitz determinant. This determinant can be evaluated using the same techniques as in the BDI case. We now justify that these are indeed the AIII analogues of the string order parameters in the BDI class—this follows by generalising the analysis of [44] to this class of models. We will not pursue this fully, but give the following result:

**Theorem 6.1.** Consider a general model in the AIII class. This corresponds to
\[ f(z) = e^{i\theta} \frac{1}{z^{N_P}} \prod_{j=1}^{N_z} (z - z_j) \prod_{k=1}^{N_Z} (z - Z_k), \] (6.6)
where \( |z_j| < 1, |Z_k| > 1 \) and \( \theta \in [0, 2\pi) \). The winding number is given by \( \omega = N_z - N_P \) and the string correlators satisfy
\[ \lim_{N \to \infty} \langle \mathcal{O}_\alpha(1)\mathcal{O}_\alpha(N+1) \rangle = \text{const} \times \delta_{\alpha,\omega}. \]

The non-zero constant is the value of the order parameter, given by
\[ \lim_{N \to \infty} \langle \mathcal{O}_\omega(1)\mathcal{O}_\omega(N+1) \rangle = \frac{\prod_{j=1,j_2=1}^{N_z} (1 - z_{j_1}z_{j_2}) \prod_{k_1,k_2=1}^{N_Z} (1 - Z_{k_1}^{-1}Z_{k_2}^{-1})^{1/2}}{\prod_{j=1}^{N_z} \prod_{k=1}^{N_Z} \left| 1 - \frac{z_j}{Z_k} \right|^2}. \]

We outline the proof, using Szegő’s theorem [18, 83] and results of Hartwig and Fisher [35], in Appendix E.

For models with \( f(z) \) of the form:
\[ f(z) = e^{i\theta} \frac{1}{z^{N_P}} \prod_{j=1}^{n_z} (z - z_j)^2 \prod_{k=1}^{n_Z} (z - Z_k)^2, \] (6.7)
we can proceed using the methods of this paper, leading to an analogue of Theorem 4.2. The generic case here is that \( \{z_{j_1},z_{j_2}^{-1},z_{k_1}^{-1},z_{k_2}^{-1}\}_{j_1,j_2=1,...,n_z;k_1,k_2=1,...,n_Z} \) are pairwise distinct.

\(^{11}\)For example, the correlator of \( \langle \mathcal{O}_{\pm 1}(n) - \mathcal{O}_{\pm 1}(n) \rangle \) is used to detect a phase with two Majorana edge modes. This would correspond to winding number \( \pm 1 \) in our model, consistent with \( \mathcal{O}_{\pm 1}(n) \) being the order parameter for those phases.
Theorem 6.2 (AIII restatement of Theorem 4.2). Consider a chain with a non-trivial \( f(z) \) as defined in (6.7), assuming the generic case, and for each \( \alpha \in \mathbb{Z} \) define \( N_\alpha = \max\{|n_z + n_Z - n_P - \alpha|, 1\} \). Then

(1) for \( \alpha < \omega - n_z \) and \( \alpha > \omega + n_Z \)

\[
\langle \hat{O}_\alpha(1)\hat{O}_\alpha(N + 1) \rangle = 0, \quad N \geq N_\alpha;
\]

(2) for \( \omega - n_z \leq \alpha \leq \omega + n_Z \)

\[
\langle \hat{O}_\alpha(1)\hat{O}_\alpha(N + 1) \rangle = \left| \sum_M C_M r_M^N \right|^2, \quad N \geq N_\alpha,
\]  

(6.8)

where for \( n_z > 0 \) and \( n_Z > 0 \):

- for \( \omega - n_z \leq \alpha \leq \omega + n_Z - n_z \) the sum is over sets \( M \) that label sets of zeros, with the non-zero constants \( C_M \) and \( r_M \) defined in Case 1 below.
- for \( \omega + n_Z - n_z \leq \alpha \leq \omega + n_Z \) the sum is over sets \( M \) that label sets of inverse zeros, with the non-zero constants \( C_M \) and \( r_M \) defined in Case 2 below.

If either \( n_z = 0 \) or \( n_Z = 0 \):

- if \( n_z = 0 \) and \( \alpha < \omega + n_Z \), then put \( n_z = 1, \alpha \to \alpha + 2 \) and take the limit \( z_1 \to 0 \) with Case 1. If \( n_z = 0 \) and \( \alpha = \omega + n_Z \) then the correlator is given by \( \prod_{k=1}^{n_z} |z_k|^{-2N}. \)
- if \( n_Z = 0 \) and \( \alpha > \omega - n_z \), then put \( n_Z = 1, \alpha \to \alpha + 2 \) and take the limit \( Z_1 \to \infty \) with Case 2. If \( n_Z = 0 \) and \( \alpha = \omega - n_z \), then the correlator is given by \( \prod_{j=1}^{n_Z} |z_j|^{2N}. \)

In both cases, in the formula (6.8), the sum is over all subsets \( M \subseteq \{1, \ldots, n_z + n_Z\} \) of some fixed size \(|M|\). For each such \( M \), we also define:

\[
M^c = \{1, \ldots, n_z + n_Z\} \setminus M
\]

and further define \( M_z = \{1, \ldots, n_z\} \) and \( M_Z = \{1, \ldots, n_Z\} \). Then we have

Case 1: Define \( \tau_j = z_j \) for \( 1 \leq j \leq n_z \) and \( \tau_{n_z+j} = Z_j \) for \( 1 \leq j \leq n_Z \). Then the sum in (6.8) is over all subsets \( M \) of size \(|M| = \alpha + n_P - n_z \), and \( C_M \) and \( r_M \) are defined by

\[
r_M = \prod_{k \in M^c} \frac{\tau_k}{\prod_{j=1}^{n_Z} Z_j},
\]

\[
C_M = \prod_{k \in M^c, m \in M_Z} \left( \tau_k - Z_m^{-1} \right) \prod_{l \in M_z, j \in M} (\tau_l^{-1} - \tau_j) \prod_{l \in M_z} z_l^{-(n_z+n_Z-n_P-\alpha)}
\]

\[
\times \prod_{l \in M_z, m \in M_Z} \left( Z_l^{-1} - Z_m^{-1} \right)^{-1} \prod_{k \in M^c, j \in M} (\tau_k - \tau_j)^{-1} \prod_{k \in M^c} \tau_k^{-(n_z+n_Z-n_P-\alpha)}.
\]

Case 2: Define \( \tau_j = Z_j^{-1} \) for \( 1 \leq j \leq n_z \) and \( \tau_{n_z+j} = Z_j^{-1} \) for \( 1 \leq j \leq n_Z \). Then the sum in (6.8) is over all subsets \( M \) of size \(|M| = 2n_z + n_Z - n_P - \alpha \), and \( C_M \) and \( r_M \) are defined by

\[
r_M = \prod_{j=1}^{n_z} Z_j \prod_{k=1}^{n_Z} \tau_k \prod_{k \in M^c} Z_k
\]

\[
C_M = \prod_{k \in M^c, m \in M_z} \left( \tau_k - Z_m \right) \prod_{l \in M_z, j \in M} (Z_l - \tau_j) \prod_{l \in M_z} Z_l^{n_P+\alpha-n_z-n_Z}
\]

\[
\times \prod_{l \in M_z, m \in M_Z} \left( Z_l - Z_m \right)^{-1} \prod_{k \in M^c, j \in M} (\tau_k - \tau_j)^{-1} \prod_{k \in M^c} \tau_k^{-(n_P+\alpha-n_z-n_Z)}.
\]
Much of the discussion in Section 4 applies analogously here. We will simply give one further example.

**Example 6.3.** Let \( f(z) = (z - a)^2(z - b)^2 \) where \( |a| < 1 \) and \( |b| > 1 \). Since \( n_z = n_Z = 1 \), we are in the phase \( \omega = 2 \), and the correlator \( \langle \hat{O}_2(1)\hat{O}_2(N + 1) \rangle \) is given by

\[
\langle \hat{O}_2(1)\hat{O}_2(N + 1) \rangle = \frac{(1 - |a|^2)(|b|^2 - 1)}{|b - a|^2} \left( \frac{b}{\bar{b}} \right)^N + \frac{|1 - b\bar{a}|^2}{|b - a|^2} \left( \frac{a}{\bar{b}} \right)^N \]

where \( \lambda = \hat{A}_N = 1 - 2C_N \). The eigenvalues, \( \lambda \), of \( \hat{A} \) are real and satisfy \( -1 \leq \lambda \leq 1 \). The values \( \lambda = \pm 1 \) are trivial eigenvalues that do not correspond to entanglement. Our main result for class AIII is that the proof of Theorem 5.1 carries over, leading to:

**Theorem 6.4** (AIII statement of Theorem 5.1). Consider a Hamiltonian of the form (6.1) with a non-trivial \( f(z) \) of the form (6.7) such that \( n_F = n_z + n_Z \). Recall that in this class zeros need not come in conjugate pairs, and we allow the non-generic case where zeros may coincide, but assume without loss of generality\(^\text{12}\) that \( z_j \neq |Z_k|^{-1} \) for any \( j, k \). Denote the correlation matrix on a subsystem of size \( N \) by \( C_N \) and define \( \lambda = \hat{A}_N = 1 - 2C_N \). Then

\[
\det(\lambda - \hat{A}_N) = (\lambda^2 - 1)^N \left( \frac{\prod_{j=1}^{n_z} z_j^2 \prod_{j=1}^{n_Z} Z_j^2}{(\prod_{k=1}^{n_Z}|Z_k|^2)^2} \right)^N \det M(N, \lambda) \det M(0, \lambda),
\]

where \( M(n, \lambda) \) is a \( 4(n_z + n_Z) \times 4(n_z + n_Z) \) matrix that can be determined from the zeros of \( f(z) \) and the Smith canonical form of a known \( 2 \times 2 \) matrix polynomial (defined in (E.4)–(E.5)). Moreover, there exist \( d', d'' \in \mathbb{N} \) (independent of \( n \)) such that

\[
\det M(n, \lambda) = \mu \left( \frac{\prod_{j=1}^{n_z} z_j^2 \prod_{k=1}^{n_Z} Z_k^2}{(\prod_{k'=1}^{n_Z}|Z_{k'}|^2)^2} \right)^{-n} \prod_{j=1}^{d'} (\lambda^2 - \tilde{v}_{j1}(n))^2 \prod_{j=1}^{d''} (\lambda - c_{jz}),
\]

\(^{12}\)As in Remark 5.11, if there were such zeros they can be removed without affecting the ground state.
where the constants $\mu$ and $c_j$ are independent of $n$ and $\tilde{\nu}_j(n)$ satisfies $\tilde{\nu}_j(0) = 1$, $0 \leq \tilde{\nu}_j(n) \leq 1$ for $n \geq 1$ and $\tilde{\nu}_j(n) < 1$ for some $n > 0$.

For any $f(z)$ as defined in (6.7) such that $n_P \neq n_z + n_Z$, then the characteristic polynomial of the correlation matrix can be found by taking a limit of a related case where $n_P = n_z + n_Z$ that can be evaluated using the above. Details of this limit are discussed in Remark 5.7—in particular, this discussion does not rely on zeros of $f(z)$ appearing in complex-conjugate pairs.

For further details see Section 8 and Appendix E. As in the BDI case, this results allows us to conclude that there exists an exact MPS representation of the ground state.

To find the entanglement spectrum requires using the definition of $M(n, \lambda)$ given in Section 8 (with the changes for class AIII given in Appendix E), as well as finding the Smith canonical form of the relevant matrix. By analogous calculations to those in Example 5.3, we find that for $f(z) = \frac{1}{z}(z - b)^2$ with $|b| < 1$, $b \in \mathbb{C}$:

$$\det(\lambda - \hat{A}_N) = (\lambda^2 - 1)^{N-1}(\lambda^2 - |b|^{2N}).$$

7 String correlators—analysis

As stated above, the BDI string correlators satisfy

$$(-1)^{N(\alpha-1)}\langle \mathcal{O}_\alpha(1)\mathcal{O}_\alpha(N+1) \rangle = D_N[t_1(z)] = D_N[t_1(1/z)],$$

where $t_1(z) = \sqrt{f(z)/f(1/z)}z^{-\alpha}$. Moreover, in AIII the string correlators satisfy

$$\langle \tilde{\mathcal{O}}_\alpha(1)\tilde{\mathcal{O}}_\alpha(N+1) \rangle = |D_N[t_2(z)]|^2 = |D_N[t_2(1/z)]|^2,$$

where $t_2(z) = \sqrt{f(z)/f(1/z)}z^{-\alpha}$. We hence see that we can understand both classes by analysing $D_N[t(z)]$ for $t(z) = t_2(z)$. Then for class BDI we reach Theorem 4.2 by noting that $f(1/z) = f(1/z)$ for $t_\alpha \in \mathbb{R}$ and, since zeros come in complex-conjugate pairs, we can simplify certain formulae. For class AIII we reach Theorem 6.2 by simply taking the absolute value squared of the result.

We will show now that for

$$f(z) = \frac{e^{i\theta}}{z^{n_P}} \prod_{j=1}^{n_z} (z - z_j)^2 \prod_{k=1}^{n_Z} (z - Z_k)^2,$$

then either $D_N[t(z)]$ or $D_N[t(1/z)]$ can be evaluated using Day’s formula. Some further analysis is then needed to reach our results. First, note that we can simplify by setting $\theta = 0$. In the BDI case, $\theta \in \{0, \pi\}$; if $\theta = \pi$ we take the other branch of the square-root and multiply the Toeplitz matrix by $-1$. This sign hence gives an additional factor of $(-1)^N$ when we evaluate the determinant, as mentioned in Remark 5.11. In the AIII case $\theta \in [0, 2\pi)$, this would give an additional complex phase when we evaluate the determinant, but since we take the absolute value this drops out. If $n_z = 0$ and $n_Z = 0$ then $f(z) = z^{-n_P}$ and the string correlators are trivial. We treat the case $n_z > 0$ and $n_Z > 0$ first. Then we analyse the remaining cases where either $n_z = 0$ or $n_Z = 0$.

\footnote{The matrix from the Smith canonical form needed for this calculation is given in Appendix E.}
7.1 Proof of Theorems 4.2 and 6.2 with zeros inside and outside the unit circle

Suppose first that \( n_z > 0 \) and \( n_Z > 0 \). By inserting (7.1) into \( t(z) \) and rearranging, we reach

\[
t(z) = z^{n_z+n_Z-n_P-\alpha} \left( \prod_{j=1}^{n_z} (-Z_j) \right)^{-1} \frac{\prod_{j=1}^{n_z} (z-z_j) \prod_{k=1}^{n_Z} (z-Z_k)}{\prod_{j'=1}^{n_z} (1-z/\bar{z}_{j'}) \prod_{k=1}^{n_Z} (z-Z_k^{-1})}.
\]

\[
t(1/z) = z^{n_P+n_Z-n_z} \left( \prod_{j=1}^{n_z} (-z_j) \right)^{-1} \frac{\prod_{j=1}^{n_z} (z-z_j^{-1}) \prod_{k=1}^{n_Z} (z-Z_k^{-1})}{\prod_{j=1}^{n_z} (1-z/\bar{z}_j) \prod_{k=1}^{n_Z} (1-z/\bar{Z}_k)}.
\]

Recall that in Theorem 3.1, the canonical form (3.4) for the symbol has the degree of the numerator greater than or equal to the degree of the denominator. Hence, for \( n_z+n_Z-n_P-\alpha \geq 0 \) we evaluate \( D_N[t(z)] \) and for \( n_z+n_Z-n_P-\alpha \leq 0 \) we evaluate \( D_N[t(1/z)] \). Note also that in order to apply Day’s formula we must have pairwise distinct zeros in the numerator. Hence, for \( n_z+n_Z-n_P-\alpha \geq 0 \), we write

\[
t(z) = \lim_{\varepsilon \to 0} \rho \frac{\prod_{j=1}^{n_z+n_Z-n_P-\alpha} (z-\tau_j)}{\prod_{j=1}^{n_z} (1-z/\bar{z}_j) \prod_{k=1}^{n_Z} (z-Z_k^{-1})},
\]

\[\tau_j \in \{z_1, \ldots, z_{n_z}, Z_1, \ldots, Z_{n_Z}, \varepsilon x_1, \ldots, \varepsilon x_{n_z+n_Z-n_P-\alpha}\}, \quad \rho = \left( \prod_{k=1}^{n_Z} (-Z_k) \right)^{-1} \tag{7.2}\]

and for \( n_z+n_Z-n_P-\alpha \leq 0 \):

\[
t(1/z) = \lim_{\varepsilon \to 0} \rho \frac{\prod_{j=1}^{n_z+n_P} (z-\tau_j)}{\prod_{j=1}^{n_z} (z-Z_j^{-1}) \prod_{k=1}^{n_Z} (1-z/\bar{z}_j)},
\]

\[\tau_j \in \{z_1^{-1}, \ldots, z_{n_z}^{-1}, Z_1^{-1}, \ldots, Z_{n_Z}^{-1}, \varepsilon x_1, \ldots, \varepsilon x_{n_P+n_z-n_Z}\}, \quad \rho = \left( \prod_{j=1}^{n_z} (-z_j) \right)^{-1} \left( \prod_{j=1}^{n_Z} \frac{Z_j}{\bar{Z}_j} \right).
\]

In each case, before the limit is taken these are in the canonical form (3.4) and we can evaluate the determinants using Theorem 3.1—this has the form \( \sum_M C_M^N r_M^N \), where the sum is over sets \( M \) defined in Theorem 3.1. Then, by taking the limit, we can determine the string correlator. Recall that in Theorems 4.2 and 6.2 we assume the appropriate generic case. This means that, for \( \varepsilon \neq 0 \), \( C_M \) is a product of finite, non-zero terms. Coincident zeros require taking a limit, as discussed in Remark 5.11, while if we have \( z_j = \bar{Z}_k^{-1} \), then \( C_M \) can be zero.14

Now, a difficulty with the limit \( \varepsilon \to 0 \) is that when \( |n_z+n_Z-n_P-\alpha| > 1 \), there are choices of \( M \) where both \( M \) and \( M^c \) contain15 \( \tau_k \) of order \( \varepsilon \). This means that

\[
C_M \propto \prod_{k \in M^c, j \in M} (\tau_k - \tau_j)^{-1} = \Theta(\varepsilon^{-m})
\]

for some \( m > 0 \). However, since \( M^c \) by assumption contains a \( \tau_k \) of order \( \varepsilon \), \( r_M \) is \( \Theta(\varepsilon^n) \) for some \( n > 0 \). Then, since the contribution of this \( M \) to the \( N \times N \) determinant is \( C_M^N r_M^N \), for \( N \) sufficiently large this term will have a positive power of \( \varepsilon \), and so will vanish upon taking the limit \( \varepsilon \to 0 \). More precisely, we have

14In fact, as we discussed in Remark 5.11, the ground state is equivalent to a model with those zeros removed. Hence, terms containing those zeros should not appear in the result, and so if we have a set \( M \) where these zeros appear in \( r_M \), the corresponding \( C_M \) must be zero. We can see this in Example 4.1 by setting \( b = 1/a \).

15We are abusing notation slightly: \( M \) corresponds to a set of indices, but it is helpful to also think of \( M \) as the set of \( \tau_k \) corresponding to those indices.
Lemma 7.1. For \( N \geq N_\alpha = \max\{|n_z + n_Z - n_P - \alpha|, 1\} \), in evaluating \( D_N[t(z)] \) using Day’s formula, any set \( M^c \) that contains a term of order \( \varepsilon \) does not contribute to the determinant in the limit \( \varepsilon \to 0 \).

Let us first consider \( D_N[t(z)] \) in the case \( n_z + n_Z - n_P - \alpha \geq 0 \). By Lemma 7.1, the only sets \( M \) that contribute are those where \( M^c \) contains no terms of order \( \varepsilon \). By comparing (7.2) and (3.4) we see that \( p = n_Z \), and thus the sum over \( M \) gives all subsets of \( \{\tau_j\} \) of size \( n_Z \). Since \( |M| = n_Z \) such sets exist when \( n_Z \geq n_z + n_Z - n_P - \alpha \), which is equivalent to \( \alpha \geq n_z - n_P \).

Hence, for \( \alpha < n_z - n_P \) and \( N \geq N_\alpha \) the determinant is zero. For the other cases under consideration, \( n_z - n_P \leq \alpha \leq n_z + n_Z - n_P \), by applying Day’s formula we reach the result given in Theorem 4.2. Since all \( M \) that have a non-zero \( r_M \) in the limit \( \varepsilon \to 0 \) contain all terms of order \( \varepsilon \), in stating the theorem we simplify the formulae by removing this fixed number of terms of order \( \varepsilon \) from the definition of \( M \), and adjusting the definition of the \( C_M \) to account for this. Note that here, and in the other cases below, the sign in the definition of \( r_M \) in Day’s formula does not depend on \( M \) and so we combine it with the oscillatory factor of the correlator.

For \( 1 \leq N < N_\alpha \) we can still evaluate the determinant using Day’s formula, but the analysis and simplifications just discussed will not apply and so one must take the limit after applying Theorem 3.1 directly for the symbol (7.2).

An analogous discussion applies to the case \( n_z + n_Z - n_P - \alpha \leq 0 \). In this case, \( |M| = n_z \) and so choices of \( M \) where \( M^c \) contains no terms of order \( \varepsilon \) exist when \( \alpha \leq 2n_z + n_Z - n_P \).

Hence, the correlator is zero for \( \alpha > \omega + n_Z \). By applying Day’s formula in the remaining cases, and simplifying to only include the \( M \) that contribute, this completes the proof of Theorem 4.2 with \( n_z > 0 \) and \( n_Z > 0 \).

Proof of Lemma 7.1. Consider the case \( n_z + n_Z - n_P - \alpha > 0 \). Let us suppose that \( M \) is such that \( M^c \) contains \( n > 0 \), \( \tau_k \) of order \( \varepsilon \). This means that \( r_M = \Theta(\varepsilon^n) \), and that \( M \) contains \( \{n_z + n_Z - n_P - \alpha - n\} \), \( \tau_k \) of order \( \varepsilon \). Then, we have that

\[
C_M^N = \Theta(\varepsilon^{-n(n_z+n_Z-n_P-\alpha-n)+nN}) = \Theta(\varepsilon^{n^2+n(N-n_z-n_Z-n_P+\alpha)}),
\]

which is a positive power of \( \varepsilon \) for \( N \geq n_z + n_Z - n_P - \alpha \). The analogous proof goes through for the case that \( n_z + n_Z - n_P - \alpha < 0 \). In the case \( \alpha = n_z + n_Z - n_P \) all \( \tau_k = \Theta(1) \), then Day’s formula applies for \( N \geq 1 \).

7.2 Proof of Theorems 4.2 and 6.2 for \( n_Z = 0 \) or \( n_Z = 0 \)

7.2.1 No zeros outside the unit circle

Let us now consider the case \( n_Z = 0 \), and \( n_z - n_P - \alpha < 0 \). Note that we have \( n_z > 0 \) as we do not include the trivial case. The strict inequality allows us to apply Day’s formula. In particular,

\[
t(1/z) = z^{n_P+\alpha-n_z} \left( \prod_{j=1}^{n_z} (-z_j) \right) \prod_{j=1}^{n_z} (z - z_j^{-1}) \prod_{j=1}^{n_z} (z - \bar{z}_j) = \lim_{\varepsilon \to 0} \lim_{Z_1 \to \infty} \rho \frac{\prod_{j=1}^{n_z} (z - \tau_j) (1 - Z_1^{-1} z \tau_j)}{\prod_{j=1}^{n_z} (z - \tau_j) (1 - z \bar{z}_j)},
\]

\[
\tau_j \in \{z_1^{-1}, \ldots, z_n^{-1}, Z_1^{-1} \varepsilon x_1, \ldots, \varepsilon x_{n_P+\alpha-n_z-1}\}, \quad \rho = \left( \prod_{j=1}^{n_z} (-z_j) \right).
\]

Thus, the result we want follows from the formula for \( n_Z = 1 \) and then taking the limit \( Z_1 \to \infty \). Taking the limit by setting \( Z_1^{-1} = \varepsilon x_0 \), we derive that contributions from sets \( M^c \) that contains a \( \tau_j = \Theta(\varepsilon) \) are zero for \( N \geq n_P + \alpha - n_z \). Moreover, note that the correlator is exactly zero.
for \( \alpha > \omega \) and \( N \geq n_P + \alpha - n_z \), since in that case all sets \( M^c \) will contain a \( \tau_j \) that goes to zero.

In the case \( n_z - n_P - \alpha \geq 0 \), it is easier to analyze the determinant directly. Since \( n_Z = 0 \), the Fourier coefficients of the symbol, as calculated in Appendix B, can be seen to be one-sided. In particular \( t_1 = 0 \) for \( n < n_z - n_P - \alpha \). This means that if \( n_z - n_P - \alpha > 0 \), the determinant is zero. For the only remaining case, \( n_z - n_P - \alpha = 0 \), we have that

\[
D_N[t(z)] = t_0^N = \prod_{j=1}^{n_z} (-z_j)^N, \quad N \geq 1.
\]

### 7.2.2 No zeros inside the unit circle

Finally, let us consider the case \( n_z = 0 \), \( n_z > 0 \) and \( n_z - n_P - \alpha > 0 \). The strict inequality allows us to apply Day’s formula. In particular,

\[
t(z) = z^{n_z - n_P - \alpha} \left( \prod_{k=1}^{n_z} (-Z_k) \right)^{-1} \prod_{j=1}^{n_z} \left( z - Z_k \right)^{-1} \prod_{k=1}^{n_z} \left( z - Z_k^{-1} \right)^{-1} \prod_{j=1}^{n_z} \frac{2n_z + 2n_z - n_P - (\alpha + 2)}{z - \tau_j} \prod_{k=1}^{n_z} \left( z - Z_k^{-1} \right),
\]

\[
\tau_j \in \{ z_1, Z_1, \ldots, Z_\sigma, \varepsilon x_1, \ldots, \varepsilon x_n \}, \quad \rho = \left( \prod_{k=1}^{n_z} (-Z_k) \right)^{-1}.
\]

As before, we can then apply the result for \( n_z = 1 \) and take the limit \( z_1 \to 0 \), while also replacing \( \alpha \) by \( \alpha + 2 \). Taking the limit by setting \( z_1 = \varepsilon x_0 \), we derive that contributions from sets \( M^c \) that contain a \( \tau_j = \Theta(\varepsilon) \) are zero for \( N \geq n_Z - n_P - \alpha \). Moreover, for \( \alpha < -n_P = \omega \) all sets \( M^c \) contain a \( \tau_j = \Theta(\varepsilon) \), and so for \( N \geq n_Z - n_P - \alpha \) these correlators are exactly zero. Finally, as in the case \( n_z = 0 \), one can argue we have one-sided Fourier coefficients that imply the correlator is zero for \( n_Z - n_P - \alpha < 0 \) and for \( \alpha = n_Z - n_P \), we have

\[
D_N[t(z)] = t_0^N = \prod_{k=1}^{n_z} (-Z_k)^{-N}, \quad N \geq 1.
\]

We have considered all cases and thus, by using that the zeros come in conjugate pairs, we have proved Theorem 4.2 for the BDI class, and by taking the absolute value squared we have proved Theorem 6.2 for the AIII class.

### 7.3 Emptiness formation probability

Here we prove that the emptiness formation probability, \( P(N) \), introduced in Remark 4.11, can be evaluated using Day’s formula. Following [26], for a translation-invariant BDI Hamiltonian as in (2.1), we have that

\[
P(N) = \left| D_N \left[ \frac{1}{2} \left( 1 - \frac{f(z)}{|f(z)|} \right) \right] \right|.
\]

Then, for a generic BDI model of the form given in (2.5), \( P(N) = |D_N[t(z)]| \), where

\[
t(z) = \frac{1}{2} \left( \prod_{j=1}^{n_z} (1 - z/jz_j^{-1}) \prod_{k=1}^{n_z} (z - Z_k^{-1}) - \sigma z^{n_z+n_Z-n_P} \prod_{j=1}^{n_z} (z-jz_j) \prod_{k=1}^{n_z} (1-zZ_k^{-1}) \right)
\]

\[
\prod_{j=1}^{n_z} (1 - z/jz_j^{-1}) \prod_{k=1}^{n_z} (z - Z_k^{-1}) \right).
\]
This is a rational symbol, where one can check that the numerator has degree at least the degree of the denominator. We can allow for degenerate zeros by taking an appropriate limit, and, assuming that \( n_z > 0 \) and \( n_Z > 0 \), we can evaluate \( P(N) \) using Theorem 3.1.

If \( n_z = 0 \) and \( n_Z = 0 \), then \( t(z) = \frac{1}{2}(1 - \sigma z^n) \) if \( n_P \neq 0 \), then \( P(N) = 2^{-N} \), while if \( n_P = 0 \) then \( P(N) = 0 \) for \( \sigma = 1 \) and \( P(N) = 1 \) for \( \sigma = -1 \). If \( n_Z = 0 \) and \( n_z > 0 \), then one can write \( t(z) = \lim_{\epsilon \to 0} \frac{1 - \sigma z^n}{\epsilon z} t(z) \), and then evaluate with Day’s formula before taking the limit \( \epsilon \to 0 \).

Similarly, if \( n_z = 0 \) and \( n_Z > 0 \), one can take \( t(z) = \lim_{\epsilon \to 0} \frac{1 - \sigma z^n}{\epsilon z} t(z) \).

To derive Example 4.12, recall that \( f(z) = z^{-2} (z - a)^2 (z - b)^2 \), with \( |a| < 1 \) and \( |b| > 1 \). We suppose the generic case that \( b \neq 1/a \). Then we can write

\[
P(N) = \left| D_N \right| \left( \frac{1/b - a}{2} \right) \left( \frac{z + 1}{z - 1} \right),
\]

which is of the form (3.4) with \( p = q = 1 \) and \( s = 2 \). There are thus two contributions to the determinant, leading to the given formula. Note that this formula is strictly positive given \( b \neq 1/a \).

8 Correlation matrix—analysis

We can find the characteristic polynomial of the BDI correlation matrix by evaluating the block Toeplitz determinant generated by (3.5). Note that \( D_N \Phi(z, \lambda) \) is the determinant of a \( 2N \times 2N \) matrix, with \( i\lambda \) on the diagonal. This means that \( D_N \Phi(z, \lambda) = (-1)^N \Pi_{k=1}^{2N} (\lambda^2 - \nu_k^2) \). Moreover, since this is a correlation matrix we have that \( 0 \leq \nu_j \leq 1 \).

8.1 A canonical form for rational symbols and the definition of \( M(n, \lambda) \)

Let us define \( \Phi(z, \lambda) \) to be the symbol \( \Phi(z, \lambda) \) with \( f(z) \) restricted to be of the form (2.5). Then define

\[
\tilde{g}(z) = \prod_{j=1}^{n_z} (z - z_j) \prod_{k=1}^{n_Z} (z - Z_k^{-1}), \quad \tilde{h}(z) = \prod_{j=1}^{n_z} (1 - zz_j) \prod_{k=1}^{n_Z} (1 - zZ_k^{-1}).
\]

We then have

\[
\Phi(z, \lambda) = \frac{a(z)}{\tilde{g}(z)\tilde{h}(z)} = \frac{1}{\tilde{g}(z)\tilde{h}(z)} \begin{pmatrix} a_{11}(z) & a_{12}(z) \\ a_{21}(z) & a_{22}(z) \end{pmatrix},
\]

where

\[
a_{11}(z) = a_{22}(z) = i\lambda \left( \prod_{j=1}^{n_z} (z - z_j) \prod_{k=1}^{n_Z} (z - Z_k^{-1}) \prod_{j=1}^{n_z} (z - z_j) \prod_{k=1}^{n_Z} (z - Z_k^{-1}) \right), \quad (8.1)
\]

\[
a_{12}(z) = \frac{1}{\prod_{k=1}^{n_Z} Z_k^2} \prod_{j=1}^{n_z} (z - z_j)^2 \prod_{k=1}^{n_Z} (z - Z_k)^2, \quad (8.2)
\]

\[
a_{21}(z) = -z^{-n_z - n_Z} \prod_{j=1}^{n_z} z_{z_j}^2 \prod_{k=1}^{n_Z} \prod_{j=1}^{n_z} (z - z_j^{-1})^2 \prod_{k=1}^{n_Z} (z - Z_k^{-1})^2. \quad (8.3)
\]

Now, in order to apply Theorem 3.2, \( a(z) \) must be a matrix polynomial of the form \( \sum_{j=0}^{s} a_j z^j \).

This is the case if \( n_z + n_Z = n_P \), and in fact if this condition is not satisfied we cannot apply
Gorodetsky’s formula: we thus fix \( n_z + n_Z = n_P \). We then have that all \( a_{ij}(z) \) are polynomials of degree \( 2(n_z + n_Z) \), and

\[
\det(a_s) = (1 - \lambda^2)^n \prod_{j=1}^{n_z} z_j^2 \prod_{k=1}^{n_Z} Z_k^2.
\]

Define the set of zeros and inverse zeros by

\[
\{\tau_i\}_{i=1,\ldots,2(n_z+n_Z)} \in \{z_{j_1}, z_{j_2}^{-1}, Z_{k_1}, Z_{k_2}^{-1}\}_{j=1,\ldots,n_z;k=1,\ldots,n_Z}.
\]

Recall that we do not assume that the \( \{\tau_i\} \) are all pairwise distinct, however, in the statement of the theorem we assume that \( z_j \neq Z_k^{-1} \) for any \( j, k \). Then there exist \( 2 \times 2 \) matrix polynomials \( y(z) \) and \( w(z) \) such that \( \det(y(z)) \) and \( \det(w(z)) \) are non-zero and independent of \( z \) and

\[
y(z)a(z)w(z) = \begin{pmatrix} 1 & 0 \\ 0 & \prod_{j=1}^{n_z}(z - z_j)z_j^{-1}(z - z_j^{-1})^2 \prod_{k=1}^{n_Z}(z - Z_k)z_k^{-1}(z - Z_k^{-1})^2 \end{pmatrix};
\]

this is the Smith canonical form of \( a(z) \) [10, 32]. Define

\[
G(z) = \hat{g}(z)(1, z, \ldots, z^{n_z+n_Z-1}),
\]

\[
H(z) = \hat{h}(z)(1, z, \ldots, z^{n_z+n_Z-1}),
\]

\[
m^{(n)}(z, \lambda) = \left\{ y_{21}(z, \lambda)H(z), y_{22}(z, \lambda)H(z), y_{21}(z, \lambda)z^nG(z), y_{22}(z, \lambda)z^nG(z) \right\},
\]

where the second row of \( y(z) \) from the Smith canonical form appears in the definition of \( m^{(n)} \), and we make the \( \lambda \) dependence explicit. Then we define a \( 4(n_z + n_Z) \times 4(n_z + n_Z) \) matrix

\[
M(n, \lambda) = \begin{pmatrix}
m^{(n)}(\tau_1, \lambda) \\
\partial_z m^{(n)}(\tau_1, \lambda) \\
m^{(n)}(\tau_2, \lambda) \\
\partial_z m^{(n)}(\tau_2, \lambda) \\
\vdots \\
m^{(n)}(\tau_{2(n_z+n_Z)}, \lambda) \\
\partial_z m^{(n)}(\tau_{2(n_z+n_Z)}, \lambda)
\end{pmatrix}.
\]

This matrix is, in our generic case, the matrix \( M(n, \Phi(z)) \) appearing in Theorem 3.2.

### 8.2 Proof of Theorem 5.1

Given the canonical form of \( \Phi(z, \lambda) \) and the definitions of the relevant functions above, we simply apply Theorem 3.2 as given in [10], leading to

\[
D_N[\Phi(z, \lambda)] = (1 - \lambda^2)^N \left( \prod_{j=1}^{n_z} z_j^2 \prod_{k=1}^{n_Z} Z_k^2 \right)^N \frac{\det(M(N, \lambda))}{\det(M(0, \lambda))}.
\]

---

16 If \( n_z + n_Z \neq n_P \), then there is a pole in either (8.2) or (8.3)—we could try to pull this pole out and redefine \( \tilde{g}(z) \), however, in that case we have that \( a_s \) has only one non-zero entry and one of the conditions of Gorodetsky’s formula is that \( a_s \) is invertible. As explained in Section 5, we can analyse \( n_P \neq n_z + n_Z \) by taking an appropriate limit of a case with \( n_P = n_z + n_Z \).

17 In fact, if this is the case one can still apply Gorodetsky’s formula as given in [10], but the given formulae will be slightly altered. Alternatively one can note that, as discussed in Remark 5.11, this assumption on our model is without loss of generality.
This is the first part of our result, we now show that there are only a finite number of zeros of the characteristic polynomial $D_N[\Phi(z, \lambda)]$ that are not equal to \( \pm 1 \). Firstly, note that \( \lambda \) dependence in $det M(n, \lambda)$ comes from $y_{2j}(z, \lambda)$ and $y_{22}(z, \lambda)$. Importantly, the definition (8.4) of $y$ does not depend on $N$. One can determine $y$ and $w$ through a finite sequence of elementary transformations of $a(z)$. In particular, the elementary transformations with \( \lambda \) dependence reduce the order (as a polynomial in $z$) of the matrix elements of $a_{11}$, $a_{12}$, $a_{21}$ by taking linear combinations of rows or columns multiplied by coefficients from these polynomials at each step. These coefficients will be polynomials in $\lambda$, since initially all matrix elements of $a(z)$ are polynomials in $z$ and $\lambda$ (8.1)–(8.3). Hence, there exists a $d_0 \in \mathbb{N}$ such that we can find\(^{18}\) a $y(z, \lambda)$ with entries that are polynomial in \( \lambda \) of degree at most $d_0$. This means that $det M(n, \lambda)$ is a polynomial in \( \lambda \) of degree $2d' + d'' \leq 4d_0(n_z + n_Z)$, where this degree does not depend on $n$.

Now, recalling that $D_N[\Phi(z, \lambda)] = (-1)^N \prod_{j=1}^{N} (\lambda^2 - \nu_j^2)$, we have

$$(-1)^N \prod_{j=1}^{N} (\lambda^2 - \nu_j^2) = (1 - \lambda^2)^N \left( \prod_{j=1}^{\alpha_n} x_j^2 \prod_{k=1}^{\alpha_Z} Z_k^2 \right)^N \frac{det M(N, \lambda)}{det M(0, \lambda)} = (1 - \lambda^2)^N \left( \prod_{j=1}^{\alpha_n} x_j^2 \prod_{k=1}^{\alpha_Z} Z_k^2 \right)^N \frac{\alpha_N \prod_{j=1}^{d'} (\lambda^2 - \tilde{\nu}_j(N)^2) \prod_{j=1}^{d''} (\lambda - c_j)}{\alpha_0 \prod_{j=1}^{d'} (\lambda^2 - \tilde{\nu}_j(0)^2) \prod_{j=1}^{d''} (\lambda - c_j)}.$$ 

By comparing the two sides of this equation, we have that

$$det M(n, \lambda) = \mu \left( \prod_{j=1}^{\alpha_n} x_j^2 \prod_{k=1}^{\alpha_Z} Z_k^2 \right)^{-n} \prod_{j=1}^{d'} (\lambda^2 - \tilde{\nu}_j(n)^2) \prod_{j=1}^{d''} (\lambda - c_j),$$

where $\mu$ and $c_j$ are independent of $n$ and $\tilde{\nu}_j(n)$ satisfies $\tilde{\nu}_j(0) = 1$, $\tilde{\nu}_j(n) \leq 1$ for some $n > 0$. Thus we have $d' \in \mathbb{N}$ non-trivial eigenvalues of the correlation matrix, even in the limit $N \to \infty$. Theorem 6.4 is proved similarly, with the relevant changes pointed out in Appendix E.

### 9 The MPS-transfer matrix

As discussed in Remark 5.5, Theorems 5.1 and 6.4 allow us to deduce the existence of an exact MPS representation for the ground state of BDI and AIII models with $f(z)$ of the form given in (2.5) and (6.7) respectively. Moreover, an exact MPS representation is constructed for the BDI class in [43]. Given an MPS, it can be put into a canonical form [61]—we will henceforth suppose that the MPS under consideration is in this form. From the MPS, we can define the MPS-transfer matrix (hereafter referred to as the transfer matrix) and in this section we show how Theorem 4.2 allows us to deduce properties of this transfer matrix for the BDI case. As an application of this, we can find a lower bound on the bond dimension of an MPS representation of the ground state—this complements the upper bound found in [43]. In certain cases, the upper and lower bounds coincide and allow us to give the optimal bond dimension of such an MPS. Throughout this section we will work with the spin chain model (see Appendix A), and use standard graphical notation to give an intuitive illustration of some formulae [16, 66]. While we focus on the BDI case, an analogous discussion based on Theorem 6.2 would allow us to deduce properties of the transfer matrix in the AIII class.

\(^{18}\)Note that after applying this sequence of transformations, the matrix we have will differ from the right-hand side of (8.4) by a polynomial in $\lambda$ in each diagonal entry. We get the Smith canonical form by dividing each entry of $w(z, \lambda)$ by one of these polynomials as appropriate. Hence, we can find $g(z, \lambda)$, $w(z, \lambda)$ such that $g$ is a polynomial in $\lambda$ while $w$ is a rational function of $\lambda$. Examples are given in Appendix D.
9.1 Overview

For a periodic spin-$\frac{1}{2}$ chain with $L$ sites, a translation-invariant MPS representation of a state is of the form

$$|\psi\rangle = \sum_{j_1,\ldots,j_L = -1/2} \text{tr}(A_{j_1} \ldots A_{j_L}) |j_1,\ldots,j_L\rangle.$$ 

We will take $|\psi\rangle$ to be the ground state of a model defined in (2.5). For a fixed value of $j$, $A_j$ is a $\chi \times \chi$ matrix, and one can think of $A_j$ as a $\chi \times \chi \times 2$ tensor. Given $A_j$, one can compute various quantities for a system of size $L$ and then take the limit $L \to \infty$. A useful operator is the (generalised) transfer matrix

$$E_{X} = \sum_{j,k = \pm 1/2} \mathbb{X}_{kj} A_j \otimes \overline{A}_k \quad \text{for} \quad \mathbb{X}_{kj} = \langle k | X | j \rangle.$$ 

We can view this as a $\chi^2 \times \chi^2$ matrix, where we group indices connecting sites to the left and sites to the right (see Figure 1). The transfer matrix, $E_1$, can be used to calculate the norm of the state, through

$$\langle \psi | \psi \rangle = \lim_{L \to \infty} \text{tr}(E_1^L).$$ 

Note that $A_j$ can be rescaled so that the state is normalised in the limit, the canonical form fixes a rescaling [61]. Moreover, correlations of single-site operators $X_1$ and $X_{N+1}$ take the form

$$\langle \psi | X_1 X_{N+1} | \psi \rangle = \lim_{L \to \infty} \text{tr}(E_X E_1^{N-1} E_X E_1^{L-(N+1)}).$$ 

(9.1)

It is simple to extend this to more general correlators, for example,

$$\langle \psi | X_1 X'_2 X_{N+1} | \psi \rangle = \lim_{L \to \infty} \text{tr}(E_X E_{X'} E_1^{N-2} E_X E_1^{L-(N+1)}).$$

Thus, the transfer matrix $E_1 = \sum_{j,k = \pm 1/2} A_j \otimes \overline{A}_j$ is intimately related to correlations—indeed in this limit our MPS is a finitely correlated state [21, 61, 62]. We now discuss how the results of Theorem 4.2 relate to this framework.

9.2 General discussion

Viewing the transfer matrix $E_1$ as a $\chi^2 \times \chi^2$ matrix, then it has a Jordan normal form with $\chi^2$ eigenvalues (counting multiplicity). Let us first consider the case where $E_1$ is diagonalisable.

### Figure 1.
Graphical notation: a) is the MPS tensor with bond indices $\alpha, \beta$; b) is the generalised transfer matrix; c) is a formula for $E_1^n$ when the transfer matrix is diagonalisable.
For $A$ in canonical form, the largest eigenvalue of $E_3$ (in absolute value) equals one, and moreover, for the purposes of this discussion, let us suppose this largest eigenvalue is unique (see Remark 9.1). Then (9.1) simplifies to

$$
\langle \psi | X_1 X_{N+1} | \psi \rangle = \sum_{k=1}^{\chi^2} \mu_k^{N-1} \langle l_1 | E_X | r_k \rangle \langle l_k | E_X | r_1 \rangle,
$$

(9.2)

where $\mu_1 = 1$, $| \mu_k | < 1$ for $k > 1$ and $\{ | r_k \rangle, \langle l_j | \}$ are the left and right eigenvectors of $E_1$, satisfying $\langle l_j | r_k \rangle = \delta_{jk}$.

Now, consider the operators $O_\alpha$ defined in (2.6). For $\alpha = 2k + 1$ these are correlators of local operators, for example,

$$
\langle O_1(1)O_1(N + 1) \rangle = \sum_{k=1}^{\chi^2} \mu_k^{N-1} \langle l_1 | E_X | r_k \rangle \langle l_k | E_X | r_1 \rangle,
$$

$$
\langle O_{-1}(1)O_{-1}(N + 1) \rangle = \sum_{k=1}^{\chi^2} \mu_k^{N-1} \langle l_1 | E_Y | r_k \rangle \langle l_k | E_Y | r_1 \rangle,
$$

$$
\langle O_3(1)O_3(N + 1) \rangle = \sum_{k=1}^{\chi^2} \mu_k^{N-3} \langle l_1 | E_X E_Y E_X | r_k \rangle \langle l_k | E_X E_Y E_X | r_1 \rangle.
$$

Thus, using the results of Theorem 4.2, the terms proportional to $r_M^N$ that appear mean we can identify eigenvalues of the transfer matrix: $\{ (-1)^{n+1} r_M \} \subset \{ \mu_k \}$. Moreover, the terms $C_M$ will correspond to the overlaps such as $\langle l_1 | E_X | r_k \rangle$. Note that if $E_1$ had off-diagonal terms in the Jordan normal form, then these would appear in correlators as, e.g., $n \mu_k^{n-1}$. Such correlations do not appear in Theorem 4.2 in the generic case, although they can appear for non-generic cases, for example in (5.5). In any case, since non-trivial Jordan blocks correspond to degenerate eigenvalues, the dimension of the transfer matrix is always lower bounded by the number of distinct $r_M$.

Now, for $O_\alpha$ with $\alpha = 2k$ we have a non-local operator. However, we can do a similar analysis, using the generalised transfer matrix $E_Z$. For example, we have

$$
\langle O_2(1)O_2(N + 1) \rangle = \lim_{L \to \infty} \text{tr}(E_X E_Y E_Z^{N-2} E_Y E_X E_1^{L-(N+2)})
$$

$$
= \sum_{k=1}^{\chi^2} \tilde{\mu}_k^{N-2} \langle l_1 | E_X E_Y | r_k \rangle \langle l_k | E_Y E_X | r_1 \rangle,
$$

where we suppose for simplicity that we can diagonalise

$$
E_Z = \sum_{k=1}^{\chi^2} \tilde{\mu}_k | r_k \rangle \langle l_k |.
$$

Because $\prod_j Z_j$ is a symmetry of our system, it can be shown that $E_Z$ and $E_\gamma$ have the same eigenvalues up to phase factors [73]. This follows from the result that a symmetry operator on the physical index corresponds to a transformation on the bond indices of the form $A \to WUAU^\dagger$ where $U$ is unitary and $W$ is a diagonal matrix of phase factors $e^{i\theta_j}$. This is illustrated in Figure 2. As before, we can use Theorem 4.2 to identify eigenvalues $\tilde{\mu}_k$ of $E_Z$. Moreover, we know that for each $k$, $| \tilde{\mu}_k | = | \mu_j |$ for some $j$. Hence, we can lower bound $\chi^2$ by the number of $r_M$ that give us distinct $\mu_j$ and distinct $\tilde{\mu}_j$ where none of these $r_M$ have the same absolute value.
Remark 9.1. An MPS is called injective if the transfer matrix has a unique largest eigenvalue.\textsuperscript{20} In the models considered in this paper, the MPS ground state is not necessarily injective. Indeed, suppose that $\omega = 2k + 1$ for $k \in \mathbb{Z}$. Then we have a local order parameter $O_{2k+1}$. Note that $O_{2k+1}$ is odd under the symmetry $Q_j Z_j$. Hence, given a unique largest eigenvalue, we must have
\[
\langle O_{\omega}(1) \rangle = \langle l_1 | E_X E_Y \ldots E_X | r_1 \rangle = 0,
\]
where for definiteness we fix $\omega > 0$. From (9.2), the two-point correlation function will behave like:
\[
\lim_{N \to \infty} \langle O_{\omega}(1) O_{\omega}(N + 1) \rangle = \langle l_1 | E_X E_Y \ldots E_X | r_1 \rangle \langle l_1 | E_X E_Y \ldots E_X | r_1 \rangle,
\]
where the left-hand side has a non-zero limit given in Remark 4.5. Equations (9.3) and (9.4) are inconsistent, and so for $\omega = 2k + 1$ we must have further eigenvalues of absolute value one. This means that if the MPS is injective, we must have $\omega = 2k$.

It is simple to generalise (9.1) to the non-injective case, and the relation between $E_Z$ and $E_I$ illustrated in Figure 2 does not rely on the MPS being injective. However, if we do have an injective MPS, this means that $W$ is a matrix of the form $e^{i\theta}I$. By applying the symmetry transformation on the physical index twice we have $A \to e^{2i\theta}UAU^\dagger$. Since the transfer matrix $E_Z = E_I$, we can conclude that $e^{i\theta} = \pm 1$. Hence, in the injective case, either the spectrum of $E_Z$ is the same as the spectrum of $E_I$ or it is the same as the spectrum of $-E_I$.

Remark 9.2. Throughout the paper we have considered the generic case to be where the zeros and inverse zeros $\{z_j, z_j^{-1}, Z_k, Z_k^{-1}\}_{j, j' = 1, \ldots, n_z; k, k' = 1, \ldots, n_z}$ are pairwise distinct. For the purposes of finding a lower bound on the bond dimension, we will now suppose the following ‘strongly generic’ condition. For $m_z \subseteq \{1, \ldots, n_z\}$ and $m_Z \subseteq \{1, \ldots, n_Z\}$ define the products
\[
R(m_z, m_Z) = \prod_{j \in m_z} z_j \prod_{k \in m_Z} Z_k^{-1}.
\]
The ‘strongly generic’ condition is that $|R(m_z, m_Z)| = |R(m_z', m_Z')|$ if and only if $m_z$ and $m_z'$ (similarly, $m_Z$ and $m_Z'$) differ only by replacing the index of any zero by the index of its complex-conjugate.\textsuperscript{21} This is a natural condition given the form of $f(z)$, and moreover implies the usual generic case assumed above.

9.3 Lower bound on the bond dimension

We will now consider the number of different $r_M$ that appear in Theorem 4.2, and use this to find a lower bound on the bond dimension. For ease of notation, we analyse the case $n_P = n_z + n_Z$,

\textsuperscript{20}In some literature this is called a pure MPS [66], and injective has a slightly different definition [61, 73].

\textsuperscript{21}Recall that since $f(z)$ has real coefficients, zeros are either real or come in complex-conjugate pairs.
where, for \( n_P \) even, we can find a lower bound that coincides with the upper bound in [43]. The general lower bound then follows easily. We remark that the \( N_\alpha \) that appears in Theorem 4.2 has a natural explanation for this value of \( n_P \). Recall that for \( N \geq N_\alpha \) the given formula for the correlator applies, where \( N_\alpha = \max\{|\alpha|,1\} \) (for \( N < N_\alpha \) we can take a limit to evaluate the correlator). This is exactly the number of sites that the local endpoint operator of \( O_\alpha \) occupies—in particular, this is the value of \( N \) for which the product of \( E_X \) at each endpoint is fixed, and as \( N \) increases we simply increase the number of \( E_\ell \) or \( E_Z \) that appear in between the endpoints.

**Corollary 9.3.** Suppose that \( f(z) \) satisfies the strongly generic condition given in Remark 9.2. Then

\[
2^{n_z+n_Z} \leq \chi^2.
\]

In [43], the upper bound \( \chi^2 \leq 2^{\text{range}(H)/2} \) is derived, where \( \text{range}(H) \) is defined in Remark 5.5. If \( n_P = n_z + n_Z \), then \( \text{range}(H) = n_z + n_Z \). Hence, when \( n_P = n_z + n_Z \) is even (implying also that \( \omega \) is even), combining the two inequalities gives us that \( 2^{n_z+n_Z} = \chi^2 \). When \( n_P = n_z + n_Z \) is odd, and for other values of \( n_P \), \( 2\text{[range}(H)/2] \geq n_z + n_Z \). Hence, these two inequalities do not fix the optimal value of \( \chi \) in these cases, although we conjecture that the upper bound is optimal;\(^{22}\) i.e., \( \log_2(\chi) = \lceil \text{range}(H)/2 \rceil \).

### 9.3.1 Proof of Corollary 9.3

Let us fix \( n_P = n_z + n_Z \), Theorem 4.2 gives non-zero correlators for \(-n_z \leq \alpha \leq n_z\). Note that there are \( 2^{n_z+n_Z} \) subsets of \( S = \{z_1, \ldots, z_{n_z}, Z_1^{-1}, \ldots, Z_{n_Z}^{-1}\} \). Given any subset, one can take the product of the elements contained within it. Clearly all \( r_M \) appearing in Theorem 4.2 are of this form. Moreover, we show in Appendix F.1 that for any such product, there is a set \( M \) that appears in \( \langle O_\alpha(1)O_\alpha(N+1) \rangle = \sum_M C_M r_M^N \) for \( -n_z \leq \alpha \leq n_z \) such that \( r_M \) gives this product. The constants \( C_M \) are non-zero, so we can identify \( r_M \) as eigenvalues \( \mu_k \) of \( E_\ell \) or \( \tilde{\mu}_k \) of \( E_Z \). The local (non-local) correlation functions are those with \( \alpha \) odd (even). Note that in Theorem 4.2, for a fixed \( \alpha \) the products \( r_M \) that appear always correspond to either an even-size or an odd-size subset of \( S \). If \( \omega \) is odd, then the local order parameter contains only even-size subsets, since there must be an \( M \) such that \( r_M = 1 \). If \( \omega \) is even, then the non-local string order parameter contains only even-size subset for the same reason. Moreover, if we shift \( \alpha \), we alternate between correlators containing only even- and only odd-size subsets. Suppose \( \omega \) is odd, then products of terms in all of the even-size subsets of \( S \) (and only these products) appear as \( r_M \) in correlations of local operators. Using the strongly generic condition, this gives us \( 2^{n_z+n_Z-1} \) different \( \mu_k \). Moreover, products of terms in all of the odd-size subsets of \( S \) (and only these products) appear as \( r_M \) in correlations of non-local operators. This gives us \( 2^{n_z+n_Z-1} \) different \( \tilde{\mu}_k \). Since each \( \tilde{\mu}_k \) is a product of an odd-size subset in \( S \), by the strongly generic condition, it cannot have the same absolute value as any \( \mu_j \) that appears in a local correlator. This means that there must be additional eigenvalues of \( E_\ell \) that correspond to each of these \( \tilde{\mu}_k \). If \( \omega \) is even the same argument goes through exchanging odd-size and even-size. Hence, we can conclude that there are at least \( 2^{n_z+n_Z} \) different eigenvalues of \( E_\ell \), i.e., \( 2^{n_z+n_Z} \leq \chi^2 \). Moreover, for \( n_P = n_z + n_Z + k \), we simply shift the labels of the \( O_\alpha \) by \( \alpha \rightarrow \alpha - k \) in each formula. This means that \( 2^{n_z+n_Z} \leq \chi^2 \) holds in general.

---

\(^{22}\)More precisely, we make this conjecture given the generic condition used throughout the paper: i.e., that \( \{z_1, z_2^{-1}, Z_1^{-1}, Z_2^{-1}\} \) are pairwise distinct. If this does not hold then there are counter examples. For example, \( f(z) = z^{-2}(z-2)^2(z-1/2)^2 \) has a product state ground state with bond dimension \( \chi = 1 \), while \( \text{range}(H) = 2 \).
9.4 Spectrum of the transfer matrix

In the proof of Corollary 9.3, we identify eigenvalues of the transfer matrix, $E$, up to complex phase factors, in order to find a lower bound on the bond dimension. In the case that we have $n_P = n_z + n_Z$ is an even integer, and using the upper bound on the bond dimension from [43], we can go further and find the spectrum of the transfer matrix. This is summarised as follows:

**Corollary 9.4.** Consider a model of the form given in (2.5), with $\sigma = \pm 1$, that satisfies the strongly generic condition given in Remark 9.2 and has $n_P = n_z + n_Z = 2n$ for some $n \in \mathbb{Z}$. We define $S = \{z_1, \ldots, z_{n_z}, Z_1^{-1}, \ldots, Z_{n_Z}^{-1}\}$. Then the MPS is injective and the $2^{n_z+n_Z}$ eigenvalues of the transfer matrix are labelled by subsets $s \subseteq S$ and are given by

$$\mu(s) = (-\sigma)^{|s|} \prod_{\tau_j \in s} \tau_j.$$  \hfill (9.5)

In Remark 9.7, we show that subject to the strongly generic condition, and with $n_P = n_z + n_Z + k = 2n$, then the non-zero eigenvalues are given by (9.5), and all further eigenvalues of the transfer matrix are zero. Note that if $n_P$ is even, then so is $\omega$. We do not give results for the spectrum of the transfer matrix in cases where $\omega$ is odd.

**Remark 9.5.** Let us define $e^{i\theta} = -\sigma$ and

$$\varepsilon_j = \begin{cases} -\log z_j, & 1 \leq j \leq n_z, \\ -\log Z_{j-n_z}^{-1}, & n_z + 1 \leq j \leq n_z + n_Z, \end{cases}$$

where $\varepsilon_j \in \mathbb{C}$ in general. Then given the assumptions in Corollary 9.4, we have that the eigenvalues of the transfer matrix are given by

$$\mu_{n_1, \ldots, n_{n_z+n_Z}} = e^{-\sum_j n_j (\varepsilon_j + i\theta)}.$$  \hfill (9.6)

We can view these eigenvalues as coming from an free-fermion effective Hamiltonian (in general non-hermitian)

$$H_{\text{eff}} = \sum_{j=1}^{n_z+n_Z} (\varepsilon_j + i\theta) a_j^\dagger a_j$$

for some fermionic modes $a_j$. Then the spectrum of $E_{\text{I}}$ coincides with the spectrum of $e^{-H_{\text{eff}}}$. It would be interesting to determine whether there exist choices of $a_j$ such that $E_{\text{I}}$ is equal to $e^{-H_{\text{eff}}}$ and, if so, whether the form of the $a_j$ can be determined straightforwardly from properties of the function $f(z)$. Such a free-fermion form of $H_{\text{eff}}$ in the XY model is analysed analytically for the case of $a, b \in \mathbb{R}$ in [69]. The zeros are restricted to be real so that the quantum to classical mapping can be used [82]. For the case of complex zeros, the eigenvalues of the transfer matrix were studied numerically in [95], but no formula for $H_{\text{eff}}$ is given.

**Remark 9.6.** As shown in the proof of Corollary 9.4, the phase factor $e^{i\theta} = \pm 1$ is the phase difference between $E_{\text{I}}$ and $E_{\text{Z}}$. In particular, whereas the dominant eigenvalue of $E_{\text{I}}$ is always 1 (by normalisation), the dominant eigenvalue of $E_{\text{Z}}$ is $e^{i\theta}$. This is a $\mathbb{Z}_2$ invariant of the gapped phase of matter [44]. Its value is independent of the topological invariant $\omega$; indeed, even when $\omega = 0$, one can have $\theta = 0$ or $\theta = \pi$. These are known as two distinct *symmetry-protected*
trivial (SPt) phases of matter [30]: whilst they are not accompanied by protected edge modes or degeneracies in the entanglement spectrum, they are nevertheless separated by a quantum phase transition.

Physically, the SPt phases associated to \( \theta = 0 \) or \( \theta = \pi \) are distinguished by noting whether or not the string order parameter with long-range order oscillates, i.e., \( \langle \omega_1(1)\omega_k(N+1) \rangle = \text{constant} \times e^{i\theta N}(1 + o(1)) \). Hence, one can interpret \( \theta \) as the momentum of the string order parameter. Intuitively, the reason this is quantized (i.e., that it has to take on a discrete value \( \theta \in \{0, \pi\} \)) is due to the string order parameter being related to a \( \mathbb{Z}_2 \) symmetry, implying that \( e^{2\theta} = 1 \). As discussed in Remark 9.1, this can be made precise in the MPS framework by noting that \( E_{Z^2} = E_\emptyset \).

**Remark 9.7.** As derived in Remark 5.7, all models with \( n_P = n_z + n_Z - k \) for \( k > 0 \) are limiting cases of models with \( n_P = n'_z + n_Z, \) where \( n'_z = n_z + k \) and we have \( k \) additional zeros \( \varepsilon x_j \) with \( x_j \) pairwise distinct. Suppose also that the zeros of these models (including our chosen \( x_j \)) satisfy the strongly generic condition, and moreover that \( n_P \) (and therefore \( \omega \)) is even along this path. Then all models with \( \varepsilon > 0 \) have a transfer matrix that can be analysed using Corollary 9.4; this means that the MPS is injective and that we can identify the spectrum of the transfer matrix as \( 2^{n_z + n_Z + k} \) eigenvalues that are products of the zeros and inverse zeros. In the limit \( \varepsilon = 0 \), the limiting MPS is the ground state of a model with \( n_P = n_z + n_Z - k \). The corresponding limiting transfer matrix has \( 2^{n_z + n_Z} \) known non-zero eigenvalues, and has \( 2^{n_z + n_Z + k} - 2^{n_z + n_Z} \) zero eigenvalues (arising from products of the form \( (9.5) \) for sets that contained any \( \varepsilon x_j \)). Note that a priori this limiting MPS need not be in canonical form; bringing it to canonical form can potentially reduce the bond dimension, thereby removing zero eigenvalues of the transfer matrix.\(^{24}\) An analogous argument can be made for \( f(1/z) \) and \( f(z) \) differ by an on-site change of basis and so have the same transfer matrix.

### 9.4.1 Proof of Corollary 9.4

The proof essentially follows from the proof of Corollary 9.3. In particular, given our assumptions we have that \( \omega \) is even and so, as explained above, we have \( 2^{n_z + n_Z - 1} \) distinct eigenvalues of \( E_1 \) labelled by odd-size subsets \( s \subseteq S \):

\[
\mu(s) = \sigma (-1)^{n_P+1} \prod_{\tau_j \in s} \tau_j = -\sigma \prod_{\tau_j \in s} \tau_j.
\]

(Recall that if \( \sigma = -1 \) in (2.5), we have an additional factor of \( (-1)^N \) in all correlators given in Theorem 4.2.) Furthermore, we also have \( 2^{n_z + n_Z - 1} \) distinct eigenvalues of \( E_Z \), labelled by the even-size subsets

\[
\tilde{\mu}(s) = -\sigma \prod_{\tau_j \in s} \tau_j.
\]

Moreover, by the strongly generic condition, \( |\tilde{\mu}(s)| \neq |\mu(s')| \) for any \( s, s' \). Now, the upper bound on the bond dimension means that we have identified all eigenvalues of \( E_1 \) up to phase factors, and since all \( |\tau_j| < 1 \) we have a unique largest eigenvalue: this is \( \hat{\mu}(s) = -\sigma \), where \( s \) is the empty set. Hence, the MPS is injective. As discussed in Remark 9.1, having an injective MPS implies that the spectrum of \( E_Z \) is either the same as the spectrum of \( E_\emptyset \) or the same as the spectrum of \( -E_\emptyset \). We can then conclude that \( \pm \tilde{\mu}(s) \) is an eigenvalue of \( E_1 \) for all \( s \) (where the sign does not depend on \( s \)). We can identify this sign since we know that \( \mu = 1 \) is an eigenvalue.

\(^{24}\)However, our conjecture for generic models implies that the limiting MPS does have optimal bond dimension—see the discussion below Corollary 9.3.
of \(E_1\). Hence, if \(\sigma = -1\), we have that \(\tilde{\mu}(s)\) is an eigenvalue of \(E_1\) for all \(s\), while if \(\sigma = 1\), then \(-\tilde{\mu}(s)\) is an eigenvalue of \(E_1\) for all \(s\). We have hence identified \(2^{n_x+n_Z}\) eigenvalues of \(E_1\), and by the upper bound on the bond dimension this means we have the full spectrum.

9.5 Diagonalising the transfer matrix for \(f(z) = z^{-2}(z - a)^2(z - b)^2\)

We now explore how our results can allow us to constrain the eigenvectors of the transfer matrix as well as the eigenvalues. Let us consider \(f(z) = z^{-2}(z - a)^2(z - b)^2\) with \(a < 1\) and \(b > 1\). The correlators are non-zero for \(-1 \leq \alpha \leq 1\). The values of these correlators are given in Example 4.1 (after shifting the index appropriately). Let \(P_1 = |r_1\rangle \langle l_1|\), then, given the upper bound \(\chi^2 = 4\), in Appendix F.2 we prove the following:

\[
E_1 = P_1 - a \left( \frac{(b - a)}{(1 - b^{-2})(1 - ab)} E_Y P_1 E_Y \right) - \frac{1}{b} \left( \frac{(a - b)}{(1 - a^2)(1 - ab)} E_X P_1 E_X \right) \\
+ \frac{a}{b} \left( \frac{(a - b)^2}{(1 - a^2)(1 - b^{-2})(1 - ab)^2} E_Z P_1 E_Z \right),
\]

(9.7)

where

\[
\tilde{Z} = Z - \frac{(a^2 - 1)b^2 - ab + 1}{b(a - b)}.
\]

The eigenvalues are \(\{1, -a, -1/b, a/b\}\) and the bracketed expressions are the relevant \(P_j = |r_j\rangle \langle l_j|\). This is given graphically in Figure 3. Note that we did not need the MPS tensor to derive this result, although it is needed to evaluate this formula. We can furthermore use the formula to identify that, say, \(|r_2\rangle \propto E_Y |r_1\rangle\). Given this formula for \(E_1\), further calculations are required to determine whether we can find expressions for fermionic modes \(a_j\) in (9.6) such that \(E_1 = e^{-H_{\text{eff}}}\).

One can straightforwardly generalise the analysis of Appendix F.2 to derive results about the eigenvectors of \(E_1\) in cases where \(f(z)\) has more zeros. However, this will not immediately lead to a diagonal form as in (9.7). In that example, operators such as \(E_Y P_1 E_Y\) corresponded to a unique eigenvalue, while in the general case such operators can correspond to multiple eigenvalues (i.e., we have a sum over more than one set of zeros in the expressions given in Theorem 4.2).
10 Recovering generic models via a limiting procedure

The results in this paper are for the special subclass of BDI and AIII models where all non-zero zeros of $f(z)$ have an even multiplicity. This subclass admits closed results for correlation functions and an exact matrix product state representation of the ground state. In this section, we show how a generic BDI or AIII model can be obtained as a limit\(^{25}\) of such special models. This shows that any ground state in these subclasses can be obtained as a limit of matrix product states. Moreover, such a sequence can be used to derive results about generic models by using results derived in the present work.

We note that sequences approximating certain Toeplitz symbols (see Section 3) by rational functions are discussed in [35]. The methods of expansion are different in general, although coincide for the case of the quantum Ising model. Moreover, our approach focuses on a sequence of Hamiltonians with MPS ground states, from which one can then derive a sequence of Toeplitz symbols.

10.1 A sequence of models

A general gapped BDI or AIII model corresponds, up to normalisation, to a Laurent polynomial of the form

$$f(z) = \sigma z^{-N_P} \prod_{j=1}^{N_s} (z - z_j) \prod_{k=1}^{N_Z} (z - Z_k).$$

(10.1)

We have $|z_j| < 1$, $|Z_k| > 1$, and $\sigma \in \{\pm 1\}$ for the BDI class [44], while for AIII, $\sigma = e^{i\theta}$. For a generic model in this class, we have that all zeros have multiplicity one, and moreover that no zeros coincide with inverse zeros (or inverse conjugate zeros in AIII). We now construct a sequence $f_m(z)$ ($m = 1, 2, \ldots$) of models of the form (2.5) such that in an open region of the complex plane containing the unit circle, we have $\lim_{m \to \infty} f_m(z) = f(z)$. As discussed in Section 2, the reason that the unit circle is special is because it stores all physical information. To construct the sequence, we first rewrite

$$f(z) = \sigma \left( \prod_{k=1}^{N_Z} (-Z_k) \right) \frac{1}{z^{N_P-N_s}} g(z)^2$$

with

$$g(z) = \prod_{j=1}^{N_s} \sqrt{1 - \frac{z}{z_j}} \prod_{k=1}^{N_Z} \sqrt{1 - \frac{z}{Z_k}}.$$

By using the series expansion of the square roots, we obtain a well-defined series expansion for $g(z)$ for $\max_j \{|z_j|\} < |z| < \min_k \{|Z_k|\}$ (i.e., an annulus containing the unit circle). More precisely, if we define the partial sums

$$s_m(z) = \sum_{l=0}^{m} (-1)^l \left( \frac{1/2}{l} \right) z^l,$$

then $\sqrt{1 - z} = \lim_{m \to \infty} s_m(z)$ (where we take the principal branch of the square root). We can thus define a sequence

$$g_m(z) = \prod_{j=1}^{N_s} s_m(z_j/z) \prod_{k=1}^{N_Z} s_m(z/Z_k),$$

(10.2)

where $g_m(z)$ converges uniformly to $g(z)$ on the annulus given above. Hence, the functions $f_m(z) \propto z^{N_s-N_P} g_m(z)^2$ define a sequence of polynomials which all belong to the special subclass

\(^{25}\)While it will be a sequence $f_m(z)$ of finite-range models, the range increases linearly with $m$ (i.e., it increases without bound). Nevertheless, the limit $\lim_{m \to \infty} f_m(z)$ is finite-range.
of models studied in the present work, and where the limit of this sequence is a generic gapped BDI or AIII model.\footnote{One can analyse non-generic models in a similar way, for ease of presentation we focus on the generic case. For example, if \( f(z) = (z - z_1)(z - z_2)^2 \), we could take the sequence \( g_m(z) = s_m(z_1/z)(z - z_2) \).} We explain below that every truncated model has the same winding number as the limiting \( f(z) \).

This path can then be used to extend certain results of the present work to the more general case. We illustrate this now for the order parameter in the BDI class.

### 10.2 Order parameter

In a previous work \[44\], for a general \( f(z) \) of the form (10.1), we derived the following value of the order parameter in class BDI:

\[
\lim_{N \to \infty} |\langle O_\omega(1)O_\omega(N + 1) \rangle| = \left( \prod_{j_1,j_2=1}^{N_z} (1 - z_{j_1}z_{j_2}) \prod_{k_1,k_2=1}^{N_z} \left(1 - \frac{1}{Z_{k_1}Z_{k_2}}\right) \right)^{1/4} \prod_{j=1}^{N_z} \prod_{k=1}^{N_z} \left(1 - \frac{z_j}{Z_k}\right)^2 .
\]

(10.3)

This result is proved using Szegö’s theorem \[83\]. To illustrate the usefulness of approximating a generic \( f(z) \) by a sequence of models with degenerate roots, as in (10.2), here we demonstrate how this expression (10.3) is naturally obtained by taking a limit of the formula (4.6) which is derived in this work using Day’s formula (see Theorem 3.1).

For any \( m \), since \( s_m(z) \) is a polynomial with \( s_m(0) = 1 \), we know there exists a set of complex numbers \( \lambda^{(m)}_l \) \( l=1,\ldots,m \) such that we can write

\[
s_m(z) = \prod_{l=1}^m (1 - \lambda^{(m)}_lz) .
\]

Moreover, since \( s_m(z) \) is real-valued on the real-line, the \( \lambda^{(m)}_l \) are real or come in complex-conjugate pairs. One can also show\footnote{It is straightforward to see that \( |1 - s_m(z)| < 1 \) for \( z = e^{ik} \), and the result follows using Rouche’s theorem \[31\].} that \( |\lambda^{(m)}_l| < 1 \) for all \( m \). This means that the winding number of \( g_m(z) \) is zero, and so, for all \( m \), \( f_m(z) \) has winding number \( N_z - N_P \).

We thus have

\[
\sqrt{1 - z} = \lim_{m \to \infty} \prod_{l=1}^m (1 - \lambda^{(m)}_lz), \quad |z| < 1.
\]

(10.4)

By taking the square root of both sides of (10.4), we obtain the useful identity

\[
(1 - z)^{1/4} = \lim_{m \to \infty} \prod_{l_1,l_2=1}^m (1 - \lambda^{(m)}_{l_1}\lambda^{(m)}_{l_2}z),
\]

(10.5)

we prove this in Appendix G.

Using the above factorisation of \( s_m(z) \), we have that

\[
g_m(z) = \prod_{j=1}^{N_z} \prod_{l=1}^m \left(1 - \frac{\lambda_lz_j}{z}\right) \times \prod_{k=1}^{N_z} \prod_{p=1}^m \left(1 - \frac{\lambda_pz}{Z_k}\right) .
\]

There are \( n_z = N_zm \) roots inside the unit circle given by \( \lambda_lz_j \) and \( n_Z = N_Zm \) roots outside given by \( Z_k/\lambda_p \).
Using the result (4.6) derived in this work, the order parameter for a given $m$ is

$$\lim_{N \to \infty} |\langle O_\omega(1)O_\omega(N+1) \rangle| = \frac{\prod_{j_1,j_2=1}^{N_z} \prod_{l_1,l_2=1}^{m} (1 - \lambda_1 \lambda_2 z_{j_1} z_{j_2}) \prod_{k_1,k_2=1}^{N_Z} \prod_{l_1,l_2=1}^{m} (1 - \frac{\lambda_1 \lambda_2}{Z_{k_1} Z_{k_2}})^2}{\prod_{j=1}^{N_z} \prod_{k=1}^{N_Z} \prod_{l_1,l_2=1}^{m} (1 - \frac{z_j}{Z_k})^2}.$$  

Note that, as discussed in Remark 5.11, this formula applies even in the non-generic case. Using (10.5) to take the limit, we obtain

$$\lim_{m \to \infty} \lim_{N \to \infty} |\langle O_\omega(1)O_\omega(N+1) \rangle| = \frac{\prod_{j_1,j_2=1}^{N_z} \prod_{k_1,k_2=1}^{N_Z} \prod_{l_1,l_2=1}^{m} (1 - \lambda_1 \lambda_2 z_{j_1} z_{j_2}) \prod_{k_1,k_2=1}^{N_Z} \prod_{l_1,l_2=1}^{m} (1 - \frac{\lambda_1 \lambda_2}{Z_{k_1} Z_{k_2}})^2}{\prod_{j=1}^{N_z} \prod_{k=1}^{N_Z} \prod_{l_1,l_2=1}^{m} (1 - \frac{z_j}{Z_k})^2}.$$  

We see that this coincides with the known formula (10.3). For this to be a rigorous independent derivation of this formula, one should also prove that the two limits on the left-hand side of (10.6) commute. This would require bounding the subleading terms which are also given by Theorem 4.2, but we will not pursue this further here.

11 Outlook

In this paper we have analysed correlations in a subclass of BDI and a subclass of AIII Hamiltonians. We derived exact formulae for string correlations and for the characteristic polynomial of the correlation matrix in both classes. This allowed us to deduce the existence of an MPS representation, and to give a lower bound on its bond dimension for BDI models. Moreover, for class BDI we showed how our results constrained properties of the transfer matrix, even leading to the full spectrum in certain cases. We furthermore saw how generic models can be recovered as a limit of the models studied in this work. We expect that the analysis of the transfer matrix in class BDI could be straightforwardly generalised to class AIII using the results of Section 6.

There are a number of outstanding questions that emerge from our discussion:

- In Section 9, we saw that the spectrum of the transfer matrix has a free-fermion form, suggesting that there could exist a free-fermion Hamiltonian $H_{\text{eff}}$ (in general, non-hermitian) such that $E_{\tilde{l}} = e^{-H_{\text{eff}}}$. This is a natural question, with connections to quantum-classical mappings and imaginary time evolution under our class of Hamiltonians [37, 95]. Relatedly, in Section 9.5, we showed how our results can be used to diagonalise the transfer matrix in a simple case. It would be interesting to see to what extent a similar analysis can be applied to other cases in these classes of models.

- Our methods, based on Toeplitz determinant theory, allowed us to deduce the existence of an MPS representation of the ground state in both the BDI and AIII classes, but did not give an upper bound on its bond dimension. Based on the analysis in [43], in the BDI class we have an upper bound of $\chi^2 \leq 2^{\text{range}(H)/2}$. It would be of interest to derive this using the methods of this paper, in particular to see how this arises through Gorodetsky’s formula.

- In Examples 5.3 and 5.4, we gave exact formulae for the correlation eigenvalues $\{\nu_j\}$, both for finite subsystem size $N$, and for $N \to \infty$. It would be interesting to determine
analogous formulae for more general examples in our subclass of models, and to see if there is any simple relationship between zeros of $f(z)$ and these eigenvalues, as is the case with the transfer matrix eigenvalues. Moreover, our results based on Gorodetsky’s formula must agree for $N \to \infty$ with (limiting cases of) the results of Its, Mezzadri and Mo [41]. It would be interesting to clarify the relationship between the two.

- A further problem is to rigorously prove the degeneracy of the correlation eigenvalues, argued physically in Remark 5.9, from the point of view of (block) Toeplitz determinants.

- In Section 10, we showed how general models with $f(z)$ of the form (10.1) in the BDI or AIII class can be approximated by a sequence of the models considered in this work. We already saw how this gave a new interpretation to the formula for the order parameter obtained in [44]. This could potentially be used to appropriately generalise results derived in this work to more general Hamiltonians.

- Finally, it is natural to look for other classes of models where we can find subclasses of models that admit exact closed formulae for correlations. One extension would be to study free-fermion models in other symmetry classes, identifying subclasses where the correlations simplify. The results of [51, 77] imply that rational symbols for the correlation matrix are a necessary condition for exact Gaussian MPS ground states (or in more than one-dimension, projected entangled pair states (PEPS) [16, 51]) in free-fermion models. It would be of interest to see whether any of the Toeplitz determinant methods used in this work would be applicable to such models.

A  The corresponding spin chain

Define the Jordan–Wigner transformation by

\[ Z_n = i\tilde{\gamma}_n \tilde{\gamma}_n, \quad X_n = \prod_{m=1}^{n-1} (i\tilde{\gamma}_m \gamma_m) \gamma_n, \quad Y_n = \prod_{m=1}^{n-1} (i\tilde{\gamma}_m \gamma_m) \tilde{\gamma}_n. \]

Then, the Hamiltonian (2.1) becomes

\[ H = \sum_{n \in \text{sites}} \left( \frac{t_0}{2} Z_n - \sum_{\alpha > 0} \frac{t_\alpha}{2} X_n \left( \prod_{m=n+1}^{n+\alpha-1} Z_m \right) X_{n+\alpha} - \sum_{\alpha < 0} \frac{t_\alpha}{2} Y_n \left( \prod_{m=n+1}^{n+|\alpha|-1} Z_m \right) Y_{n+|\alpha|} \right). \]

The string operators $O_\alpha$ are local for $\alpha$ odd and non-local for $\alpha$ even. For example,

\[ O_3(n) = X_n Y_{n+1} X_{n+2}, \quad O_2(n) = \left( \prod_{j < n} Z_j \right) Y_n X_{n+1}, \]

\[ O_1(n) = X_n, \quad O_0(n) = \prod_{j < n} Z_j, \]

\[ O_{-1}(n) = Y_n \quad O_{-2}(n) = \left( \prod_{j < n} Z_j \right) X_n Y_{n+1}, \]

and results for their (bulk) correlations carry over. Entanglement properties derived from the correlation matrix also apply to the spin chain. One difference is that phases with odd winding number spontaneously break the symmetry $\prod_j Z_j$. There is no symmetry breaking for the fermionic chain.

\[ \text{[28] This duality is not quite exact due to the implicit periodic boundary conditions on the spin chain; we will ignore this here since we focus on bulk properties, see [82].} \]
B Fermionic two-point correlators

In this section we calculate the Fourier coefficients of

\[ \tilde{\ell}(z) = \frac{1}{z^{n_z+n_Z}} \prod_{j=1}^{n_z} (z - z_j) \prod_{k=1}^{n_Z} (z - Z_k) \prod_{j=1}^{n_z} (1/z - \bar{z}_j) \prod_{k=1}^{n_Z} (1/z - \bar{Z}_k). \]

The Fourier coefficient \( \tilde{\ell}_n \) gives the fermionic two-point correlators in the relevant subclass of both the BDI and AIII classes. For BDI, noting that zeros come in complex-conjugate pairs, \( \tilde{\ell}_n \) gives

\[ \langle -i \tilde{\gamma}_m \gamma_{m+n-k} \rangle \quad \text{for} \quad \frac{f(z)}{f(1/z)} = z^k \tilde{\ell}(z). \]

This includes all \( f(z) \) in the class considered in the main text. For AIII, \( \tilde{\ell}_n \) gives

\[ -2 \langle c^\dagger_{A,m} c_{B,m-n-k} \rangle \quad \text{for} \quad \frac{f(z)}{f(1/z)} = z^k \tilde{\ell}(z). \]

Furthermore, these Fourier coefficients are the matrix elements of the Toeplitz determinants that we use to calculate string correlators. These determinants have symbol \( \tilde{\ell}(z) = z^k \tilde{\ell}(z) \) for some appropriate \( k \), and we can find the Fourier coefficients using the formulae below along with \( \tilde{\ell}_n = \tilde{\ell}_{n-k} \).

We have

\[ \tilde{\ell}_n = \frac{1}{2\pi i} \prod_{j=1}^{n_z} (z - z_j) \prod_{k=1}^{n_Z} (z - Z_k) \int_{\Gamma} \frac{\prod_{j=1}^{n_z} (z - z_j) \prod_{k=1}^{n_Z} (z - Z_k)}{\prod_{j=1}^{n_z} (z - \bar{z}_j) \prod_{k=1}^{n_Z} (z - \bar{Z}_k)} z^{-n-1} dz, \]

with the integrand in a standard form with simple poles at \( z = z_j^{-1}, Z_k^{-1} \) and, for \( n = 0 \), at \( z = 0 \). We evaluate by deforming the contour: for \( n > 0 \) we deform the contour out to infinity, and pick up the negative residues at each of the poles \( \{ \bar{z}_j^{-1} \} \). For \( n < 0 \) we deform the contour to \( z = 0 \) and sum over residues at the poles \( \{ Z_k^{-1} \} \). For \( n = 0 \) we deform the contour to \( z = 0 \) and sum over the residues at \( \{ Z_k^{-1} \} \) and \( z = 0 \). This gives

\[ \tilde{\ell}_n = -\sum_{k=1}^{n_z} \prod_{j=1}^{n_z} (1 - z_j z_k) \prod_{k=1}^{n_Z} (1 - Z_j z_k) \bar{z}_k^{-1}, \quad n > 0, \]

\[ \tilde{\ell}_n = \sum_{k=1}^{n_Z} \prod_{j=1}^{n_z} (1 - z_j Z_k) \prod_{j=1}^{n_Z} (1 - Z_j Z_k) \bar{Z}_k^{-1}, \quad n < 0, \]

and for \( n = 0 \),

\[ \tilde{\ell}_0 = \sum_{k=1}^{n_Z} \prod_{j=1}^{n_z} (1 - z_j Z_k) \prod_{j=1}^{n_Z} (1 - Z_j Z_k) \bar{Z}_k^{-1} + \prod_{j=1}^{n_z} \prod_{k=1}^{n_Z} (-Z_k). \]

If \( n_z = 0 \) we have \( \tilde{\ell}_0 = \prod_{k=1}^{n_Z} (-\bar{Z}_k^{-1}) \), one can see this directly by changing variables \( z \to 1/z \) before doing the contour integral. In class BDI we can remove all complex-conjugates from the above equations since the zeros appear in complex-conjugate pairs.
C Comparison of asymptotics of string correlators

In Remark 4.7, we refer to the analysis of the asymptotics of the correlators found in [44]. In the notation of that paper, we have

\[ l(z) = m(z)^{-1} = \frac{\prod_{j=1}^{n_z}(1 - z z_j) \prod_{j=1}^{n_5}(1 - z_j / z)}{\prod_{k=1}^{n_5}(1 - z Z_k^{-1}) \prod_{k=1}^{n_5}(1 - Z_k^{-1} / z)}. \]

For the calculation, we need the Fourier coefficients \( l_N \) and \( m_N \) for large \( N \). As in Appendix B, we can deform the contour and pick up residues from poles outside the unit circle. Then the asymptotics are dominated by the pole(s) nearest to the unit circle. For \( l_N \), this is \( Z_1 \) (and any other \( Z_k \) of the same size) and for \( m_N \) this is \( z_1^{-1} \) (and any other \( z_j^{-1} \) of the same size). This gives us the asymptotics needed in Remark 4.7.

Example C.1. Let \( f(z) = (z - a)^2(z - b)^2(z - c)^2 \), with \( |a| < 1 \), \( |b| < 1 \) and \( |c| > 1 \). We will evaluate the correlator \( \langle \mathcal{O}_5(1)\mathcal{O}_5(N + 1) \rangle \) using the methods of [44] and compare to the result of Theorem 4.2.

Firstly, using Theorem 4.2, we have \( \omega = 4 \), \( n_z = 2 \), \( n_5 = 1 \), \( n_P = 0 \) and we hence use Case 2. Then \( |M| = 0 \) and so we have one set \( M \) such that \( r_M = 1/c \). Evaluating \( C_M \) gives

\[ \langle \mathcal{O}_5(1)\mathcal{O}_5(N + 1) \rangle = (-1)^N c^{-N} \prod_{x \in \{a,b,c\}} (x^{-1} - a) (x^{-1} - b) \frac{1}{c - a} \frac{1}{c - b} a^2 b^2 c^4. \]

Now, using a result from [35] as in [44], we have that

\[ \langle \mathcal{O}_5(1)\mathcal{O}_5(N + 1) \rangle = (-1)^N \left( \frac{(1-a^2)(1-b^2)(1-ab)(1-1/c^2)}{(1-a/c)^2(1-b/c)^2} \right) l_N(1 + o(1)), \quad (C.1) \]

where

\[ l_N = c^{-N} \frac{(1-ac)(1-bc)(1-a/c)(1-b/c)}{(1-1/c^2)} \]

by the residue theorem. On simplifying the constant, we see that the two approaches agree (and moreover that the \( o(1) \) term in \( (C.1) \) must be exactly zero).

D Details for Section 5

Here we give details of the Smith canonical form needed to derive the results given in Examples 5.3 and 5.4. The results below and the formulae given in the examples follow from details in the main text, where we simplified the relevant expressions using MATHEMATICA [93].

D.1 Example 5.3

Recall that \( f(z) = \frac{1}{z^2}(z - b)^2 \) with \( |b| < 1 \). Hence, we are interested in the matrix polynomial

\[ a(z) = \begin{pmatrix} -i\lambda b(z - b)(z - 1/b) & (z - b)^2 \\ -b^2(z - 1/b)^2 & -i\lambda b(z - b)(z - 1/b) \end{pmatrix}. \]

Then

\[ y(z, \lambda)a(z)w(z, \lambda) = \begin{pmatrix} 1 & 0 \\ 0 & (z - b)^2(z - 1/b)^2 \end{pmatrix}, \]
where we define
\[ y(z, \lambda) = \begin{pmatrix} \frac{ib(b^2 - bz(\lambda^2 - 1) + \lambda^2 - 2)}{\lambda(bz - 1)(b\lambda^2(b - z) + bz - 1)} & \frac{(b^2 - 1)\lambda}{b^2 - 1} \\ \frac{1}{(b^2 - 1)^3} & \frac{-i(b - z)(\lambda^2(bz - 1)^2 + b(b - z)(b(b + z) - 2))}{b^2(b^2 - 1)^2\lambda^2(\lambda^2 - 1)} \end{pmatrix} \]

and
\[ w(z, \lambda) = \begin{pmatrix} - \frac{1}{(b^2 - 1)^3}\lambda & - \frac{i(b - z)(\lambda^2(bz - 1)^2 + b(b - z)(b(b + z) - 2))}{b^2(b^2 - 1)^2\lambda^2(\lambda^2 - 1)} \\ -ib & -\frac{(b^2 - 1)^3 - b(b - z)(\lambda^2(bz - 1)^2 + b(b - z)(b(b + z) - 2))}{b^2\lambda(\lambda^2 - 1)(b^2 - 1)^2} \end{pmatrix} \]

### D.2 Example 5.4

Recall that \( f(z) = \frac{1}{z}(z - a)^2(z - b)^2. \) For the first case \(|a| < 1 \) and \(|b| < 1\), we are interested in the matrix polynomial
\[ a(z) = \begin{pmatrix} i\lambda(ab(z - a)(z - 1/a)(z - b)(z - 1/b) & (z - a)^2(z - b)^2 \\ -a^2b^2(z - 1/a)^2(z - 1/b)^2 & i\lambda(ab(z - a)(z - 1/a)(z - b)(z - 1/b)) \end{pmatrix}. \]

The matrix \( y(z, \lambda) \) is given by
\[
\begin{align*}
y_{11}(z, \lambda) &= -ba^2(b + z) + a^2 + ab(1 - bz) + b^2, \\
y_{12}(z, \lambda) &= i\lambda(a^2 - z(a + b) + ab + b^2 - 1), \\
y_{21}(z, \lambda) &= a(a^2 - 1)b(b^2 - 1)(a + b)(ab - 1)^2(a^2b^2 - a^2 - ab - b^2)(az - 1)(bz - 1) \\
&\quad \times (a^2b^2\lambda^2(a^2 + ab + b^2 - 1) - a^4b^2 - a^2b^4 - a^3b + a^2 - ab^5 + ab + b^2 - 1) \\
&\quad \times \left( (1 - \lambda^2)(a - z)^2(b - z)^2(a^2b^2 + a^2bz - a^2 + ab(bz - 1) - b^2)^2 \\
&\quad - (a^2 - 1)^2(b^2 - 1)^2(ab - 1)^2 \right), \\
y_{22}(z, \lambda) &= -ia(a^2 - 1)b(b^2 - 1)\lambda(a + b)(ab - 1)^2(a^2(b^2 - 1) - ab - b^2)(a - z)(b - z) \\
&\quad \times (a^2b^2\lambda^2(a^2 + ab + b^2 - 1) - a^4b^2 - a^2b^4 - a^3b + a^2 - ab^5 + ab + b^2 - 1) \\
&\quad \times \left( (a^2 - 1)^2(b^2 - 1)^2(ab - 1)^2 - (\lambda^2 - 1)(a - z)(az - 1)(bz - 1) \\
&\quad \times (a^2 - z(a + b) + ab + b^2 - 1)(a^2(b(b + z) - 1) + ab(bz - 1) - b^2)) \right). 
\end{align*}
\]

We also have
\[
\begin{align*}
w_{11}(z, \lambda) &= -\frac{i(a^2 - z(a + b) + ab + b^2 - 1)}{(a^2 - 1)^3(b^2 - 1)^3\lambda(ab - 1)^3} \left( b^2((\lambda^2 - 1)z(b - z) - 1) + 1 \\
&\quad + a^3(b - 2b^2 + z^2 + 2) + \lambda^2(b - z)(b(b + z) - 1) - z) \\
&\quad + a^2(b^2(-\lambda^2(z^2 + 1) + z^2 + 2) + b(\lambda^2 - 1)z(z^2 + 2) - \lambda^2z^2 + z^2 - 1) \\
&\quad + ab(b^2(-\lambda^2(z^2 + 1) + z^2 + 2) + b(\lambda^2 - 1)z(z^2 + 2) - \lambda^2z^2 + z^2 - 1)), \\
w_{12}(z, \lambda) &= -i(a - z)(b - z)(\lambda^2(az - 1)(bz - 1)(a^2 - z(a + b) + ab + b^2 - 1) \\
&\quad + (a - z)(b - z)(a^2(b(b + z) - 1) + ab(bz - 1) - b^2))/W, \\
w_{21}(z, \lambda) &= -\frac{ba^2(b + z) + a^2 + ab(1 - bz) + b^2}{(a^2 - 1)^2(b^2 - 1)^2(ab - 1)^2}, \\
w_{22}(z, \lambda) &= -(az - 1)(bz - 1)(a^2 - 1)(b^2 - 1)(ab - 1)\lambda/W, 
\end{align*}
\]
where $W$ is given by
\[
W = (a^3(a^2 - 1)^4b^3(b^2 - 1)^4\lambda(\lambda^2 - 1)(a + b)(ab - 1)^5(-a^2(b^2 - 1) + ab + b^2) \\
\times (a^2b^2\lambda^2(a^2 + ab + b^2 - 1) - b^24a^4 - a^2b^4 - a^3b + a^2 - ab^3 + ab + b^2 - 1)).
\]

The second case $|a| < 1$ and $|b| > 1$ is similar. Considering equations (8.1)–(8.3) The matrix polynomial is given by replacing $a(z)$ by $a(z)/b^2$ and thus one can use the same $y(z)$ as above. (In the Smith canonical form we should replace $w(z)$ by $w(z)/b^2$, but this does not affect our calculations.)

## E Details for Section 6

### E.1 String correlators

Here we derive the Toeplitz determinant form of string correlators in the AIII class. Define $s_n$ to be the $n$th Fourier coefficient of $s(z) = \sqrt{f(z)/f(1/z)}$; then using the definitions of $\tilde{O}_\alpha(n)$ given in (6.5), we have

\[
(-1)^N\langle \tilde{O}_\alpha(1)\tilde{O}_\alpha(N + 1) \rangle = \prod_{j=1}^{2N} (-i\gamma_j\gamma_{j+2})
\]

\[
= \det \begin{pmatrix}
\text{Re}(s_\alpha) & \text{Im}(s_\alpha) & \text{Re}(s_{\alpha-1}) & \ldots & \text{Re}(s_{\alpha-(N-1)}) & \text{Im}(s_{\alpha-(N-1)}) \\
\text{Im}(s_\alpha) & -\text{Re}(s_\alpha) & \text{Im}(s_{\alpha-1}) & \ldots & \text{Im}(s_{\alpha-(N-1)}) & -\text{Re}(s_{\alpha-(N-1)}) \\
\text{Re}(s_{\alpha+1}) & \text{Im}(s_{\alpha+1}) & \text{Re}(s_\alpha) & \ldots & \text{Re}(s_{\alpha-(N-2)}) & \text{Im}(s_{\alpha-(N-2)}) \\
\text{Im}(s_{\alpha+1}) & -\text{Re}(s_{\alpha+1}) & \text{Im}(s_\alpha) & \ldots & \text{Im}(s_{\alpha-(N-2)}) & -\text{Re}(s_{\alpha-(N-2)}) \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\text{Re}(s_{N-1}) & \text{Im}(s_{N-1}) & \text{Re}(s_{N-2}) & \ldots & \text{Re}(s_0) & \text{Im}(s_\alpha) \\
\text{Im}(s_{\alpha+N-1}) & -\text{Re}(s_{\alpha+N-1}) & \text{Im}(s_{\alpha+N-2}) & \ldots & \text{Im}(s_\alpha) & -\text{Re}(s_\alpha)
\end{pmatrix}
\]

This uses the following Majorana correlators:

\[
-i\langle \gamma_{2n-1}\gamma_{2m-1} \rangle = i\langle \gamma_{2n}\gamma_{2m} \rangle = \text{Re}(s_{m-n}), \\
-i\langle \gamma_{2n}\gamma_{2m-1} \rangle = -i\langle \gamma_{2n-1}\gamma_{2m} \rangle = \text{Im}(s_{m-n})
\]

that can be derived from (6.3) and, for $\alpha < 0$, we used translation invariance in the first equality. We see that (E.1) has a $(2 \times 2)$ block-Toeplitz form. To identify the symbol, we conjugate each block by the unitary matrix

\[
\frac{1}{2}\begin{pmatrix}
1 + i & -(1 - i) \\
1 + i & 1 - i
\end{pmatrix}
\]

Then we have that

\[
\langle \tilde{O}_\alpha(1)\tilde{O}_\alpha(N + 1) \rangle = (-1)^N D_N \left[ \begin{pmatrix} 0 & z^{-\alpha} \sqrt{f(z)/f(1/z)} \\
\sqrt{f(z)/f(1/z)} & 0 \end{pmatrix} \right]^{(E.2)}
\]

\[
= D_N \left[ \sqrt{\frac{f(z)}{f(1/z)}} z^{-\alpha} \right] D_N \left[ \sqrt{\frac{f(z)}{f(1/z)}} z^{-\alpha} \right] = D_N \left[ \sqrt{\frac{f(z)}{f(1/z)}} z^{-\alpha} \right]^2.
\]
If $f(z)$ is of the form (6.7), then we have

$$\langle \tilde{O}_\alpha(1)\tilde{O}_\alpha(N+1) \rangle = |D_N [t(z)]|^2,$$

where

$$t(z) = z^{n_z+n_Z-n_P-\alpha} \left( \frac{n_z}{\prod_{k=1}^{n_z} (-Z_k)} \right)^{-1} \frac{\prod_{j=1}^{n_z} (z-z_j) \prod_{k=1}^{n_Z} (z-Z_k)}{\prod_{j=1}^{n_z} (1-z_j^{-1}) \prod_{k=1}^{n_Z} (z-Z_k^{-1})}.$$

For $n_z > 0$, $n_Z > 0$ and $n_z + n_Z - n_P - \alpha \geq 0$, this can be analysed using Day’s formula as in Section 7. For other cases, as above, we can use $D_N[t(z)] = D_N[t(1/z)]$ along with taking appropriate limits to evaluate this determinant with Day’s formula.

### E.1.1 Proof of Theorem 6.1

To derive the result for the value of the order parameter, we consider the limit of

$$D_N \left[ \sqrt{\frac{f(z)}{f(1/z)}} z^{-\omega} \right] \quad \text{as} \quad N \to \infty$$

and then use (E.2) to find the order parameter. The proof follows directly from the analysis in [44, Section 6.1]; we must simply keep track of the complex-conjugate zeros. Suppose that $f(z)$ is given by (6.6), then we write

$$\sqrt{\frac{f(z)}{f(1/z)}} z^{-\omega} = e^{V(z)},$$

where

$$V(z) = V_0 + \frac{1}{2} \sum_{j=1}^{N_z} \left( \text{Log}(1 - z_j/z) - \text{Log}(1 - \overline{z_j}z) \right)$$

$$+ \frac{1}{2} \sum_{k=1}^{N_Z} \left( \text{Log}(1 - zZ_k^{-1}) - \text{Log}(1 - Z_k^{-1}/z) \right),$$

(E.3)

and Log is the principal branch of the logarithm. Szegő’s theorem expresses the large $N$ asymptotics that we want as follows:

$$D_N \left[ \sqrt{\frac{f(z)}{f(1/z)}} z^{-\omega} \right] = e^{V_0N + \sum_{n=1}^{\infty} nV_n V_{-n}} (1 + o(1)),$$

subject to some smoothness conditions that are satisfied by our symbol [18]. The Fourier coefficients $V_n$ for $n \neq 0$ follow simply from (E.3). We also have

$$e^{V_0} = \pm e^{i\theta} \sqrt{\frac{\prod_k Z_k}{\prod_k Z_k}} = e^{i\theta'} \quad \text{for} \quad \theta' \in [0, 2\pi).$$

The ±1 fixes the correct branch of the square-root, so that $e^{V(1)} = f(1)/|f(1)|$. Since we will take the absolute value, this oscillatory factor is unimportant and the order parameter is equal to $\left| \exp(\sum_{n=1}^{\infty} nV_n V_{-n}) \right|^2$. This can be evaluated as in [44], leading to the second part of Theorem 6.1.
To derive the first part of Theorem 6.1, firstly note that if we have that

$$D_N \left[ \sqrt{\frac{f(z)}{f(1/z)}} z^{-\alpha} \right] \to 0 \quad \text{as} \quad N \to \infty,$$

then by (E.2) we have that $\langle \tilde{O}_\alpha(1) \tilde{O}_\alpha(N+1) \rangle \to 0$. If $\alpha \neq \omega$, then

$$\sqrt{\frac{f(z)}{f(1/z)}} z^{-\alpha} = z^{\omega-\alpha} e^{V(z)}, \quad \text{where} \quad e^{V(z)} = e^{i\theta} \sqrt{\frac{\prod_{j=1}^{n_z} (1 - z_j/z) \prod_{k=1}^{n_Z} (1 - z Z_k^{-1})}{\prod_{j=1}^{n_z} (1 - z \bar{z}_j) \prod_{k=1}^{n_Z} (1 - Z_k^{-1}/z)}}.$$

Since no zeros are on the unit circle, there exists a $\rho < 1$ such that $e^{V(z)}$ is analytic on the annulus $\rho < |z| < \rho^{-1}$. Then using [35, Theorem 4], the determinant $D_N [z^m e^{V(z)}]$ for $m \in \mathbb{Z}$ and $m \neq 0$ will go to zero as $N \to \infty$. One could go further and use that theorem to find the correlation lengths, as given for the BDI class in [44], but we will not pursue this here.

### E.2 Correlation matrix

#### E.2.1 Proof of Theorem 6.4

In class AIII we are interested in the eigenvalues of the block-Toeplitz matrix with symbol $\hat{\Phi}(z,0)$, where

$$\hat{\Phi}(z,\lambda) = \begin{pmatrix} \lambda & -\sqrt{\frac{f(z)}{f(1/z)}} \\ -\sqrt{\frac{f(1/z)}{f(z)}} & \lambda \end{pmatrix}$$

generates the characteristic polynomial. Let us suppose then that $f(z)$ is restricted to be of the form (6.7), but recall that, unlike in class BDI, the zeros do not necessarily come in complex-conjugate pairs. Note also that since we are taking the determinant, we can conjugate $\hat{\Phi}(z,\lambda)$ by the unitary matrix $U$, with $U_{11} = e^{-i\theta}$, $U_{21} = U_{12} = 0$ and $U_{22} = 1$. This removes any dependence on $\theta$, so we will set $\theta = 0$ in the formulae below. Then, as in Section 8, we will use Gorodetsky’s formula to establish that there are only a finite number of non-trivial eigenvalues.

Let us define

$$\tilde{g}(z) = \prod_{j=1}^{n_z} (z - z_j) \prod_{k=1}^{n_Z} (z - Z_k^{-1}), \quad \tilde{h}(z) = \prod_{j=1}^{n_z} (1 - z \bar{z}_j) \prod_{k=1}^{n_Z} (1 - z Z_k^{-1}).$$

We then have

$$\tilde{\Phi}(z,\lambda) = \frac{a(z)}{\tilde{g}(z)\tilde{h}(z)} = \frac{1}{\tilde{g}(z)\tilde{h}(z)} \begin{pmatrix} a_{11}(z) & a_{12}(z) \\ a_{21}(z) & a_{22}(z) \end{pmatrix},$$

where

$$a_{11}(z) = a_{22}(z) = \lambda \frac{(\prod_{j=1}^{n_z} (-z_j) \prod_{k=1}^{n_Z} (-Z_k))}{\prod_{k=1}^{n_Z} |Z_k|^2} \times \prod_{j=1}^{n_z} (z - z_j)(z - \bar{z}_j) \prod_{k=1}^{n_Z} (z - Z_k)(z - \bar{Z}_k),$$

(E.4)
a_{12}(z) = -z^{n_z+n_Z-n_P} \frac{1}{\prod_{k=1}^{n_Z}|Z_k|^2} \prod_{j=1}^{n_z} (z - z_j)^2 \prod_{k=1}^{n_Z} (z - Z_k)^2,

a_{21}(z) = -z^{-n_z-n_Z+n_P} \frac{\prod_{j=1}^{n_z} z_j^2 \prod_{k=1}^{n_Z} Z_k^2}{\prod_{k=1}^{n_Z}|Z_k|^2} \prod_{j=1}^{n_z} (z - z_j^{-1})^2 \prod_{k=1}^{n_Z} (z - Z_k^{-1})^2. \quad (E.5)

As above we fix \( n_z + n_Z = n_P \) so that we have a matrix polynomial \( \sum_{j=0}^{2(n_z+n_Z)} a_j z^j \). We then have

\[ \det(a_{2(n_z+n_Z)}) = (\lambda^2 - 1) \frac{\prod_{j=1}^{n_z} z_j^2 \prod_{k=1}^{n_Z} Z_k^2}{\prod_{k=1}^{n_Z}|Z_k|^2} \frac{1}{2}. \]

Define the set of zeros and inverse conjugate zeros by

\[ \{ \tau_i \}_{i=1,\ldots,2(n_z+n_Z)} \in \{ z_{j_1}, z_{j_2}^{-1}, Z_{k_1}, Z_{k_2}^{-1} \}_{j=1,\ldots,n_z; k=1,\ldots,n_Z}. \]

We assume without loss of generality that \( z_j \neq Z_k^{-1} \) for any \( j, k \). Then we have the Smith canonical form:

\[ y(z) a(z) w(z) = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \prod_{j=1}^{n_z} (z - z_j)^2 (z - z_j^{-1})^2 \prod_{k=1}^{n_Z} (z - Z_k)^2 (z - Z_k^{-1})^2. \]

The remaining definitions given in Section 8 are unchanged. By following the proof of Theorem 5.1 in Section 8, we reach Theorem 6.4 for class AIII given in Section 6.

### E.2.2 Smith canonical form for the example

In Section 6, we give the correlation matrix eigenvalues for \( f(z) = z^{-1}(z - b)^2 \). We need to calculate the Smith canonical form for \( a(z) \) defined in equations (E.4)–(E.5). The following expression for \( y(z) \) follows from the discussion in the main text and was simplified using Mathematica [93]:

\[ y_{11}(z) = (\lambda^2 - 2) |b|^2 + 1, \]
\[ y_{21}(z) = -\lambda y_{11}(z)/\tilde{b}, \]
\[ y_{21}(z) = (|b|^2 - 1) (\tilde{b}((1 - \lambda^2) z (|b|^4 - \tilde{b}(2b - z)(z\tilde{b} - 1)) - 2b) \]
\[ - z (|b|^2 - 1)^2 \tilde{b} + \lambda^2 |b|^4 + 1), \]
\[ y_{22}(z) = \frac{1}{\tilde{b}} (\lambda (|b|^2 - 1) (|b|^4 (\tilde{b}(\lambda^2 z - b) - \lambda^2 + 1) + 2|b|^2 (\tilde{b}(b - z) - 1)) \]
\[ + \tilde{b}((\lambda^2 - 1) z^2 \tilde{b}^2 ((z - 2b)) + (\lambda^2 - 1) z \tilde{b}(2b - z) + b + z)). \]

### F Details for Section 9

#### F.1 Proof that all subsets of \( S = \{ z_1, \ldots, z_{n_z}, Z_1^{-1}, \ldots, Z_{n_z}^{-1} \} \)
correspond to some \( r_M \).

Here we prove a result needed in Section 9.3.1. Suppose that \( n_P = n_z + n_Z \), and let us first consider the case \( n_z > 0 \) and \( n_Z > 0 \). Then in calculating correlators using Theorem 4.2, we have Case 1 for \( -n_Z \leq \alpha \leq 0 \) and Case 2 for \( 0 \leq \alpha \leq n_z \).
For \(-n_Z \leq \alpha \leq 0\), we have
\[
  r_M = \prod_{k \in M^c} \tau_k \prod_{j=1}^{n_Z} Z_j,
\]
where \(\tau_k\) are zeros and \(n_z \leq |M^c| \leq n_z + n_Z\). Note that there is an \(r_M\) for any set \(M^c\) satisfying the inequality.

For \(0 \leq \alpha \leq n_z\), we have
\[
  r_M = \prod_{j=1}^{n_z} z_j \prod_{k \in M^c} \tau_k,
\]
where \(\tau_k\) are inverse zeros and \(n_Z \leq |M^c| \leq n_z + n_Z\). Again, there is an \(r_M\) for any set \(M^c\) satisfying the inequality.

Now let us take any subsets \(m_z \subseteq M_z = \{1, \ldots, n_z\}\) and \(m_Z \subseteq M_Z = \{1, \ldots, n_Z\}\) and take the product:
\[
  R(m_z, m_Z) = \prod_{j \in m_z} z_j \prod_{k \in m_Z} Z_k^{-1} = \frac{\prod_{k \in m_z} z_k \prod_{k \in m_Z \setminus m_Z} Z_k}{\prod_{j=1}^{n_z} Z_j} = \frac{\prod_{j=1}^{n_z} z_j \prod_{k \in m_Z} Z_k}{\prod_{k \in M_z \setminus m_z} z_k \prod_{k \in m_Z} Z_k}.
\]
We want to show that \(R(m_z, m_Z)\) always appears in a correlator for some \(\alpha\), i.e., it is of the form \((F.1)\) or \((F.2)\). If \(n_z \leq |m_z| + n_Z - |m_Z|\) then by the second equality of \((F.3)\) we see that this \(r_M\) appears in Case 1. If \(n_z > |m_z| + n_Z - |m_Z|\) then \(n_Z < n_z - |m_z| + |m_Z|\) and so by the third equality of \((F.3)\) we see that this \(r_M\) appears in Case 2. Hence, for any choice of \(m_z\) and \(m_Z\) the corresponding \(r_M\) appears in a correlator (with a non-zero coefficient \(C_M\)) for some \(\alpha\).

The same analysis can be applied in the case that \(n_Z = 0\) or \(n_z = 0\). The only complication is that the expansions \(\sum_M C_M r_M^n\) are, in general, some limit of a case already considered. For \(n_Z = 0\) and for \(\alpha = 0\) we see that \(\prod_{j=1}^{n_z} z_j\) is an eigenvalue of \(E_z\). For the other non-zero correlators, we put \(n_Z = 1\) and then take \(Z_1 \to \infty\). For any subset \(m_z \subseteq \{z_1, \ldots, z_n\}\) we have that \(r_M = \prod_{j \in m_z} z_j\) appears in some correlator, with coefficient \(C_M\). It is straightforward to confirm that for each of these coefficients, \(\lim_{z_1 \to \infty} C_M = 0\). Analogous statements hold for \(n_z = 0\). Finally, for \(n_z = n_Z = 0\), we have \(f(z) = 1\) and the string correlators give one eigenvalue, \(\mu = 1\), for the transfer matrix.

### F.2 Diagonalising the transfer matrix

We are interested in the model \(f(z) = z^{-2} (z - a)^2 (z - b)^2\) for \(a < 1\) and \(b > 1\). We expect that \(\chi^2 = 4\), based on the results of [43]. Now, using Example 4.1, we have
\[
  \sum_{k=1}^{4} \mu_k^{N-1} \langle l_k | E_Y | r_k \rangle \langle l_k | E_Y | r_1 \rangle = \langle Y_1 Y_{N+1} \rangle = \frac{(b^2 - 1)(ab - 1)}{b^2(a - b)}(-a)^{N-1}, \quad N \geq 1,
\]
\[
  \sum_{k=1}^{4} \mu_k^{N-1} \langle l_k | E_X | r_k \rangle \langle l_k | E_X | r_1 \rangle = \langle X_1 X_{N+1} \rangle = \frac{(1 - a^2)(1 - ab)}{(a - b)}(-b)^{-(N-1)}, \quad N \geq 1.
\]

If we define
\[
  \tilde{Z} = Z - \frac{(a^2 - 1)b^2 - ab + 1}{b(a - b)},
\]
we can also compute the correlator

\[
\sum_{k=1}^{4} \mu_k^{N-1} \langle l_1 | E_Z | r_k \rangle \langle l_k | E_Z | r_1 \rangle = \langle \tilde{Z}_1 \tilde{Z}_{N+1} \rangle
\]

\[
= \langle i\tilde{\gamma}_1 \gamma_1 \tilde{\gamma}_{N+1} \gamma_{N+1} \rangle - \left( \frac{(a^2 - 1)b^2 - ab + 1}{b(a - b)} \right)^2
\]

\[
= \frac{(1 - a^2)(1 - b^{-2})(ab - 1)^2}{(a - b)^2} \left( \frac{a}{b} \right)^{N-1}.
\]

this follows from Wick’s theorem. The fermionic two-point function is just the Fourier coefficient given in Appendix B. We can thus identify \( \mu_1 = 1, \mu_2 = -a, \mu_3 = -1/b \) and \( \mu_4 = a/b \).

Note also that the correlators \( \langle \mathcal{O}_\alpha(1)\mathcal{O}_\beta(N + 1) \rangle = 0 \) for \( \alpha \neq \beta \) as a simple consequence of Wick’s theorem \cite{44}. This means that

\[
\sum_{k=1}^{4} \mu_k^{N-1} \langle l_1 | E_X | r_k \rangle \langle l_k | E_Y | r_1 \rangle = \sum_{k=1}^{4} \mu_k^{N-1} \langle l_1 | E_Y | r_k \rangle \langle l_k | E_X | r_1 \rangle = 0.
\]

Similarly, all further two-point correlators of \( \tilde{Z}, X \) and \( Y \) with different operators at the different points all vanish due to Wick’s theorem. Moreover, \( \langle X_n \rangle = \langle Y_n \rangle = \langle \tilde{Z}_n \rangle = 0 \). This allows us to deduce, for example, that

\[
\langle r_2 | l_2 \rangle = \frac{b^2(a - b)}{(b^2 - 1)(ab - 1)} E_Y \langle r_1 | l_1 \rangle E_Y,
\]

as well as the other results claimed in Section 9.5.

G Details for Section 10

Here we prove that

\[
(1 - z)^{1/4} = \lim_{m \to \infty} \left[ \prod_{a=1}^{m} \prod_{b=1}^{m} (1 - \lambda^{(m)}_a \lambda^{(m)}_b z) \right].
\]

Firstly, for any \( m \in \mathbb{N} \) and \( |z| < 1 \), we have

\[
\sqrt{1 - z} = s_m(z) + r_m(z) = s_m(z) \left( 1 + \frac{r_m(z)}{s_m(z)} \right), \tag{G.1}
\]

where

\[
s_m(z) = \sum_{a=1}^{m} \left( \frac{1}{a} \right) (-z)^a \quad \text{and} \quad r_m(z) = \sum_{a=m+1}^{\infty} \left( \frac{1}{a} \right) (-z)^a.
\]

Note that \( |r_m(z)| \leq \sum_{a=m+1}^{\infty} |z|^a = \frac{|z|^{m+1}}{1-|z|} \).

We now write

\[
s_m(z) = \prod_{a=1}^{m} (1 - \lambda^{(m)}_a z).
\]
As discussed in Section 10, we have that $|\lambda_a^{(m)}| < 1$. Then, by taking the square root of (G.1), we have

$$(1 - z)^{1/4} = \sqrt{s_m(z)} \sqrt{1 + \frac{r_m(z)}{s_m(z)}} = \left( \prod_{a=1}^m \sqrt{1 - \lambda_a^{(m)} z} \right) \times \sqrt{1 + \frac{r_m(z)}{s_m(z)}}$$

$$= \left( \prod_{a=1}^m \frac{s_m(\lambda_a^{(m)} z)}{s_m(z)} \right) \times \sqrt{1 + \frac{r_m(z)}{s_m(z)}} + \sum_{a_1=1}^m \frac{r_m(\lambda_{a_1}^{(m)} z)}{s_m(\lambda_{a_1}^{(m)} z)} + \sum_{a_1 \neq a_2=1}^m \prod_{i=1}^2 \frac{r_m(\lambda_{a_i}^{(m)} z)}{s_m(\lambda_{a_i}^{(m)} z)} + \cdots + \prod_{i=1}^m \frac{r_m(\lambda_{a_i}^{(m)} z)}{s_m(\lambda_{a_i}^{(m)} z)} \right). \quad (G.2)$$

Consider $|z| \leq R < 1$, then $|r_m(z)| \leq \frac{R^{m+1}}{1-R}$ and

$$s_m(z) = |\sqrt{1 - z} - r_m(z)| \geq |\sqrt{1 - R} - |r_m(z)| \geq \sqrt{1 - R} - \frac{R^{m+1}}{1-R}$$

and thus

$$\frac{r_m(z)}{s_m(z)} \leq \frac{R^{m+1}}{(1-R)^{3/2} - R^{m+1}} =: \rho_m.$$ 

In particular, this shows that $\lim_{m \to \infty} r_m(z) s_m(z) = 0$. Let us now analyse the term $S$ appearing in (G.2). Note that since $|\lambda_a^{(m)}| < 1$, the arguments of $r_m$ and $s_m$ have modulus bounded by $R$. Then

$$\left| \sum_{a_1=1}^m \frac{r_m(\lambda_{a_1}^{(m)} z)}{s_m(\lambda_{a_1}^{(m)} z)} + \sum_{a_1 \neq a_2=1}^m \prod_{i=1}^2 \frac{r_m(\lambda_{a_i}^{(m)} z)}{s_m(\lambda_{a_i}^{(m)} z)} + \cdots + \prod_{i=1}^m \frac{r_m(\lambda_{a_i}^{(m)} z)}{s_m(\lambda_{a_i}^{(m)} z)} \right| \leq \sum_{a_1=1}^m \rho_m + \sum_{a_1 \neq a_2=1}^m \rho_m^2 + \cdots + \rho_m^m = (1 + \rho_m)^m - 1 = e^{m \ln(1+\rho_m)} - 1 \leq e^{m \rho_m} - 1.$$ 

Since $\lim_{m \to \infty} m \rho_m = 0$, we thus see that taking the limit of equation (G.2) simplifies to

$$(1 + z)^{1/4} = \lim_{m \to \infty} \left[ \prod_{a=1}^m s_m(\lambda_a^{(m)} z) \right] = \lim_{m \to \infty} \left[ \prod_{a=1}^m \prod_{b=1}^m (1 + \lambda_a^{(m)} \lambda_b^{(m)} z) \right].$$
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