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Abstract. We present three explicit curious simple examples in the theory of dynamical systems. The first one is an example of two analytic diffeomorphisms $R, S$ of a closed two-dimensional annulus that possess the intersection property but their composition $RS$ does not ($R$ being just the rotation by $\pi/2$). The second example is that of a non-Lagrangian $n$-torus $L_0$ in the cotangent bundle $T^\ast T^n$ of $T^n$ ($n \geq 2$) such that $L_0$ intersects neither its images under almost all the rotations of $T^\ast T^n$ nor the zero section of $T^\ast T^n$. The third example is that of two one-parameter families of analytic reversible autonomous ordinary differential equations of the form $\dot{x} = f(x, y), \dot{y} = \mu g(x, y)$ in the closed upper half-plane $\{y \geq 0\}$ such that for each family, the corresponding phase portraits for $0 < \mu < 1$ and for $\mu > 1$ are topologically non-equivalent. The first two examples are expounded within the general context of symplectic topology.
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1 Introduction

It is common knowledge what a significant role examples and counterexamples (the difference between these two concepts is mainly psychological and historical, not objective) play in mathematics and especially in mathematical education. For instance, V.I. Arnold, one of the greatest mathematicians of the twentieth century, wrote that “no matter how much time one could save using the deductive methods (‘from general to specific’), the value of a lecture for a student consists of merely a number of well-explained and thoroughly understood examples” [6]. He constantly emphasized the perniciousness of “the axiomatic-deductive method” which has “led to the banishment of all examples (and especially the motives for introducing definitions) in the teaching of mathematics at every level” [5].

I agree completely with S.Yu. Yakovenko that while “mathematical anecdotes mention great mathematicians whom examples only distracted from developing general theories”, “Arnold was the opposite: examples were the alpha and omega of his approach” [36].

Another outstanding mathematician of the last century, I.R. Shafarevich, wrote that “the meaning of a mathematical notion is by no means confined to its formal definition; in fact, it may be rather better expressed by a (generally fairly small) sample of the basic examples, which serve the mathematician as the motivation and the substantive definition, and at the same time as the real meaning of the notion” [30].

1I witnessed the following statement made by Arnold in his characteristic provocative style at his Moscow seminar on singularity theory: “A million examples are more convincing than a proof”. Indeed, a series of carefully chosen examples can be more convincing than a lengthy and tedious formal proof. Of course, Arnold did not assert that examples can serve as a substitution for a proof.
Even using only free Internet resources, it is easy to estimate the number of mathematical works whose titles contain the words “example” or “counterexample”. For instance, as of September 1, 2022, the site https://mathscinet.ams.org/mrlookup gives us 9182 items with the word “example/examples” in the title and 2332 items with the word “counterexample/counterexamples” in the title. Besides, also as of September 1, 2022, the numbers of books recorded in https://zbmath.org/ whose titles contain the words “example”, “examples”, “counterexample”, “counterexamples” are equal to 115, 656, 3, 33, respectively. Of course, some of these books are different editions (or even editions in different languages) of the same book, but, on the other hand, not all books are indexed in zbMATH; for instance, V. Boss\footnote{A pseudonym of V.I. Opo~ıtsev.} manual [10], widely known in Russia, is not displayed in zbMATH. This manual belongs to the sort of books (very popular in the mathematical community) that are collections of counterexamples in one or more branches of mathematics. I cannot resist mentioning the first (according to zbMATH) and probably the most famous book of this kind, namely, the masterpiece [13] whose first edition was published in 1964. As declared in the preface to [13], “At the risk of oversimplification, we might say that (aside from definitions, statements, and hard work) mathematics consists of two classes – proofs and counterexamples”. The similar statement, “Mathematics consists of two things – theorems and counterexamples”, is sometimes cited (for instance, this is the epigraph to the preface to the book [10]) as being due to G. Polya but without any precise reference. I have also failed to find the source.

This note describes three rather simple but curious, from the author’s viewpoint, examples in the theory of dynamical systems. The first two examples deal with symplectomorphisms and their generalizations whereas the third one concerns reversible vector fields.

2 The intersection property in dimension two

Given an arbitrary \( n \)-dimensional manifold \( L^n \), let \( \lambda^1 = pdq \) be the standard action form (also known as the Liouville 1-form, the Poincaré 1-form, the canonical 1-form, the tautological 1-form, the distinguished 1-form, or the symplectic potential) in the cotangent bundle \( T^*L \), then \( d\lambda^1 = dp \wedge dq \) is the canonical symplectic structure in \( T^*L \). In the sequel, while considering \( T^*L \) as a symplectic manifold, we will always assume that the symplectic structure in \( T^*L \) is canonical. A symplectomorphism \( A: T^*L \to T^*L \) is said to be exact if the 1-form \( A^*\lambda^1 - \lambda^1 \) is not only closed but even exact. For instance, the phase flow mapping \( \phi^t_0 \) of any Hamiltonian (not necessarily autonomous) vector field \( V_t \) in \( T^*L \) is an exact symplectomorphism of \( T^*L \).

It is clear that the inverse map of an exact symplectomorphism \( A \) of \( T^*L \) is also an exact symplectomorphism and that the composition of two exact symplectomorphisms \( A, B \) of \( T^*L \) is again an exact symplectomorphism: if \( A^*\lambda^1 - \lambda^1 = dX \) and \( B^*\lambda^1 - \lambda^1 = dY \) (\( X, Y: T^*L \to \mathbb{R} \)) then

\[
(A^{-1})^*\lambda^1 - \lambda^1 = (A^{-1})^*(\lambda^1 - A^*\lambda^1) = -(A^{-1})^*dX = -d((A^{-1})^*X),
\]

\[
(AB)^*\lambda^1 - \lambda^1 = B^*A^*\lambda^1 - B^*\lambda^1 + B^*\lambda^1 - \lambda^1 = B^*dX + dY = d(B^*X + Y).
\]

Suppose that \( n = 1 \) and \( L = S^1 = \mathbb{R}/2\pi\mathbb{Z} \) is the standard circle, so that \( T^*L \cong \mathbb{R} \times S^1 \) is a cylinder (or an open annulus). One says that a diffeomorphism \( A \) of \( \mathbb{M}^2 = \mathbb{R} \times S^1 \) possesses the \textit{intersection property} (or self-intersection property) if for any simple\footnote{That is, without self-intersections.} closed curve \( \gamma \subset \mathbb{M}^2 \) homotopic to \( \{0\} \times S^1 \) (\( 0 \in \mathbb{R}, \gamma \cong S^1 \)), the image of \( \gamma \) under the action of \( A \) intersects \( \gamma \).\footnote{One sometimes requires that \( A\gamma \cap \gamma \neq \emptyset \) for any non-null-homotopic (i.e., not contractible) simple closed curve \( \gamma \).}

For instance, any exact symplectomorphism \( A \) of \( T^*S^1 \) (e.g., any twisted rotation \( (p,q) \mapsto \)}
(p, q + v(p)) which is the phase flow mapping ϕ1 of the Hamiltonian vector field v(p)∂_q with the Hamilton function ∫^p_0 v(τ) dτ possesses the intersection property. Indeed, if a simple closed curve γ ∈ T^*S^1 homotopic to {0} × S^1 and the curve Aγ do not intersect then the (algebraic) area ∫_S dA^1 of the domain S bounded by γ and Aγ is non-zero. On the other hand, this area is equal to

$$\int_{\partial S} \lambda^1 = \int_{A\gamma} \lambda^1 - \int_\gamma \lambda^1 = \int_\gamma (A^*\lambda^1 - \lambda^1) = 0.$$  

Many dynamical features of exact symplectomorphisms of T^*S^1 (they are also called globally area preserving mappings) are exhibited by arbitrary diffeomorphisms with the intersection property. In particular, for such diffeomorphisms, one can develop the KAM (Kolmogorov–Arnold–Moser) theory, see, e.g., the works [25, 26, 28, 32]; for some recent results and generalizations see, e.g., the papers [18, 19, 23, 35].

It is obvious that if a diffeomorphism of M^2 possesses the intersection property, so does the inverse diffeomorphism. However, the composition of two diffeomorphisms of M^2 possessing the intersection property does not necessarily possess the intersection property: the diffeomorphisms of M^2 with the intersection property do not constitute a group.

Let (x, y) be Cartesian coordinates in R^2.

**Example 2.1.** Two analytic diffeomorphisms R, S: M → M of the closed annulus M = {(x, y) | 1 ≤ x^2 + y^2 ≤ 25} with the intersection property such that R is the rotation R: (x, y) → (−y, x) by π/2, S is arbitrarily close to R, and the composition RS does not possess the intersection property.

In the annulus M, introduce the new coordinate frame (ρ, θ mod 2π) with 1 ≤ ρ ≤ 5 according to the formulas

$$x = \chi(\rho) \cos \theta, \quad y = \eta(\rho) \sin \theta, \quad \chi(\rho) = \frac{7\rho - 5}{\rho + 1}, \quad \eta(\rho) = \frac{\rho + 5}{7 - \rho}.$$  

This coordinate frame is well defined since χ(1) = η(1) = 1, χ(5) = η(5) = 5, and χ′(ρ) = 12/(ρ + 1)^2 > 0, η′(ρ) = 12/(7 − ρ)^2 > 0 everywhere. One has \{x^2 + y^2 = 1\} = \{ρ = 1\}, \{x^2 + y^2 = 25\} = \{ρ = 5\}, and it is very easy to see that 1 < η(ρ) < ρ < χ(ρ) < 5 for 1 < ρ < 5. In particular, χ(3) = 4 and η(3) = 2. In the sequel, we will also use the equalities χ(7/5) = 2 and η(23/5) = 4.

Let P(ρ) = (ρ − 1)(ρ − 3)^2(ρ − 5). Then P(1) = P(3) = P(5) = 0 and P(ρ) < 0 for 1 < ρ < 3 and 3 < ρ < 5. Also it is very easy to verify that the global minimum of the derivative P′(ρ) = 4(ρ − 3)(ρ^2 − 6ρ + 7) over the interval 1 ≤ ρ ≤ 5 is equal to P′(1) = −16. In fact, since P′′(ρ) = 4(3ρ^2 − 18ρ + 25), the polynomial P′(ρ) also attains a local minimum at ρ = 3 + (2/3)^1/2 in this interval, but this minimum is equal to −(16/3)(2/3)^1/2 = −4.35... Thus, for 0 < ε_1 < 1/16, the mapping ρ → ρ + ε_1 P(ρ) is a diffeomorphism of the interval 1 ≤ ρ ≤ 5 that leaves the points ρ = 1, 3, 5 fixed and moves all the other points towards the left.

Let also Θ(θ) = sin 2θ. Since the derivative Θ′(θ) = 2 cos 2θ nowhere exceeds 2 in absolute value, the mapping θ → θ + ε_2 Θ(θ) with 0 < ε_2 < 1/2 is a diffeomorphism of the circle S^1 with fixed points 0, π (repellers) and π/2, 3π/2 (attractors), all the other points of the circle being shifted towards these attractors.

Now consider two ellipses γ = \{x^2/4 + y^2/16 = 1\} and Rγ = \{x^2/16 + y^2/4 = 1\} = \{ρ = 3\} in M and the analytic diffeomorphism

$$G: (\rho, \theta) \mapsto (\rho + \varepsilon_1 P(\rho), \theta + \varepsilon_2 \Theta(\theta))$$  

of the annulus M (0 < ε_1 < 1/16, 0 < ε_2 < 1/2). This diffeomorphism leaves the ellipse Rγ invariant (since P(3) = 0) and takes the ellipse γ to a closed curve δ lying strictly inside γ.
Indeed, the four vertices of $\gamma$ are $(\rho = 7/5, \vartheta = 0)$, $(\rho = 7/5, \vartheta = \pi)$, $(\rho = 23/5, \vartheta = \pi/2)$, and $(\rho = 23/5, \vartheta = 3\pi/2)$. The diffeomorphism $G_1: (\rho, \vartheta) \mapsto (\rho, \vartheta + \varepsilon_2 \Theta(\vartheta))$ leaves these vertices invariant and moves ("along" the ellipses $\{ \rho = \rho^0 \}$, $7/5 < \rho^0 < 23/5$) all the other points of $\gamma$ to some points strictly inside $\gamma$. The diffeomorphism $G_2: (\rho, \vartheta) \mapsto (\rho + \varepsilon_1 P(\rho), \vartheta)$ moves the vertices of $\gamma$ to points strictly inside $\gamma$ because $P(7/5) < 0$ and $P(23/5) < 0$. On the other hand, if a point $C = (x, y)$ lies strictly inside $\gamma$, so does the point $(\tilde{x}, \tilde{y}) = G_2 C$ because $|\tilde{x}| \leq |x|$ and $|\tilde{y}| \leq |y|$. Consequently, $\delta = G\gamma = G_2 G_1 \gamma$ lies strictly inside $\gamma$ (see Figure 2.1).

The diffeomorphism $S = GRG^{-1}: M \to M$ possesses the intersection property (since $R$ does) and takes $R\gamma$ to $\delta$ and vice versa:

$$SR\gamma = GRG^{-1} R\gamma = GRR\gamma = G\gamma = \delta,$$

$$S\delta = GRG^{-1} G\gamma = GR\gamma = R\gamma.$$

The composition $RS$ takes the curve $R\gamma$ to the curve $R\delta$ which lies strictly inside $R\gamma$ and takes the curve $\delta$ to the curve $RR\gamma = \gamma$ which lies strictly outside $\delta$. Thus, $RS$ does not possess the intersection property.

By choosing $\varepsilon_1$ and $\varepsilon_2$ to be arbitrarily small, one can make the diffeomorphism $G$ arbitrarily close to the identity transformation and the diffeomorphism $S$ arbitrarily close to $R$.

A somewhat different example of this kind (with another form of the functions $\chi$, $\eta$, $P$ and without the observation that the diffeomorphism $S$ can be made arbitrarily close to the rotation $R$) was presented in the note [29]. To obtain an example for an open annulus, it is sufficient to disregard the boundary circles $\{ \rho = 1 \}$ and $\{ \rho = 5 \}$ in Example 2.1.
Most probably, pairs of diffeomorphisms \( R, S : \mathbb{M}^2 \rightarrow \mathbb{M}^2 \) with the intersection property such that the composition \( RS \) also possesses the intersection property are an exception in some sense, but this issue is beyond the scope of this paper. Here we only note that the opposite situation where the composition \( RS \) does not possess the intersection property (Example 2.1 is devoted to) is obviously persistent under small perturbations of \( R \) and \( S \).

3 Non-intersections in dimension four and higher

Now, for any \( n \), let \( L = \mathbb{T}^n = \mathbb{R}^n / 2 \pi \mathbb{Z}^n \) be the standard \( n \)-torus, so that \( T^*L \cong \mathbb{R}^n \times \mathbb{T}^n \) is a \( 2n \)-dimensional cylinder. For \( n \geq 2 \) one can no longer assert that for any exact symplectomorphism \( A \) of \( T^* \mathbb{T}^n \) and any \( n \)-torus \( \Gamma \subset T^* \mathbb{T}^n \) homotopic to \( \{0\} \times \mathbb{T}^n \) (\( 0 \in \mathbb{R}^n \), \( \Gamma \cong \mathbb{T}^n \)), the \( n \)-torus \( A \Gamma \) intersects \( \Gamma \). Before giving appropriate counterexamples, we briefly describe a general context of the problem.

One of the aspects of V.I. Arnold’s famous conjectures that initiated the development of symplectic topology (they go back to 1965 [3]) concerns intersections of Hamiltonianly isotopic (or Hamiltonian homologous) Lagrangian submanifolds of a symplectic manifold. Recall that a submanifold \( L \) of a symplectic manifold \((M^{2n}, \omega^2)\) of dimension \( 2n \) is said to be Lagrangian if \( \dim L = n \) and \( \omega^2|_L = 0 \). In the particular case where \( M \) is the cotangent bundle of an \( n \)-dimensional manifold \((\omega^2 = d\lambda^1)\), a Lagrangian submanifold \( L \subset M \) is said to be exact if the 1-form \( \lambda^1|_L \) is not only closed but even exact. Two subsets of a symplectic manifold are said to be Hamiltonianly isotopic if one of them can be obtained from the other by the phase flow mapping \( \phi_0^1 \) of a Hamiltonian (not necessarily autonomous) vector field \( V_i \). The general principle states that if two Lagrangian submanifolds \( L_0, L_1 \) of a symplectic manifold \((M, \omega^2)\) are Hamiltonianly isotopic then under certain additional (and not very restrictive) conditions they intersect: \( L_0 \cap L_1 \neq \emptyset \), and the number of intersection points of \( L_0 \) and \( L_1 \) can often be estimated from below by various topological characteristics of \( L_0 \).

In particular, the presence of intersection points of \( L_0 \) and \( L_1 \) was established in the following cases (we will not dwell here on estimates for the number of intersection points):

a) \( M \) and \( L_0 \) are compact and the second relative homotopy group \( \pi_2(M, L_0) \) vanishes [12];

b) \( M = T^*L \) (\( L \) being compact) and \( L_0 \cong L \) is the zero section of \( T^*L \) [11, 17, 20] (in the paper [11], only the case where \( L = \mathbb{T}^n \) was treated);

c) \( L_0 \) is compact and the symplectomorphism \( \phi_0^1 \) is sufficiently close to the identity transformation; in fact, case c) follows from case b) because a neighborhood of a Lagrangian submanifold \( L \subset M \) is always symplectomorphic to a neighborhood of the zero section of \( T^*L \) [34];

d) \( M = T^*L \) (\( L \) being compact) and \( L_0 \) is compact and exact [15]; by the way, under these conditions \( L_0 \) always intersects the zero section of \( T^*L \) [15].

All these results are discussed and the relevant references are given in, e.g., the works [1, 4, 7, 8, 24]. In [1, 8, 24], the subject is placed in the general context of the Floer homology theory which is very essential for the problems in question—according to [9], “whenever the principle of Lagrangian intersections fails (in the sense that a Lagrangian can be Hamiltonianly displaced), we obtain restrictions on the topology of the Lagrangian via computations in Floer homology”. Moreover, if \( L_0 \) and \( L_1 \) are two arbitrary compact and exact Lagrangian submanifolds of the cotangent bundle \( T^*L \) of a compact manifold \( L \) then the intersection of \( L_0 \) and \( L_1 \) is never empty (the condition of being Hamiltonianly isotopic is not needed), see the preprint [31] and references therein, in particular, the paper [2].

Recall that a submanifold \( L \) of a symplectic manifold \((M^{2n}, \omega^2)\) is said to be coisotropic if at any point \( K \in L \), the tangent space \( T_KL \) contains its skew-orthogonal complement (and,
consequently, \( \dim L \geq n \)). Lagrangian submanifolds are just coisotropic submanifolds of the minimal possible dimension \( n \). The parallel theory of unavoidable intersections of coisotropic submanifolds was founded by V.L. Ginzburg \([14]\).

For non-Lagrangian submanifolds \( L \subset M \) of a symplectic manifold \((M^{2n}, \omega^2)\), some opposite statements are known.

**A)** Let \( L \) be compact, connected, of dimension \( n \), and non-Lagrangian. Let also the normal fiber bundle of \( L \) in \( M \) admit a non-vanishing section. Then there exists a Hamiltonian vector field \( V \) in \( M \) nowhere tangent to \( L \) (as one says, \( L \) is infinitesimally displaceable) \([21]\) (so that the image of \( L \) under the phase flow mapping \( \phi^\epsilon \) of \( V \) does not intersect \( L \) for any sufficiently small \( \epsilon \neq 0 \)). The same conclusion was obtained earlier (but published slightly later) under more restrictive assumptions, namely, that \( L \) is compact, connected, of dimension \( n \), and non-Lagrangian, the Euler characteristic of \( L \) vanishes, and there exists a field of Lagrangian subspaces along \( L \) that is transversal to \( L \) \([27]\).

**B)** Let \( L \) be compact, connected, and nowhere coisotropic. Let also the normal fiber bundle of \( L \) in \( M \) admit a non-vanishing section. Then there exists a Hamiltonian vector field \( V \) in \( M \) nowhere tangent to \( L \) \([16]\). In contrast with the non-Lagrangian case, the requirement here that \( L \) is nowhere coisotropic cannot be relaxed to the condition that \( L \) is (somewhere) non-coisotropic \([16]\).

Now return to the \( 2n \)-dimensional cylinder \( T^*\mathbb{T}^n \) with coordinates \((p \in \mathbb{R}^n, q \in \mathbb{T}^n)\), where \( p \) are the momenta corresponding to \( q \). Given \( v \in \mathbb{R}^n \), the Hamiltonian vector field with the Hamilton function \( v \cdot p \) is \( v\partial_q \), and the phase flow mapping \( \phi^\epsilon \) of \( v\partial_q \) is the rotation \((p, q) \mapsto (p, q + tv)\) by the “multidimensional” \( p \)-independent angle \( tv \). Such rotations are simplest instances of exact symplectomorphisms of \( T^*\mathbb{T}^n \).

**Example 3.1.** A non-Lagrangian \( n \)-torus \( L_0 \subset T^*\mathbb{T}^n \) \((n \geq 2)\) arbitrarily close to the torus \( \{p = p^0\}, \quad p^0 \in \mathbb{R}^n \), and a rotation \( R: (p, q) \mapsto (p, q + v), v \in \mathbb{R}^n \), such that \( L_0 \cap \{p = p^0\} = \emptyset \) and \( L_0 \cap RL_0 = \emptyset \).

Let \( L_0 = \{p = p^0 + \varepsilon f(q)\} \) where \( \varepsilon \neq 0 \) is arbitrarily small, \( f_1(q) = \sin^k q_1, f_2(q) = \cos q_1, f_3(q_i) \equiv 0 \) for \( 3 \leq i \leq n \), and \( k \) is equal to 1 or 3. The \( n \)-torus \( L_0 \) is not Lagrangian since \((dp \wedge dq)|_{L_0} = -\varepsilon(\sin q_1) dq_1 \wedge dq_2 \) (although one cannot say that \( L_0 \) is nowhere Lagrangian), it does not intersect the torus \( \{p = p^0\} \) (in particular, if \( p^0 = 0 \) then \( L_0 \) does not intersect the zero section \( \{p = 0\} \) of \( T^*\mathbb{T}^n \)), and \( RL_0 = \{p = p^0 + \varepsilon f(q_1 - v_1)\} \), so that \( RL_0 \) intersects \( L_0 \) if and only if \( v_1 \equiv 0 \mod 2\pi \).

In this setup, there is however the following significant difference between the cases \( k = 1 \) and \( k = 3 \). The tangent space to the torus \( L_0 \) at a point \((p^0 + \varepsilon f(q_1), q)\) is spanned by the vectors \( \varepsilon f_1(q_1)\partial_{q_1} + \varepsilon f_2(q_1)\partial_{q_2} + \partial_{q_1}, \partial_{q_2}, \ldots, \partial_{q_n} \). Thus, if \( k = 1 \) then the vector field \( v\partial_q \) with \( v_1 \neq 0 \) is nowhere tangent to \( L_0 \). On the other hand, if \( k = 3 \) then the vector field \( v\partial_q \) with \( v_1 \neq 0 \) is tangent to \( L_0 \) at the points where \( \sin q_1 = 0 \), i.e., along the two \((n-1)\)-tori corresponding to \( q_1 = 0 \) and \( q_1 = \pi \). These are precisely the \((n-1)\)-tori along which the 2-form \((dp \wedge dq)|_{L_0} \) vanishes.

Of course, according to the theorem by F. Laudenbach and J.-C. Sikorav \([21]\) mentioned above, a Hamiltonian vector field in \( T^*\mathbb{T}^n \) nowhere tangent to \( L_0 \) exists in the case \( k = 3 \) as well. For instance, let \( k = 3 \) and consider the Hamiltonian vector field \( V = a\partial_{q_1} + b(\cos q_1)\partial_{q_3} \) with the Hamilton function \( q_1 - b \sin q_1 \) \((a, b \in \mathbb{R})\). If \( ab \neq 0 \) then \( V \) is nowhere tangent to \( L_0 \). Indeed, if \( V \) is tangent to \( L_0 \) at a point \((p^0 + \varepsilon f(q_1), q)\) then \( f_2(q_1) = -\sin q_1 = 0 \) and \( \varepsilon a f_1(q_1) = 3\varepsilon a \sin^2 q_1 \cos q_1 = b \cos q_1 \) but these two equalities cannot hold simultaneously.

We do not consider here multidimensional generalizations of the intersection property. Recent works on this subject are exemplified by the papers \([22, 37]\).
4  Topologically non-equivalent phase portraits

While the two preceding sections were devoted to intersection patterns of diffeomorphisms of multidimensional annuli, in this section we deal with a completely different range of problems, namely, with the topological classification of the phase portraits of planar vector fields. Let \((x, y)\) be Cartesian coordinates in \(\mathbb{R}^2\). We will be interested in one-parameter families of analytic autonomous ordinary differential equations of the form

\[
\dot{x} = f(x, y), \quad \dot{y} = \mu g(x, y) \tag{4.1}
\]

(\(\mu > 0\)) in the closed upper half-plane \(\{(x, y) \mid y \geq 0\}\) such that the topological type of the phase portrait of the equation (4.1) changes as the parameter \(\mu\) is varied from 0 to \(+\infty\).

It is very easy to present an example of such a family in the entire plane \(\mathbb{R}^2\) or in the open upper half-plane \(\{(x, y) \mid y > 0\}\). In the case of the entire plane \(\mathbb{R}^2\), one may consider, e.g., the family of linear equations

\[
\dot{x} = 3(x + y), \quad \dot{y} = -\mu(4x + 3y) \tag{4.2}
\]

(cf. [33]). The characteristic polynomial of the matrix of the system (4.2) is \(\lambda^2 + 3(\mu - 1)\lambda + 3\mu\), and the eigenvalues of this matrix are

\[
\frac{3(1 - \mu) \pm [D(\mu)]^{1/2}}{2}, \quad D(\mu) = 9(\mu - 1)^2 - 12\mu = 3(3\mu - 1)(\mu - 3).
\]

Thus, the equilibrium \(\{x = y = 0\}\) of the system (4.2) is an unstable node for \(0 < \mu < 1/3\), an unstable degenerate (Jordan) node for \(\mu = 1/3\) (with eigenvalues 1, 1), an unstable focus for \(1/3 < \mu < 1\), a center for \(\mu = 1\) (with eigenvalues \(\pm 3^{1/2}i\)), a stable focus for \(1 < \mu < 3\), a stable degenerate (Jordan) node for \(\mu = 3\) (with eigenvalues \(-3, -3\)), and a stable node for \(\mu > 3\). Consequently, the topological types of the phase portrait of the system (4.2) for \(0 < \mu < 1\), \(\mu = 1\), and \(\mu > 1\) are different. In the case of the open upper half-plane \(\{(x, Y) \mid Y > 0\}\), one may perform the coordinate change \(Y = e^y\) where the variables \((x, y) \in \mathbb{R}^2\) satisfy the system (4.2), cf. [33]:

\[
\dot{x} = 3(x + \ln Y), \quad \dot{Y} = -\mu Y(4x + 3\ln Y).
\]

**Example 4.1.** A one-parameter family of analytic autonomous ordinary differential equations of the form (4.1) in the closed upper half-plane \(\{(x, y) \mid y \geq 0\}\) such that the corresponding phase portraits for \(0 < \mu < 1\) and for \(\mu \geq 1\) are topologically non-equivalent but in a neighborhood of the origin, the phase portraits for all values \(\mu > 0\) of the parameter are topologically equivalent.

Consider the family

\[
\dot{x} = x^2 - y^2, \quad \dot{y} = \mu xy. \tag{4.3}
\]

For any \(\mu\), the origin \(O = \{x = y = 0\}\) (an equilibrium) and the rays \(\{y = 0, x < 0\}\), \(\{y = 0, x > 0\}\) are phase curves of the system (4.3). The phase curves in the open upper half-plane \(\{(x, y) \mid y > 0\}\) can be described as follows.

Let \(a \in \mathbb{R}\). It is easy to verify that the curves

\[
\mathcal{J}_{\mu,a} = \left\{(x, y) \mid x^2 = ay^{2/\mu} + \frac{y^2}{1 - \mu}\right\}
\]

are invariant under the phase flow of the system (4.3) for any positive \(\mu \neq 1\) and any \(a \in \mathbb{R}\) (if \(\mu > 1\) then it is supposed that \(a > 0\)) and that the curves

\[
\mathcal{J}_a = \{(x, y) \mid x^2 = y^2(a - 2\ln y)\}
\]
Asymptotic to come from infinity and are forward asymptotic to $O$ axis. 

Thus, the phase curves of the system (4.3) for $\mu > 1$ and any $a \in \mathbb{R}$. Thus, the phase curves of the system (4.3) in the domain $\{y > 0\}$ are as follows.

For $0 < \mu < 1$ (Figure 4.1):

- the curves $\mathcal{I}_{\mu,a} \setminus O$ for $a < 0$; note that each curve $\mathcal{I}_{\mu,a}$ for $0 < \mu < 1$ and $a < 0$ is closed and intersects the ordinate axis $\{x = 0\}$ at two points with the ordinates $y = 0$ and $y = \sqrt{z/(2\mu-2)}$, so that the phase curve $\mathcal{I}_{\mu,a} \setminus O$ is homoclinic to the equilibrium $O$,
- the curves $\mathcal{I}_{\mu,a} \cap \{x < 0\}$ and $\mathcal{I}_{\mu,a} \cap \{x > 0\}$ for $a \geq 0$; note that the curves $\mathcal{I}_{\mu,a} \cap \{x < 0\}$ come from infinity and are forward asymptotic to $O$ while the curves $\mathcal{I}_{\mu,a} \cap \{x > 0\}$ are backward asymptotic to $O$ and go to infinity; for $a = 0$ these curves are straight rays.

For $\mu = 1$ (Figure 4.2):

- the curves $\mathcal{I}_a \setminus O$ for $a \in \mathbb{R}$; note that each curve $\mathcal{I}_a$ is closed and intersects the ordinate axis $\{x = 0\}$ at two points with the ordinates $y = 0$ and $y = e^{a/2}$, so that the phase curve $\mathcal{I}_a \setminus O$ is homoclinic to the equilibrium $O$.

For $\mu > 1$ (Figure 4.3):

- the curves $\mathcal{I}_{\mu,a} \setminus O$ for $a > 0$; note that each curve $\mathcal{I}_{\mu,a}$ for $\mu > 1$ and $a > 0$ is closed and intersects the ordinate axis $\{x = 0\}$ at two points with the ordinates $y = 0$ and $y = \sqrt{z/(2\mu-2)}$, so that the phase curve $\mathcal{I}_{\mu,a} \setminus O$ is homoclinic to the equilibrium $O$.

It is clear that the phase portraits of the system (4.3) for $0 < \mu < 1$ and for $\mu \geq 1$ are globally topologically non-equivalent. Indeed, for $0 < \mu < 1$, there are infinitely many phase curves joining the origin with infinity whereas for $\mu > 1$, such phase curves in the domain $\{y > 0\}$ are absent. However, the phase portraits for all $\mu > 0$ are topologically equivalent locally, i.e., in a neighborhood of the origin.

**Example 4.2.** A one-parameter family of analytic autonomous ordinary differential equations of the form (4.1) in the closed upper half-plane $\{(x,y) \mid y \geq 0\}$ such that the corresponding phase portraits for $0 < \mu \leq 1$ and for $\mu > 1$ are topologically non-equivalent both globally (in the entire closed upper half-plane) and locally (in a neighborhood of the origin).
Consider the family
\[
\dot{x} = x^2 + y^2, \quad \dot{y} = \mu xy. \tag{4.4}
\]
As in the case of the family (4.3), for any \(\mu\), the origin \(O = \{x = y = 0\}\) (an equilibrium) and the rays \(\{y = 0, x < 0\}\), \(\{y = 0, x > 0\}\) are phase curves of the system (4.4). The phase curves in the open upper half-plane \((x, y) \mid y > 0\) can be described as follows.
Let \(a \in \mathbb{R}\). It is easy to verify that the curves
\[
\mathcal{R}_{\mu, a} = \left\{(x, y) \mid x^2 = ay^{2/\mu} + \frac{y^2}{\mu - 1}\right\}
\]
are invariant under the phase flow of the system (4.4) for any positive \(\mu \neq 1\) and any \(a \in \mathbb{R}\) (if

**Figure 4.2.** The phase portrait of the system (4.3) for \(\mu = 1\).

**Figure 4.3.** The phase portrait of the system (4.3) for \(\mu = 2\). The curves \(J_{2,a}\) are the circles \(x^2 = ay - y^2\).
Figure 4.4. The phase portrait of the system (4.4) for \( \mu = 0.5 \) with \( \mathcal{R}_{1/2,a} = \{ x^2 = ay^2 - 2y^2 \} \).

0 < \mu < 1 then it is supposed that \( a > 0 \) and that the curves

\[ \mathcal{L}_a = \{(x, y) \mid x^2 = y^2(a + 2 \ln y)\} \]

(where \( y^2 \ln y |_{y=0} = 0 \)) are invariant under the phase flow of the system (4.4) for \( \mu = 1 \) and any \( a \in \mathbb{R} \). Thus, the phase curves of the system (4.4) in the domain \( \{ y > 0 \} \) are as follows.

For 0 < \mu < 1 (Figure 4.4):

- the curves \( \mathcal{R}_{\mu,a} \) for \( a > 0 \); note that each phase curve \( \mathcal{R}_{\mu,a} \) for 0 < \mu < 1 and \( a > 0 \) comes from infinity, goes to infinity, and intersects the ordinate axis \( \{ x = 0 \} \) at the only point with the ordinate \( y = [a(1 - \mu)]^{\mu/(2\mu - 2)} \).

For \( \mu = 1 \) (Figure 4.5):

- the curves \( \mathcal{L}_a \) for \( a \in \mathbb{R} \); note that each phase curve \( \mathcal{L}_a \) for \( \mu = 1 \) comes from infinity, goes to infinity, and intersects the ordinate axis \( \{ x = 0 \} \) at the only point with the ordinate \( y = e^{-a/2} \).

For \( \mu > 1 \) (Figure 4.6):

- the curves \( \mathcal{R}_{\mu,a} \) for \( a < 0 \); note that each phase curve \( \mathcal{R}_{\mu,a} \) for \( \mu > 1 \) and \( a < 0 \) comes from infinity, goes to infinity, and intersects the ordinate axis \( \{ x = 0 \} \) at the only point with the ordinate \( y = [a(1 - \mu)]^{\mu/(2\mu - 2)} \),

- the curves \( \mathcal{R}_{\mu,a} \cap \{ x < 0 \} \) and \( \mathcal{R}_{\mu,a} \cap \{ x > 0 \} \) for \( a > 0 \); note that the curves \( \mathcal{R}_{\mu,a} \cap \{ x < 0 \} \) come from infinity and are forward asymptotic to \( O \) while the curves \( \mathcal{R}_{\mu,a} \cap \{ x > 0 \} \) are backward asymptotic to \( O \) and go to infinity; for \( a = 0 \) these curves are straight rays.

It is clear that the phase portraits of the system (4.4) for 0 < \mu \leq 1 and for \mu > 1 are topologically equivalent neither globally nor locally. Indeed, for \mu > 1, there are infinitely many phase curves forward asymptotic to \( O \) and infinitely many phase curves backward asymptotic to \( O \) whereas for 0 < \mu \leq 1, such phase curves in the domain \( \{ y > 0 \} \) are absent.
Of course, Examples 4.1 and 4.2 can be seen as two variations of the same example. Note that for all \( \mu \), the systems (4.3) and (4.4) are reversible with respect to the involution \( (x, y) \mapsto (-x, y) \). Note also that since the right-hand sides of the systems (4.3) and (4.4) are quadratic forms, the phase portraits of these systems are invariant under the homotheties \( H_k: (x, y) \mapsto (kx, ky) \) \((k > 0)\). Indeed, \( H_k \mathcal{J}_{\mu,a} = \mathcal{J}_{\mu,ka}, \) \( H_k \mathcal{R}_{\mu,a} = \mathcal{R}_{\mu,ka} \) with \( \kappa = k^{(2\mu-2)/\mu} \) and \( H_k \mathcal{L}_a = \mathcal{L}_{a+2\ln k}, \) \( H_k \mathcal{S}_a = \mathcal{S}_{a-2\ln k} \).

One more remark is that the vector fields in both Examples 4.1 and 4.2 are incomplete. To see this, it suffices to notice that in both the examples, the induced dynamics in the invariant line \( \{ y = 0 \} \) is described by the equation \( \dot{x} = x^2 \) \((x^2 \partial_x \) is a “prototype” of incomplete vector fields in the real line \( \mathbb{R} \)). To obtain complete examples, it is sufficient to divide the right-hand sides of the systems (4.3) and (4.4) by, e.g., \( 1 + x^2 + y^2 \). This would not alter the phase portraits,
but we would get equations (4.1) with $|f(x,y)| \leq 1$ and $|g(x,y)| \leq 1/2$ for any $x$ and $y$. The corresponding vector fields would obviously be complete.

In fact, the difficulty in searching for families of systems like those in Examples 4.1 and 4.2 comes from two requirements: that the phase space has a boundary and the vector fields are tangent to it and that the vector fields are analytic. Without these restrictions, examples would be straightforward to construct (see the discussions at the beginning of this section and in the post [33] where a $C^\infty$ example is presented).
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