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1 Introduction

Let $\Sigma$ be a compact oriented surface and denote by $\text{Mod}(\Sigma)$ its mapping class group. The goal of this paper is to define and study finite-dimensional projective representations $\rho: \text{Mod}(\Sigma) \to \text{PGL}(V)$. The techniques to define them are quite standard and make use of the skein algebras and their recent generalizations: the (reduced) stated skein algebras. Let $A \subset \partial \Sigma$ be a (possibly empty) finite set of embedded open intervals. The pair $\Sigma = (\Sigma, A)$ will be referred to as a marked surface. Given $A^{1/2} \in \mathbb{C}^*$, the stated skein algebra $\mathcal{S}_A(\Sigma)$ is a generalization of the Kauffman-bracket skein algebra introduced by Bonahon–Wong [10] and Lê [51] which admits an interesting quotient $\mathfrak{S}_A(\Sigma)$ named the reduced stated skein algebra in [23]. When $A = \emptyset$, then $\mathcal{S}_A(\Sigma) = \mathfrak{S}_A(\Sigma)$ is the usual Kauffman-bracket skein algebra. In general, the stated skein algebra and its reduced version admit non trivial finite-dimensional representations if and only if the parameter $A$ is a root of unity. In all the paper, we will assume that $A \in \mathbb{C}^*$ is a root of unity of odd order $N$. Let $\mathcal{S}$ be either $\mathcal{S}_A(\Sigma)$ or $\mathfrak{S}_A(\Sigma)$ and consider a finite-dimensional representation $r: \mathcal{S} \to \text{End}(V)$.

The mapping class group $\text{Mod}(\Sigma)$ admits a natural right action on $\mathcal{S}$ by sending a stated diagram $(D, s)$ to $(\phi^{-1}(D), s \circ \phi)$ for $\phi \in \text{Mod}(\Sigma)$ (see Section 5.1 for precise definitions). As a consequence, we can twist the representation $r$ to a new representation $\phi \cdot r: \mathcal{S} \to \text{End}(V)$ defined by the formula $(\phi \cdot r)(X) := r(X^\phi)$. For $G \subset \text{Mod}(\Sigma)$ a subgroup (which will be either $\text{Mod}(\Sigma)$ or its Torelli subgroup), the representation $r$ will be called $G$-stable if $r$ and $\phi \cdot r$ are canonically isomorphic for all $\phi \in G$. By definition, this means that for all $g \in G$, there exists a linear operator $\rho(g) \in \text{GL}(V)$ unique up to multiplication by a scalar (this is the meaning of being canonically isomorphic) such that the following Egorov identity holds:

$$(\phi \cdot r)(X) = \rho(g)r(X)\rho(g)^{-1} \quad \text{for all } X \in \mathcal{S}. $$

The assignment $\phi \mapsto \rho(g)$ then defines a projective representation $\rho: G \to \text{PGL}(V)$. Therefore a $G$-stable representation of $\mathcal{S}$ induces a projective representation of $G$. For instance the
Witten–Reshetikhin–Turaev representations $r_{\text{WRT}}: \mathcal{S}_A(\Sigma, \emptyset) \to \text{End}(V(\Sigma))$ arising in modular TQFTs [57, 58] are $\text{Mod}(\Sigma)$-stable and induce well-studied representations $\rho^{\text{WRT}}: \text{Mod}(\Sigma) \to \text{PGL}(V(\Sigma))$ (see, e.g., [42] and references therein for details on these representations). A second family of examples arises from the skein representations in non semi-simple TQFTs [9] which induce representations of the mapping class group and its Torelli subgroup (see [28]).

In general, finding $G$-stable representations is a difficult problem. Let $Z$ be the center of $\mathcal{S}$ and $\tilde{\mathcal{X}} := \text{Specm}(Z)$. An irreducible representation $r: \mathcal{S} \to \text{End}(V)$ sends central elements to scalar operators so it induces a character in $\tilde{\mathcal{X}}$ and we get a character map $\chi: \text{Irrep}(\mathcal{S}) \to \tilde{\mathcal{X}}$. In [32, 47], it is proved that $\chi$ is surjective and that there exists a Zariski open subset $\mathcal{AL} \subset \tilde{\mathcal{X}}$, named Azumaya locus, such that the restricted map $\chi: \chi^{-1}(\mathcal{AL}) \to \mathcal{AL}$ is a bijection. The right action of the mapping class group on $\mathcal{S}$ restricts to a right action on the center $Z$ so it induces a left action of $\text{Mod}(\Sigma)$ on $\tilde{\mathcal{X}}$. Now if $x \in \mathcal{AL}$ is $G$-stable and $r_x: \mathcal{S} \to \text{End}(V)$ is an irreducible representation (unique up to unique isomorphism) with $\chi(r_x) = x$, then $r_x$ is clearly $G$-stable and we get a projective representation $\rho_x: \text{Mod}(\Sigma) \to \text{PGL}(\Sigma)$. The affine variety $\tilde{\mathcal{X}}$ admits a well-understood geometric interpretation as a finite cover of the $\text{SL}_2$ relative representation variety of $\Sigma$ and it is easy to find points which are stable under the action of the mapping class group or the Torelli group. However computing the Azumaya locus is a quite difficult problem (see [34, 45] for recent developments) and there is no reason to believe, in general, that it contains such fixed points. For instance for the Witten–Reshetikhin–Turaev representations, the induced characters do not belong to the Azumaya locus (see [12]) and it is a highly non trivial fact (which follows from TQFTs properties) that they are $\text{Mod}(\Sigma)$-stable.

The main idea of this paper is to replace the standard skein algebras by particular (reduced) stated skein algebras. Let $\Sigma_{g,1}$ be a genus $g$ surface with 1 boundary component, $a_\partial \subset \partial \Sigma_{g,1}$ a boundary arc and consider the marked surface $\Sigma_g^* := (\Sigma_{g,1}, \{a_\partial\})$. In [34], the authors computed explicitly the Azumaya locus of $\mathcal{S}_A(\Sigma_g^*)$. In the reduced case, we will prove

**Theorem 1.1.** When $A$ is a root of unity of odd order, the reduced stated skein algebra $\mathcal{S}_A(\Sigma_g^*)$ is Azumaya.

Note that the non-reduced stated skein algebra $\mathcal{S}_A(\Sigma_g^*)$ appeared in literature in various contexts.

1. They were first defined independently by Buffenoir–Roche and Alekseev–Grosse–Schommer under the name quantum moduli spaces in [1, 2, 6, 18, 19] where they appeared as deformation quantization of the Fock–Rosly [31] and Alekseev–Kosman–Malkin–Meinrenken [3, 4, 5] moduli spaces (see also [43]), that we will denote by $X_{\text{SL}_2}(\Sigma_g^*)$. As an affine variety, $X_{\text{SL}_2}(\Sigma_g^*) = \text{Hom}(\pi_1(\Sigma_{g,1}), \text{SL}_2)$ is the representation variety of $\Sigma_{g,1}$ (see Section 3 for details).

2. They were rediscovered independently by Habiro under the name quantum representation variety in [37].

3. They appear as a particular case of stated skein algebras defined by Bonahon–Wong [10] and Lê [51].

4. They eventually appeared under the name internal skein algebras in the work of Ben Zvi–Brochier–Jordan [7, 8] and further studied by Cooke–Ganev–Gunningham–Jordan–Safro nov in [22, 34, 35].

The equivalence between quantum moduli spaces and stated skein algebras was proved in [21, 30, 44]. The equivalence between internal skein algebras and quantum moduli spaces is proved in [7]. The equivalence between internal skein algebras and stated skein algebras is proved in [38]. The equivalence between quantum representation varieties and stated skein algebras will appear in the forthcoming paper [48] (and will not be used in the present paper). Note that among
these four equivalent definitions of $S_A(\Sigma^*_g)$, only the stated skein approach makes appear the reduced stated skein algebra $\overline{S}_A(\Sigma^*_g)$ naturally: it is the quotient of the stated skein algebra by the kernel of the quantum trace (bad arcs ideal).

In order to describe the representations, let us describe $\widehat{X}$. Like before, $S = S_A$ denotes either a stated skein algebra or a reduced stated skein algebra at a root unity $A$ of odd order. Let $S_{+1}$ be the algebra $S$ taken with parameter $A^{1/2} = +1$. The algebra $S_{+1}$ is commutative and there exists an embedding $[11, 49]$

$$\text{Ch}_A : S_{+1} \hookrightarrow \mathcal{Z}(S_A),$$

into the center of $S_A$, named Chebyshev–Frobenius morphism. Write $\widehat{X} := \text{Specm}(\mathcal{Z}(S_A))$ and $\mathcal{X} := \text{Specm}(S_{+1})$. Then $\text{Ch}_A$ induces a dominant map $\pi : \widehat{X} \rightarrow \mathcal{X}$ which is a finite branched covering and is equivariant for the mapping class group action. As described in Section 5.1, a point $x \in \widehat{X}$ is $G$-invariant if and only if its image $\pi(x)$ is $G$-invariant. If $S = S_A(\Sigma^*_g)$, then $\widehat{X} = \mathcal{X}$ and by $[49, \text{Theorem 1.3}]$, one has a Poisson $\text{Mod}(\Sigma_g, 1)$-equivariant isomorphism

$$\widehat{X} = \mathcal{X} \cong \mathcal{A}_{\text{SL}_2}(\Sigma^*_g) = \text{Hom}(\pi_1(\Sigma_g, 1), \text{SL}_2).$$

The proof of Theorem 1.1 essentially follows from Brown–Gordon theory of (equivariant) Poisson orders and from the study in $[3, 4, 5, 34]$ of the symplectic leaves of $\mathcal{A}_{\text{SL}_2}(\Sigma^*_g)$. Let $\gamma_\theta \in \pi_1(\Sigma_g, 1)$ be the class of a small curve encircling once the boundary component of $\Sigma$. The moment map $\mu : \text{Hom}(\pi_1(\Sigma_g, 1), \text{SL}_2) \rightarrow \text{SL}_2$ is the map sending a representation $\rho$ to $\mu(\rho) := \rho(\gamma_\theta)$. Note that the subsets $\mu^{-1}(g)$ are preserved by the mapping class group action.

The main construction of the present paper is summarized as follows. Let $A$ a root of unity of odd order $N$. Let $G \subset \text{Mod}(\Sigma_g, 1)$ be a subgroup of the mapping class group and $\mathcal{O} \subset \text{Hom}(\pi_1(\Sigma_g, 1), \text{SL}_2)$ a finite $G$-orbit included in a leaf $\mu^{-1}(g)$ with $g = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \text{SL}_2$. The orbit is said in the big cell if $a \neq 0$ and in the reduced cell else. To each such orbit, thanks to Theorem 1.1, we will associate a $G$-stable representation of either the stated skein algebra $S_A(\Sigma^*_g)$ when the orbit is in the big cell, or of the reduced stated skein algebra $\overline{S}_A(\Sigma^*_g)$ if the orbit is in the reduced cell. Thanks to this $G$-stable representation, we will construct in Section 5 a finite-dimensional projective representation

$$\pi_\mathcal{O} : G \rightarrow \text{PGL}(W(\mathcal{O}))$$

such that $\dim(W(\mathcal{O})) = \begin{cases} N^{|\mathcal{O}|} & \text{if } \mathcal{O} \text{ is in the big cell,} \\ N^{3g-1}|\mathcal{O}| & \text{if } \mathcal{O} \text{ is reduced.} \end{cases}$

The end of the paper is devoted to the study of the kernel of the representations $\pi$. More precisely, we will find criteria to prove that a given mapping class does not belong to the kernel of $\pi$. The simplest such criterion is the following, which should be compared to the work of Costantino–Martelli in $[24, \text{Theorem 7.1}]$ on Turaev–Viro representations.

**Theorem 1.2.** Let $\pi : G \rightarrow \text{End}(W(\mathcal{O}))$ be a representation of $G \subset \text{Mod}(\Sigma_g, 1)$ associated to a root of unity of odd order $N$. Consider a mapping class $\phi \in G$ and a simple closed curve $\alpha \subset \Sigma_g$ such that $\alpha$ and $\beta := \phi(\alpha)$ are not isotopic. Suppose that there exists a triangulation $\Delta$ of $\Sigma_g$ such that

1) there exists $\rho \in \mathcal{O}$ which admits a $\Delta$-lift,

2) both $\alpha$ and $\beta$ intersect each edge of $\Delta$ at most $N - 1$ times.

Then $\pi(\phi) \neq \text{id}$. 
The condition “ρ admits a ∆ lift” is a generic condition which permits the use of quantum Teichmüller theory to study π. It says that the representation ρ is described by a SL₂ version of the shear-bend coordinates (see Sections 5.4 and 5.5 for details).

**Plan of the paper.** The paper is organized as follows. In Section 2 we review the definition and main properties of stated skein algebras at odd roots of unity and their reduced version. Section 3 is devoted to the geometric study of XSL₂(Sg) following [3, 4, 5, 34]. In Section 4, we review the notions of Azumaya loci and Poisson orders which led to the proof of Theorem 1.1. Parts of the exposition of these three sections already appeared in the author’s unpublished survey [45]. In Section 5, we construct the representations π: G → PGL(V(O)) and provide some tools to prove that a given mapping class does not belong to the kernel.

## 2 Reduced stated skein algebras

### 2.1 Definition of the reduced stated skein algebras

**Definition 2.1.** A marked surface Σ = (Σ, A) is a compact oriented surface Σ (possibly with boundary) with a finite set A = {a_i} of orientation-preserving immersions a_i: [0, 1] → ∂Σ, named boundary arcs, whose restrictions to (0, 1) are embeddings and whose interiors are pairwise disjoint. We say that Σ = (Σ, A) is unmarked if A = ∅. A puncture is a connected component of ∂Σ \ A.

An embedding f: (Σ, A) → (Σ’, A’) of marked surfaces is a orientation-preserving proper embedding f: Σ → Σ’ so that for each boundary arc a \∈ A there exists a’ \∈ A such that f ∘ a is the restriction of a’ to some subinterval of [0, 1]. When several boundary arcs a_1, ..., a_n in Σ are mapped to the same boundary arc b of Σ’ we include in the definition of f the datum of a total ordering of \{a_1, ..., a_n\}. Marked surfaces with embeddings form a category MS. We denote by MS(1) ⊂ MS the full subcategory generated by connected marked surfaces having exactly one boundary arc.

By abuse of notation, we will often denote by the same letter the embedding a_i and its image a_i((0, 1)) \⊂ ∂Σ and both call them boundary arcs. We will also abusively identify A with the disjoint union \bigcup a_i((0, 1)) \⊂ ∂Σ of open intervals.

**Notations 2.2.** Let us name some marked surfaces. Let Σ_g,n be an oriented connected surface of genus g with n boundary components.

1. The once-punctured monogon m_1 = (Σ_0,2, {a}) is an annulus with one boundary arc in one of its boundary component.
2. The bigon B is a disc with two boundary arcs, the triangle T is a disc with three boundary arcs. We also write D_1^+ := (Σ_0,2, {a, b}) the annulus with one boundary arc in each boundary component.
3. We denote by Σ_g^∗ = (Σ_g,1, {a_∂}) the surface Σ_g,1 with a single boundary arc in its only boundary component.

There are three natural operations on the category of marked surfaces.

1. The disjoint union \bigcup which endows MS with a symmetric monoidal structure. (It is actually a coproduct in MS.)
2. The gluing operation described as follows. Let Σ = (Σ, A) be a marked surface and a, b \∈ A two boundary arcs. Set Σ_{a#b} := Σ / a(t) ~ b(1 - t) and A_{a#b} := A \ (a \cup b). The marked surface Σ_{a#b} = (Σ_{a#b}, A_{a#b}) is said obtained from Σ by gluing a and b.
3. The fusion operation is described as follows. Consider a marked surface $\Sigma$ with two boundary arcs $a$, $b$ as before and denote by $i$, $j$, $k$ the three boundary arcs (edges) of the triangle $T$. The fusion of $\Sigma$ along $a$ and $b$ is the marked surface $\Sigma_{a\#b} := (\Sigma \sqcup T)_{a\#i, b\#j}$. For $\Sigma_1 = (\Sigma_1, \{a_1\}), \Sigma_2 = (\Sigma_2, \{a_2\}) \in \text{MS}^{(1)}$, we denote by $\Sigma_1 \wedge \Sigma_2$ the fusion $(\Sigma_1 \sqcup \Sigma_2)_{a_1 \# a_2}$.

**Remark 2.3.**

1. $\mathfrak{m}_1$ is obtained from $\mathbb{B}$ by fusioning its two boundary arcs.
2. $\Sigma^*_1$ is obtained from $\mathbb{D}_1^+$ by fusioning its two boundary arcs.
3. We have $\Sigma^*_g \wedge \Sigma^*_g' \cong \Sigma^*_{g+g'}$ so $\Sigma^*_g \cong (\Sigma^*_1)^{\otimes n}$.

These remarks permitted the authors of [3, 5] to reduce the study of the Poisson geometry of the relative character variety of $\Sigma_g$ to the study of the representation variety of $\mathbb{D}_1^+$, made in [4], as we shall briefly review in Section 3.

A tangle is a compact framed, properly embedded 1-dimensional manifold $T \subset \Sigma \times (0, 1)$ with $\partial T \subset A \times (0, 1)$ such that for every point of $\partial T$ the framing is parallel to the $(0,1)$ factor and points to the direction of 1. The height of $(v, h) \in \Sigma \times (0, 1)$ is $h$. If $a$ is a boundary arc and $T$ a tangle, we impose that no two points in $\partial_a T := \partial T \cap a \times (0,1)$ have the same heights, hence the set $\partial_a T$ is totally ordered by the heights. Two tangles are isotopic if they are isotopic through the class of tangles that preserve the boundary height orders. By convention, the empty set is a tangle only isotopic to itself. A state is a map $s: \partial T \to \{\pm\}$ and a stated tangle is a pair $(T, s)$.

**Figure 1.** On the left: a stated tangle. On the right: its associated diagram. The arrows represent the height orders.

**Definition 2.4.** Let $k$ be a (unital associative) commutative ring and let $A^{1/2} \in k^\times$ be an invertible element. The stated skein algebra $\mathcal{S}_A(\Sigma)$ is the free $k$-module generated by isotopy classes of stated tangles in $\Sigma \times (0,1)$ modulo the following skein relations

\[
\begin{align*}
\framebox{X} &= A \bigcup A^{-1} \bigcup \quad \text{and} \quad \framebox{O} = -(A^2 + A^{-2}) \quad \text{big}, \\
\framebox{#}^+ = \framebox{#}^- = 0, & \quad \text{and} \quad \framebox{#}^+ = A^{1/2} \bigcup -A^{5/2} \bigcup = \framebox{#} \big.
\end{align*}
\]

The product of two classes of stated tangles $[T_1, s_1]$ and $[T_2, s_2]$ is defined by isotoping $T_1$ and $T_2$ in $\Sigma \times (1/2,1)$ and $\Sigma \times (0,1/2)$ respectively and then setting $[T_1, s_1] \cdot [T_2, s_2] = [T_1 \sqcup T_2, s_1 \sqcup s_2]$. Now consider an embedding $f: \Sigma_1 \to \Sigma_2$ of marked surfaces and define a proper embedding $\bar{f}: \Sigma_1 \times (0,1) \to \Sigma_2 \times (0,1)$ such that: (1) $\bar{f}(x, t) = (f(x), \varphi(x, t))$ for $\varphi$ a smooth map and (2) if $a_1$, $a_2$ are two boundary arcs of $\Sigma_1$ mapped to the same boundary arc $b$ of $\Sigma_2$ and the ordering of $f$ is $a_1 < a_2$, then for all $x_1 \in a_1$, $x_2 \in a_2$, $t_1, t_2 \in (0,1)$ one has $\varphi(x_1, t_1) < \varphi(x_2, t_2)$. We define $f_*: \mathcal{S}_A(\Sigma_1) \to \mathcal{S}_A(\Sigma_2)$ by $f_*([T, s]) := [\bar{f}(T), s \circ \bar{f}^{-1}]$. The assignment $\Sigma \to \mathcal{S}_A(\Sigma)$ defines a symmetric monoidal functor $\mathcal{S}_A: \text{MS} \to \text{Alg}_k$. 
2.2 Splitting morphism and comodule structure

Let \( a, b \) be two distinct boundary arcs of \( \Sigma \), denote by \( \pi: \Sigma \to \Sigma_a \# b \) the projection and \( c := \pi(a) = \pi(b) \). Let \( (T_0, s_0) \) be a stated framed tangle of \( \Sigma_a \# b \times (0, 1) \) transversed to \( c \times (0, 1) \) and such that the heights of the points of \( T_0 \cap c \times (0, 1) \) are pairwise distinct and the framing of the points of \( T_0 \cap c \times (0, 1) \) is vertical towards 1. Let \( T \subset \Sigma \times (0, 1) \) be the framed tangle obtained by cutting \( T_0 \) along \( c \). Any two states \( s_a: \partial_a T \to \{-, +\} \) and \( s_b: \partial_b T \to \{-, +\} \) give rise to a state \( (s_a, s_0, s_b) \) on \( T \). Both the sets \( \partial_a T \) and \( \partial_b T \) are in canonical bijection with the set \( St(c) := \{s: c \cap T_0 \to \{-, +\}\} \).

**Definition 2.5.** Let \( \theta_a \# b: \mathcal{S}_A(\Sigma_a \# b) \to \mathcal{S}_A(\Sigma) \) be the linear map given, for any \( (T_0, s_0) \) as above, by

\[
\theta_a \# b([T_0, s_0]) := \sum_{s \in St(c)} [T, (s, s_0, s)].
\]

![Figure 3. An illustration of the gluing map \( \theta_a \# b \).](image)

**Theorem 2.6 ([51, Theorem 3.1]).** The map \( \theta_a \# b \) is an injective morphism of algebras.

Recall that the bigon \( B \) is a disc with two boundary arcs, say \( a_L, a_R \). While gluing two bigons \( B \) and \( B' \) together along \( a_R \# a'_L \), we get another bigon. Thus we have a coproduct

\[
\Delta := \theta_{a_R \# a'_L}: \mathcal{S}_A(B) \to \mathcal{S}_A(B) \otimes \mathcal{S}_A(B),
\]

which endows \( \mathcal{S}_A(B) \) with a structure of Hopf algebra. Further define a co-R-matrix \( r: \mathcal{S}_A(B) \otimes \mathcal{S}_A(B) \to k \) by

\[
r \left( \begin{array}{c|c}
T & T' \\
\hline
\end{array} \right) := \epsilon \left( \begin{array}{c|c}
T & T' \\
\hline
\end{array} \right),
\]

and a co-twist \( \Theta: \mathcal{S}_A(B) \to k \) by

\[
\Theta \left( \begin{array}{c|c}
T & T' \\
\hline
\end{array} \right) := \epsilon \left( \begin{array}{c|c}
T & T' \\
\hline
\end{array} \right).
\]

Let \( \alpha_{ij} := \begin{array}{c}
\hline
i
\end{array} \in \mathcal{S}_q(B) \) for \( i, j = \pm \).
Theorem 2.7 ([23, 49]). The co-ribbon Hopf algebra \((S_A(\mathbb{B}), \Delta, r, \Theta)\) is isomorphic to \(O_q[SL_2]\) through an isomorphism sending \(\alpha_{++}, \alpha_{+-}, \alpha_{-+}, \alpha_{--}\) to \(a, b, c, d\) respectively.

For a general marked surface \(\Sigma\) with a boundary arc \(c\), since \((\mathbb{B} \cup \Sigma)_{a \# c} = \Sigma\) and \((\Sigma \cup \mathbb{B})_{c \# aL} = \Sigma\), we have some left and right comodule maps

\[\Delta^L_c := \theta_{aR \# c} : S_A(\Sigma) \to O_q[SL_2] \otimes S_A(\Sigma)\]

and

\[\Delta^R_c := \theta_{c \# aL} : S_A(\Sigma) \to S_A(\Sigma) \otimes O_q[SL_2].\]

as illustrated in Figure 4.

![Figure 4. Comodule maps.](image)

Note that by composing the \(\Delta^L_a\) for \(a \in A\), we get a comodule map \(\Delta^L : S_A(\Sigma) \to (O_q[SL_2])^{\otimes A} \otimes S_A(\Sigma)\).

2.3 Bad arcs and reduced stated skein algebras

Let \(\Sigma\) a marked surface and \(p\) a boundary puncture between two consecutive boundary arcs \(a\) and \(b\) on the same boundary component \(\partial\) of \(\partial \Sigma\). The orientation of \(\Sigma\) induces an orientation of \(\partial\) so a cyclic ordering of the elements of \(\partial \cap A\). We suppose that \(a\) is followed by \(p\) which is followed by \(b\) in this ordering. We denote by \(\alpha(p)\) an arc with one endpoint \(v \in a\) and one endpoint \(v \in b\) such that \(\alpha(p)\) can be isotoped inside \(\partial\). Let \(\alpha(p)_{ij} \in S_A(\Sigma)\) be the class of the stated arc \((\alpha(p), s)\) where \(s(v_b) = i\) and \(s(v_a) = j\) (see Figure 5).

![Figure 5. A bad arc.](image)

Definition 2.8. The element \(\alpha(p)_{-+} \in S_A(\Sigma)\) is called the bad arc associated to \(p\). The reduced stated skein algebra \(\overline{S}_A(\Sigma)\) is the quotient of \(S_A(\Sigma)\) by the ideal generated by all bad arcs.

2.4 Basic properties

Theorem 2.9. Let \(k\) be an arbitrary commutative, unital ring with \(A^{1/2} \in k^{\times}\).

1. \(S_A(\Sigma)\) and \(\overline{S}_A(\Sigma)\) are free \(k\) modules with (explicit) bases \(\mathcal{B}\) and \(\overline{\mathcal{B}}\) made of (classes) of stated tangles [23, Theorem 7.1], [51, Theorem 2.11].

2. \(S_A(\Sigma)\) and \(\overline{S}_A(\Sigma)\) are domains [10, 23, 51, 55].

3. \(S_A(\Sigma)\) and \(\overline{S}_A(\Sigma)\) are finitely generated. When \(\Sigma\) does not have unmarked component, we even have explicit finite presentations of them ([20] for unmarked surfaces, [44] for marked surfaces).
2.5 The quantum fusion operation

Recall that the triangle $T$ is a disc with three boundary arcs, say $i$, $j$, $k$ and that we defined the fusion of a marked surface $\Sigma$ along two boundary arcs $a$, $b$ by

$$\Sigma_{a\#b} := \left(\Sigma \bigcup T\right)_{a\#i, b\#j}.$$ 

Definition 2.10. Let $(H, \mu_H, \eta, \Delta, \epsilon_H, \rho, \tau)$ be a cobraided Hopf algebra and $A = (A, \mu, \epsilon)$ be an algebra object in $H \otimes H - \text{Comod}$ and denote by $\Delta_{H \otimes H}: A \rightarrow H \otimes H \otimes A$ its comodule map. Write $\Delta^1 := (id \otimes \epsilon \otimes id) \circ \Delta_{H \otimes H}: A \rightarrow H \otimes A$ and $\Delta^2: (\epsilon \otimes id \otimes id) \circ \Delta_{H \otimes H}: A \rightarrow H \otimes A$. The fusion $A_{1\#2}$ is the algebra object $(A_{1\#2}, \mu_{1\#2}, \epsilon_{1\#2})$ in $H - \text{Comod}$ where

1) $A_{1\#2} = A$ as a $k$-module and $\epsilon_{1\#2} = \epsilon$,

2) the product is the composition

$$\mu_{1\#2}: A \otimes A \xrightarrow{\Delta^1 \otimes \Delta^2} H \otimes A \otimes H \otimes A \xrightarrow{id \otimes \tau_{A,H} \otimes id} H \otimes H \otimes A \otimes A \xrightarrow{\rho \otimes H, H \otimes \mu} A,$$

3) the comodule map is $\Delta_H := (\mu_H \otimes id) \circ \Delta_{H \otimes H}$.

For instance, if $V$ and $W$ are two algebra objects in $H - \text{Comod}$, then $V \otimes_k W$ is an algebra object in $H \otimes^H \cdash \text{Comod}$ and its fusion $(V \otimes_k W)_{1\#2}$ is called the cobraided tensor product and is denoted by $V \otimes W$. Identify $V$ with $V \otimes 1$ and $W$ with $1 \otimes W$ in $V \otimes W$. Its product is characterized by the formula

$$\mu(x \otimes y) = \begin{cases} 
\mu_V(x \otimes y), & \text{if } x, y \in V, \\
\mu_W(x \otimes y), & \text{if } x, y \in W, \\
x \otimes y, & \text{if } x \in V, y \in W, \\
c_{W,V}(x \otimes y), & \text{if } x \in W, y \in V.
\end{cases}$$

Here, the braiding is defined by

$$c_{V,W}: V \otimes W \xrightarrow{\tau_{V,W}} W \otimes V \xrightarrow{\Delta_W \otimes \Delta_V} H \otimes W \otimes H \otimes V \xrightarrow{id_H \otimes \tau_{W,H} \otimes id_V} H \otimes H \otimes W \otimes V \xrightarrow{\rho \otimes id_W \otimes id_V} W \otimes V.$$

Now consider a marked surface $\Sigma_{a\#b}$ obtained by fusing two boundary arcs $a$ and $b$. Fix an orientation $\sigma$ of the boundary arcs of $\Sigma \bigcup T$, as in Figure 6 and let $\sigma'$ the induced orientation of the boundary arcs of $\Sigma'$. Define a linear map $\Psi_{a\#b}: \mathcal{S}_A(\Sigma) \rightarrow \mathcal{S}_A(\Sigma_{a\#b})$ by $\Psi_{a\#b}([D, s]^{\sigma}) := [D', s']$ where $(D', s')$ is obtained from $(D, s)$ by gluing to each point of $D \cap a$ a straight line in $T$ between $e_1$ and $e_3$ and by gluing to each point of $D \cap b$ a straight line in $T$ between $e_2$ and $e_3$. Figure 6 illustrates $\Psi_{a\#b}.$

**Figure 6.** An illustration of $\Psi_{a\#b}.$

Theorem 2.11 (Costantino–Lê [23, Theorem 4.13]). The linear map $\Psi_{a\#b}$ is an isomorphism of $k$-modules which identifies $\mathcal{S}_A(\Sigma_{a\#b})$ with the fusion $\mathcal{S}_A(\Sigma)_{a\#b}.$
Costantino and Lë proved Theorem 2.11 in the particular case where \( \Sigma = \Sigma_1 \cup \Sigma_2 \) with \( a, b \) boundary arcs of \( \Sigma_1 \) and \( \Sigma_2 \) respectively. In this case, the conclusion of the theorem reads:

\[
S_A(\Sigma_{a \circ b}) \cong S_A(\Sigma_1) \otimes S_A(\Sigma_2).
\]

Higgins generalized in [40] this result for SL\(_3\) stated skein algebras. Higgins’ proof extends word-by-word to prove the more general statement of Theorem 2.11 as reproduced here:

**Proof.** The fact that \( \Psi_{a \circ b} \) is surjective is an easy consequence of the skein relation:

\[
A^{1/2} - A^{5/2} = \mathcal{D}.
\]

The injectivity is proved using the following elegant argument of Higgins in [40]. Since \( \Sigma_{a \circ b} \) is obtained from \( \Sigma \cup T \) by gluing some boundary arcs, we have a gluing map \( \theta: S_A(\Sigma_{a \circ b}) \to S_A(T) \otimes S_A(\Sigma) \). Let \( i: T \to \mathbb{B} \) be the embedding of marked surfaces sending \( e_3 \) to \( a_R \) and \( e_1, e_2 \) to \( a_L \) with \( e_1 > e_2 \) and denote by \( i_*: S_A \to O_q[SL_2] \) the induced morphism. Consider the composition

\[
\Phi: S_A(\Sigma_{a \circ b}) \xrightarrow{i_* \otimes id} O_q[SL_2] \otimes S_A(\Sigma) \xrightarrow{\epsilon \otimes id} S_A(\Sigma).
\]

As illustrated in Figure 7, it is easy to see that \( \Phi \) is a left inverse to \( \Psi_{a \circ b} \), thus \( \Psi_{a \circ b} \) is an isomorphism. It remains to prove that the pullback by \( \Psi_{a \circ b} \) of the product in \( S_A(\Sigma_{a \circ b}) \) is the fusion product \( \mu_{a \circ b} \). This fact is illustrated in Figure 8.

**Figure 7.** An illustration of the equality \( \Phi \circ \Psi_{a \circ b} = \text{id} \).

**Figure 8.** An illustration of the fusion product \( \mu_{a \circ b} \).

### 2.6 Centers and PI-degrees at roots of unity

**Notations 2.12.** Suppose that \( A \in \mathbb{C}^* \) is a root of unity of odd order \( N \). We denote by

- \( \mathcal{Z}(\Sigma) \) the center of \( S_A(\Sigma) \) and \( \overline{\mathcal{Z}}(\Sigma) \) the center of \( \overline{S}_A(\Sigma) \),
- \( \mathcal{X}(\Sigma) := \text{Specm}(\mathcal{Z}(\Sigma)) \) and \( \overline{\mathcal{X}}(\Sigma) := \text{Specm}(\overline{\mathcal{Z}}(\Sigma)) \),
- \( \mathcal{X}(\Sigma) := \text{Specm}(\mathcal{S}_{+1}(\Sigma)) \) and \( \overline{\mathcal{X}}(\Sigma) := \text{Specm}(\overline{\mathcal{S}}_{+1}(\Sigma)) \).
Theorem 2.13 ([10] for unmarked surfaces, [49] for marked surfaces). When $A \in \mathbb{C}^*$ is a root of unity of odd order $N$, there exist embeddings

$$\text{Ch}_A: \mathcal{S}_{+1}(\Sigma) \hookrightarrow \mathcal{Z}(\Sigma) \quad \text{and} \quad \text{Ch}_A: \mathcal{S}_{+1}(\Sigma) \hookrightarrow \mathcal{Z}(\Sigma)$$

named Chebyshev–Frobenius morphisms, sending the (commutative) algebra at +1 into the center of the skein algebra at $A^{1/2}$. Moreover, $\text{Ch}_A$ is characterized by the facts that if $\gamma$ is a closed curve, then $\text{Ch}_A(\gamma) = T_N(\gamma)$, where $T_N(X)$ is the $N$th Chebyshev polynomial of first type, and if $\alpha_{ij}$ is a stated arc, then $\text{Ch}_A(\alpha_{ij}) = \alpha_{ij}^{(N)}$ is the class of $N$ parallel copies of $\alpha_{ij}$ pushed along the framing direction.

Definition 2.14.

1. For $p$ an inner puncture (i.e., an unmarked connected component of $\partial \Sigma$), we denote by $\gamma_p \in \mathcal{S}_A(\Sigma)$ the class of a peripheral curve encircling $p$ once.

2. For $\partial \in \pi_0(\partial \Sigma)$ a boundary component which intersects $\mathcal{A}$ non trivially, denote by $p_1, \ldots, p_n$ the boundary punctures in $\partial$ cyclically ordered by the orientation of $\partial$ (induced from that of $\Sigma$) and define the elements in $\mathcal{S}_A(\Sigma)$:

$$\alpha_\partial := \alpha(p_1)_{++} \cdots \alpha(p_n)_{++}, \quad \text{and} \quad \alpha_\partial^{-1} := \alpha(p_1)_{--} \cdots \alpha(p_n)_{--}.$$

In $\mathcal{S}_A(\Sigma)$, we have $\alpha_\partial \alpha_\partial^{-1} = 1$ (see [47] for a proof).

For a prime ring $R$ with finite rank $r$ over its center, the rank $r$ is a perfect square (by a celebrated theorem of Posner–Formanek detailed in [14, Theorem 1.13.3]) and we call PI-degree of $R$ the square root $\sqrt{r}$.

Theorem 2.15. Suppose that $A \in \mathbb{C}^*$ is a root of unity of odd order $N$.

1. If $\Sigma$ is unmarked, then (i) the center of $\mathcal{S}_A(\Sigma)$ is generated by the image of the Chebyshev–Frobenius morphism together with the eventual peripheral curves $\gamma_p$ for $p$ an inner puncture. (ii) $\mathcal{S}_A(\Sigma)$ is finitely generated over the image of the Chebyshev–Frobenius morphism (so over its center) and (iii) for $\Sigma = (\Sigma_{g,n},\emptyset)$ the PI-degree of $\mathcal{S}_A(\Sigma)$ is $N^{3g-3+n}$ [32].

2. For any marked surface then (i) the center of $\mathcal{S}_A(\Sigma)$ is generated by the image of the Chebyshev–Frobenius morphism together with the peripheral curves $\gamma_p$ associated to inner punctures and the elements $\alpha_\partial^{\pm 1}$ associated to boundary components $\partial \in \pi_0(\partial \Sigma)$. (ii) both $\mathcal{S}_A(\Sigma)$ and $\mathcal{S}_A(\Sigma)$ are finitely generated over the image of the Chebyshev–Frobenius morphisms (so over their center). (iii) For $\Sigma = (\Sigma_{g,n},\mathcal{A})$, the PI-degree of $\mathcal{S}_A(\Sigma)$ is $N^{3g-3+n+|\mathcal{A}|}$ [47].

3. The center of $\mathcal{S}_A(\Sigma^*_g)$ is equal to the image of the Chebyshev–Frobenius morphism [34].

Denote by $\pi: \tilde{\mathcal{X}}(\Sigma) \to \mathcal{X}(\Sigma)$ and by $\overline{\pi}: \tilde{\mathcal{X}}(\Sigma) \to \overline{\mathcal{X}}(\Sigma)$ the dominant maps induced by the Chebyshev–Frobenius morphisms. Note that, since $\mathcal{S}_{+1}(\Sigma)$ is a quotient of $\mathcal{S}_{+1}(\Sigma)$, then $\overline{\mathcal{X}}(\Sigma)$ is a subvariety of $\mathcal{X}(\Sigma)$. Theorem 2.15 implies that $\pi$ and $\overline{\pi}$ are finite branched coverings.

Theorem 2.16. Suppose that $A \in \mathbb{C}^*$ is a root of unity of odd order $N$. Then the PI-degree of $\mathcal{S}_A(\Sigma^*_g)$ is $N^{3g}$.

Proof. Let $\mathcal{G} = \{\alpha_1, \beta_1, \ldots, \alpha_g, \beta_g\}$ be the set of arcs in $\Sigma^*_g$ drawn in Figure 9. For $\gamma \in \mathcal{G}$ with endpoints $v$, $w$ such that $h(v) < h(w)$ and for $i, j = \pm$, write $\gamma_{ij} \in \mathcal{S}_A(\Sigma^*_g)$ the class of the
arc $\gamma$ with state sending $v$ to $i$ and $w$ to $j$. For $n \geq 0$, write $n = q_n N + r_n$ its Euclidean division characterized by the property that $0 \leq r_n < N$. Set
$$\gamma_{ij}^{(n)} := (\gamma_{ij}^{(N)})^{q_n} (\gamma_{ij})^{r_n},$$
where we recall that $\gamma_{ij}^{(N)}$ is the central element made of $N$ parallel copies of $\gamma_{ij}$ (here $\gamma_{ij}^{(N)} \neq \gamma_{ij}^N$).

Let
$$B(\gamma) := \{ \gamma_{++}^{(a)} \gamma_{+-}^{(b)} \gamma_{-+}^{(c)} \mid a, b, c \geq 0 \} \cup \{ \gamma_{++}^{(a)} \gamma_{+-}^{(b)} \gamma_{-+}^{(c)} \mid a, b, c \geq 0 \}$$
and
$$B^0(\gamma) := \{ \gamma_{++}^{(a)} \gamma_{+-}^{(b)} \gamma_{-+}^{(c)} \mid 0 \leq a, b, c \leq N - 1 \} \cup \{ \gamma_{++}^{(a)} \gamma_{+-}^{(b)} \gamma_{-+}^{(c)} \mid 0 \leq a, b, c \leq N - 1 \}.$$

Consider the sets
$$B := \{ x_1 y_1 \cdots x_g, y_g, x_i \in B(\alpha_i), y_i \in B(\beta_i) \},$$
and
$$B^0 := \{ x_1 y_1 \cdots x_g, y_g, x_i \in B^0(\alpha_i), y_i \in B^0(\beta_i) \}.$$

Then by [44, Theorem 3.7], $B$ is a basis of $S_A(\Sigma_g^*)$. By Theorem 2.15, the center of $S_A(\Sigma_g^*)$ is the image of the Chebyshev–Frobenius morphism $\text{Ch}_A$ and Theorem 2.13 implies that $B^0$ is a basis of $S_A(\Sigma_g^*)$ over its center. Therefore the PI-degree of $S_A(\Sigma_g^*)$ is the square root of the cardinal of $B^0$. Since $B^0$ has $N^{6g}$ elements, this concludes the proof.

Remark 2.17. In [52], Lê and Yu announced that they have computed explicitly the center of any stated skein algebra at roots of unity and that they have computed their PI-degree as well, in some still un-prepublished work. For a root of unity of odd order $N$ and a connected marked surface $\Sigma$ of genus $g$ with $s$ boundary arcs and $n_{\text{even}}$ (resp. $n_{\text{odd}}$) boundary components with an even (resp. odd) number of boundary arcs, they announced that the PI-degree of $S_A(\Sigma)$ is $N^{3g-3+n_{\text{even}}+\frac{3}{2}(n_{\text{odd}}+s)}$. This agrees with our formula in Theorem 2.16.

3 Geometric study

3.1 Poisson bracket arising from deformation quantization

The algebras $S_{+1}(\Sigma)$ and $\overline{S}_{+1}(\Sigma)$ have Poisson brackets defined as follows. Let $S_{+1}$ be either $S_{+1}(\Sigma)$ or $\overline{S}_{+1}(\Sigma)$ with $A^{1/2} = +1 \in \mathbb{C}$ and denote by $S_{A_h}$ the same algebra taken in the ring $\mathbb{C}[[h]]$ of formal power series in $h$ with $A_h^{1/2} := \exp(h/2) \in \mathbb{C}[[h]]$. Consider the basis $B$ of the first item of Theorem 2.9 made of stated tangles. An element $b \in B$ can be seen both as an element of $S_{+1}$ or $S_{A_h}$, and we define a linear isomorphism $\Psi : S_{+1} \otimes \mathbb{C}[[h]] \cong S_{A_h}$ by setting $\Psi(b) = b$ for all $b \in B$. Let $\star$ denote the pull-back by $\Psi$ of the product of $S_{A_h}$.
Definition 3.1. The Poisson bracket \{·,·\} on \(S_{+1}\) is defined by
\[
x \star y - y \star x \equiv \hbar \{x, y\} \mod \hbar^2
\]
for all \(x, y \in S_{+1}\).

As a result, \(\mathcal{X}(\Sigma) \subset \mathcal{X}(\Sigma)\) are affine Poisson varieties. The Poisson bracket \{·,·\} does not depend on the choice of the basis \(B\).

Note that if \(f: S_A(\Sigma_1) \to S_A(\Sigma_2)\) is a morphism of algebras for \(A^{1/2}\) a generic element, then it induces a morphism of algebras \(f_\hbar: S_{A\hbar}(\Sigma_1) \to S_{A\hbar}(\Sigma_2)\) so Definition 3.1 implies that the induced morphism \(f_+: S_{+1}(\Sigma_1) \to S_{+1}(\Sigma_2)\) is Poisson and defines a Poisson map \(f^*: \mathcal{X}(\Sigma_2) \to \mathcal{X}(\Sigma_1)\). We will illustrate this remark on three examples:

1. The splitting morphisms \(\theta_{a#b}: S_A(\Sigma_{a#b}) \to S_A(\Sigma)\) induces a Poisson map \(\theta_{a#b}^*: \mathcal{X}(\Sigma) \to \mathcal{X}(\Sigma_{a#b})\). In particular, writing \(SL^D_2 := \mathcal{X}(B)\), the coproduct \(\Delta: S_A(B) \to S_A(B) \otimes^A\) induces a Poisson group law on \(SL^D_2\): we say that \(SL^D_2\) is a Poisson–Lie group (see Section 3.2 for details).

2. The comodule map \(\Delta^L: S_A(\Sigma) \to O_q[SL_2] \otimes^A S_A(\Sigma)\) induces a Poisson action
\[
\nabla^L: (SL^D_2)^A \times \mathcal{X}(\Sigma) \to \mathcal{X}(\Sigma).
\]

We say that \(\mathcal{X}(\Sigma)\) is a \((SL^D_2)^A\)-Poisson variety.

3. Let \(i: m_1 \to \Sigma^*_g\) be the embedding of marked surfaces illustrated in Figure 10.

![Figure 10](image.png)

Figure 10. The marked surfaces embedding defining the quantum and classical moment maps.

The induced algebra morphism
\[
\mu_q := i*: S_A(m_1) \to S_A(\Sigma^*_g)
\]
is called the quantum moment map. Writing \(SL^{STS}_2 := \mathcal{X}(m_1)\), the quantum moment map induces a Poisson map
\[
\mu: \mathcal{X}(\Sigma^*_g) \to SL^{STS}_2,
\]
named the classical moment map. Note that \(\mu\) is a morphism of \(SL^D_2\)-Poisson varieties.

For latter use, we now define an important toric action. Let \(\iota: \mathbb{C}^* \hookrightarrow SL_2\) be the diagonal embedding \(\iota(z) := (\begin{smallmatrix} z & 0 \\ 0 & z \end{smallmatrix})\).

Definition 3.2. The toric action of \((\mathbb{C}^*)^A\) on \(\mathcal{X}(\Sigma)\) is the action induced by the \((SL_2)^A\) action through the embedding \(\iota^A: (\mathbb{C}^*)^A \hookrightarrow (SL_2)^A\). It reduces to a similar toric action on \(\mathcal{X}(\Sigma)\).

When \(\Sigma\) does not contain any unmarked component, then the Poisson varieties \(\mathcal{X}(\Sigma)\) and \(\mathcal{X}(\Sigma)\) are smooth so they can be seen as analytic manifolds as well. We can thus partition \(\mathcal{X}(\Sigma)\) into its symplectic leaves.
Definition 3.3.

1. Let $X$ be a smooth Poisson variety. Consider the equivalence relation $\sim$ on $X$ by writing $x \sim y$ if there exists a finite sequence $x = p_0, p_1, \ldots, p_k = y$ and functions $h_0, \ldots, h_{k-1} \in \mathcal{O}[X]$ such that $p_{i+1}$ is obtained from $p_i$ by deriving along the Hamiltonian flow of $h_i$. The orbits for this relation are called the \textit{symplectic leaves}: they are the biggest connected smooth symplectic subvarieties of $X$.

2. When $X$ is either $\mathcal{X}(\Sigma)$ or $\overline{\mathcal{X}}(\Sigma)$, consider the equivalence relation $\sim$ where $x \sim y$ if there exists an element $t \in (\mathbb{C}^*)^4$ such that $t \cdot x$ and $y$ belong to the same symplectic leaf. The orbits for this relation are called the \textit{equivariant symplectic leaves}.

The classification of representations of (reduced) stated skein algebras at roots of unity is closely related to the computation of the equivariant symplectic leaves as detailed in [45] and briefly reviewed in Section 4.2. In particular, Theorem 1.1 will follow from the fact that $\overline{\mathcal{X}}(\Sigma^*)$ contains a single equivariant symplectic leaf.

3.2 Relative representation varieties in particular cases

The Poisson variety $\mathcal{X}(\Sigma)$ admits a geometric description named \textit{relative representation variety} first defined by Fock–Rosly in [31] and studied independently in [3, 5, 36, 43]. The precise relation between relative representation varieties and $\mathcal{X}(\Sigma)$ is proved in [49, Theorem 1.3] (see also [44, Theorem 4.7] for an alternative proof). Let us first describe this moduli space in the particular cases of $\mathbb{B}$, $\mathfrak{m_1}$, $\mathbb{D}_1^+$. Let us first introduce the classical and quantum $R$-matrices. Consider the matrices in $\mathfrak{sl}_2$:

$$E = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad F = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad H = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. $$

Consider these matrices as operators acting on a 2-dimensional vector space $V$ with ordered basis $(v_+, v_-)$ (the standard representation of $\mathfrak{sl}_2$). Define an endomorphism $q^{\frac{H \otimes H}{2}} \in \text{End}(V \otimes V)$ by $q^{\frac{H \otimes H}{2}} \cdot v_{e_1} \otimes v_{e_2} := A^{e_1 \otimes e_2} v_{e_1} \otimes v_{e_2}$. Then $R$ is the matrix in the ordered basis $(v_+ \otimes v_+, v_+ \otimes v-, v_- \otimes v_+, v_- \otimes v_-)$ of the operator

$$R = \tau \circ q^{\frac{H \otimes H}{2}} \exp \left( (q - q^{-1}) E \otimes F \right) = \tau \circ q^{\frac{H \otimes H}{2}} \circ (1 + (q - q^{-1}) E \otimes F).$$

Define the classical $r$-matrices:

$$r^+ := \frac{1}{2} H \otimes H + 2E \otimes F, \quad r^- := \frac{1}{2} H \otimes H + 2F \otimes E.$$

Then, writing $A^{1/2} = \exp(h/2)$, one has

$$R \equiv \tau (1 \otimes 1 + hr^+) \pmod{h^2} \equiv (1 \otimes 1 + hr^-) \tau \pmod{h^2}, \quad (3.1)$$

$$R^{-1} \equiv (1 \otimes 1 - hr^+ \tau \pmod{h^2} \equiv \tau (1 \otimes 1 - hr^-) \pmod{h^2}. \quad (3.2)$$

\textit{The case of the bigon:} The quantum group $O_q[SL_2]$ is generated by elements $a$, $b$, $c$, $d$ and, writing $N := \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right)$, it is defined by the relations:

$$N \otimes N = R^{-1} (N \otimes N) R, \quad \det_q(N) := ad - q^{-1} bc = 1.$$

Recall that, writing $\alpha_{ij} := \left( \begin{smallmatrix} i & j \\ j & i \end{smallmatrix} \right)$, the isomorphism $S_A(\mathbb{B}) \cong O_q[SL_2]$ of Theorem 2.7 sends $\alpha_{++}$, $\alpha_{+-}$, $\alpha_{-+}$, $\alpha_{--}$ to $a$, $b$, $c$, $d$ respectively.
Replacing $A$ by $\exp(h/2)$ and developing using equations (3.1), (3.2), we find
\[
N \circ N \equiv (1 - hr^+)\tau(N \circ N)\tau(1 + hr^+) \pmod{h^2}
\]
\[
\Leftrightarrow \tau(N \circ N)\tau - N \circ N \equiv h(r^+(N \circ N) - (N \circ N)r^+) \pmod{h^2}.
\]

Therefore $\mathcal{X}(\mathbb{B})$ can be identified with the variety $\text{SL}_2$ together with the Poisson bracket defined by
\[
\{N \circ N\}^D = r^+(N \circ N) - (N \circ N)r^+.
\]

We will denote by $\text{SL}_2^D$ the obtained Poisson–Lie group (the D stands for Drinfel’d who first defined it in [29]). We can rewrite equation (3.3) as
\[
\begin{align*}
\{a, b\}^D &= -ab\{a, c\}^D = -ac\{b, c\}^D = 0, \\
\{d, b\}^D &= db\{d, c\}^D = dc\{a, d\}^D = -2bc.
\end{align*}
\]

Consider the double Bruhat cells decomposition
\[
\text{SL}_2^D = X_{00} \bigsqcup X_{01} \bigsqcup X_{10} \bigsqcup X_{11},
\]
where $\begin{pmatrix} a & b \\ c & d \end{pmatrix}$ is in $X_{11}$ if $bd \neq 0$, is in $X_{10}$ if $b = 0$, $c \neq 0$, is in $X_{01}$ if $c = 0$, $b \neq 0$ and is in $X_{00}$ if it is diagonal. The Weil group of $\text{SL}_2$ is $W = \{w_0, w_1\}$ where $w_0$ is the class of the identity $\hat{w}_0 := 1_2$ and $w_1$ is the class of $\hat{w}_1 := \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$. Denote by $B^+$ (resp. $B^-$) the subgroup of $\text{SL}_2$ of upper (resp. lower) triangular matrices. A simple computation shows that
\[
X_{ij} = B^+\hat{w}_iB^+ \cap B^-\hat{w}_jB^-.
\]

**Theorem 3.4** (Hodges–Levasseur [41, Theorem B.2.1]). The equivariant symplectic leaves of $\text{SL}_2^D$ are the double Bruhat cells $X_{ij}$.

The case of the once-punctured monogon: Let $\alpha \subset \mathfrak{m}_1$ be the unique corner arc with endpoint $v$ and $w$ such that $v <_{\sigma_+} w$ and $\alpha_{ij}$ the stated arc with state $i$ on $v$ and $j$ on $w$ and $h(v) < h(w)$. Graphically, this means that $\alpha_{ij} := \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$. Consider the $2 \times 2$ matrix:
\[
N = \begin{pmatrix} a & b \\ c & d \end{pmatrix} := \begin{pmatrix} 0 & -A^{5/2} \\ A^{1/2} & 0 \end{pmatrix} \begin{pmatrix} \alpha_{++} & \alpha_{+-} \\ \alpha_{-+} & \alpha_{--} \end{pmatrix} = \begin{pmatrix} -A^{5/2}\alpha_{++} & -A^{5/2}\alpha_{--} \\ A^{1/2}\alpha_{++} & A^{1/2}\alpha_{--} \end{pmatrix}.
\]

Then $\mathcal{S}_A(\mathfrak{m}_1)$ is generated by $a, b, c, d$ with relations
\[
(1_1 \circ N)\mathcal{R}^{-1}(1_1 \circ N)\mathcal{R} = \mathcal{R}(1_1 \circ N)\mathcal{R}^{-1}(1_1 \circ N), \quad \det(N) = 1.
\]

The algebra $\mathcal{S}_A(\mathfrak{m}_1)$ is called the *braided quantum group* and were first considered by Majid (see [54]).

Write $\text{SL}_2^{STS} := \mathcal{X}(\mathfrak{m}_1)$: it is the variety $\text{SL}_2$ equipped with the so-called Semenov-Tian-Shansky Poisson bracket obtained by replacing $A$ by $\exp(h/2)$ and developing using equations (3.1), (3.2) as before. We find
\[
\{N \circ N\}^{STS} = -(1_1 \circ N)r^+(N \circ 1_2) + \tau(N \circ N)\tau r^+ - r^-(N \circ N) + (N \circ 1_2)r^-(1_2 \circ N).
\]

We can develop these equations to find
\[
\begin{align*}
\{c, d\}^{STS} &= 2ac\{d, b\}^{STS} = 2ab\{d, a\}^{STS} = 0, \\
\{b, a\}^{STS} &= 2ab\{a, c\}^{STS} = 2ac\{c, b\}^{STS} = 2a(a - d).
\end{align*}
\]
Note that, unlike $\text{SL}_2^D$, $\text{SL}_2^{STS}$ is no longer a Poisson–Lie group, i.e., the composition law of $\text{SL}_2$ is not Poisson. Consider the (simple) Bruhat cells decomposition:

$$\text{SL}_2 = \text{SL}_2^0 \bigcup \text{SL}_2^1,$$

where $\text{SL}_2^0 = B^- B^+$ is the subset of matrices $\begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2$ with $a \neq 0$ and $\text{SL}_2^1$ is its complementary. Extending the original work of Semenov-Tian-Shansky, Alekseev–Malkin proved that the symplectic leaves of $\text{SL}_2^{STS}$ are the intersections of the conjugacy classes in $\text{SL}_2$ with the so-called dressing orbits of $\text{SL}_2$, which are (1) the big cell $\text{SL}_2^0$ and (2) the subsets

$$C_b := \left\{ \begin{pmatrix} 0 & b \\ -b^{-1} & d \end{pmatrix} : d \in \mathbb{C} \right\}, \quad b \in \mathbb{C}^*.$$

We thus obtain

**Theorem 3.5** (Alekseev–Malkin [5, Section 4]). The symplectic leaves of $\text{SL}_2^{STS}$ are

1) the intersections $\text{SL}_2^0 \cap C$ where $C$ is a conjugacy class of $\text{SL}_2$,
2) the singletons $\{g\}$ for $g \in \text{SL}_2^1$.

Note that the toric action of $\mathbb{C}^*$ on $\text{SL}_2^{STS}$ is given by the formula

$$z \cdot \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \begin{pmatrix} z^{-1} & 0 \\ 0 & z \end{pmatrix} \begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} z & 0 \\ 0 & z^{-1} \end{pmatrix} = \begin{pmatrix} a & z^2b \\ z^{-2}c & d \end{pmatrix}. $$

In particular, $\mathbb{C}^*$ acts transitively on the dressing orbits $C_b$, $b \in \mathbb{C}^*$ which lie in $\text{SL}_2^1$, so we deduce

**Corollary 3.6.** The equivariant symplectic leaves of $\text{SL}_2^{STS}$ are the intersections $\text{SL}_2^i \cap C$ where $C$ is a conjugacy class and $i = 0, 1$.

The case of $\mathbb{D}_1^+$: The algebra $\mathbb{D}_1^+(\text{SL}_2) := \mathcal{S}_A(\mathbb{D}_1^+)$ is called the twisted Heisenberg double and is presented as follows. Let $\alpha, \beta$ be the two arcs in $\mathbb{D}_1^+$ of Figure 11.

Consider the matrices $N(\alpha) = \begin{pmatrix} \alpha_{++} & \alpha_{+-} \\ \alpha_{-+} & \alpha_{- -} \end{pmatrix}$, $N(\beta) = \begin{pmatrix} \beta_{++} & \beta_{+-} \\ \beta_{-+} & \beta_{- -} \end{pmatrix}$.

Then $D^+_q(\text{SL}_2)$ is generated by the $\alpha_{ij}$, $\beta_{ij}$, for $i, j = \pm$, modulo the relations $\det_q(N(\alpha)) = \det_q(N(\beta)) = 1$ and

$$N(a) \otimes N(a) = \mathcal{R}^{-1}(N(a) \otimes N(a))\mathcal{R}, \quad N(\alpha) \otimes N(\beta) = \mathcal{R}(N(\alpha) \otimes N(\beta))\mathcal{R},$$

for $a = \alpha, \beta$. So $D^+_q(\text{SL}_2) := \mathcal{X}(\mathbb{D}_1^+)$ is the variety $\text{SL}_2 \times \text{SL}_2$ with the Poisson bracket described by

$$\{N(\alpha) \otimes N(\beta)\}^+ = r^+_+(N(\alpha) \otimes N(\beta)) + (N(\alpha) \otimes N(\beta))r^+,$$

$$\{N(a) \otimes N(a)\}^+ = r^+_+(N(a) \otimes N(a)) - (N(a) \otimes N(a))r^+,$$

Figure 11. Two arcs in $\mathbb{D}_1^+$. 
for $a = \alpha, \beta$. The Poisson variety $D_+(SL_2)$ was studied by Alekseev–Malkin in [4] inspired by the work of Semenov-Tian-Shansky. More precisely, they consider the bracket $\{ \cdot, \cdot \}^{AM} = -\{ \cdot, \cdot \}^+$ for which, using the notations $r := r^+ + r^-$ and $r^+ := -r^-$, one has (compare with [4, equation (80)]):

$$\{ N(\alpha) \odot N(\beta) \}^{AM} = -(r(N(\alpha) \odot N(\beta)) + (N(\alpha) \odot N(\beta)) r^+).$$

Consider the partition

$$D_+(SL_2) = D_{00} \bigsqcup D_{01} \bigsqcup D_{10} \bigsqcup D_{11},$$

where

$$D_{ij} = \{(g_1, g_2) | g_2^{-1} g_1 \in SL_2^i, g_2 g_1^{-1} \in SL_2^j \}.$$

**Theorem 3.7** (Alekseev–Malkin [4, Theorem 2]). The symplectic leaves of $D_+(SL_2)$ are the $D_{ij}$.

Note that the symplectic leaves are preserved by the toric $(\mathbb{C}^*)^2$ action.

### 3.3 Classical fusion operation

We now describe the classical equivalent of Theorem 2.11. Let $r_h : O_h[SL_2]^\otimes 2 \to \mathbb{C}[h]$ be the co-R-matrix for parameter $q := \exp(h)$ and note that

$$r_h \equiv \epsilon \otimes \epsilon + hr^+ \pmod{h^2}.$$ 

In this formula, we see $r^+ \in sl_2 \otimes sl_2$ as an element of the Zariski tangent space of $SL_2 \times SL_2$ at the neutral element $(1_2, 1_2)$, i.e., $r^+ \in \text{Der}(O[SL_2]^\otimes 2, \mathbb{C}_{\text{alg}})$ is a derivation valued in $\mathbb{C}$ with $O[SL_2]^\otimes 2$-module structure induced by $\epsilon \otimes \epsilon$.

Let $G$ be an affine algebraic Poisson–Lie group with Poisson structure given by a classical $r$-matrix $r^+ \in g \otimes g$ (i.e., with Poisson structure given by the cocomutator $\delta : g \to g \otimes g$, $\delta(X) = [X, r^+]$). A $G$-Poisson affine variety is a complex affine variety $X$ with an algebraic Poisson action $G \times X \to X$.

**Definition 3.8.** Let $X$ be a $G^2$-Poisson affine variety and denote by $\Delta_{G \times G} : O[X] \to O[G] \otimes O[X]$ its comodule map. Write $\Delta_1 := (\text{id} \otimes \epsilon \times \epsilon) \circ \Delta_{G \times G}$ and $\Delta_2 := (\epsilon \otimes \text{id} \otimes \text{id})$. The fusion of $X$ is the $G$-Poisson affine variety $X^\otimes$ defined by

1. As a $\mathbb{C}$-algebra, $O[X^\otimes] = O[X]$.
2. For $x \in O[X]$ and $i = 1, 2$, write $\Delta^i(x) = \sum x^i_{(1)} \otimes x^i_{(2)}$. The Poisson bracket is defined by

$$\{ x, y \}^{\otimes} := \{ x, y \} + \sum r^+(y'_{(2)} \otimes x^i_{(1)})(x^j_{(1)}y''_{(2)}) - \sum r^+(x'_{(2)} \otimes y'_{(1)})(y''_{(1)}x^i_{(2)});$$
3. The $G$ action is given by the comodule map $\Delta_G := (\mu_G \otimes \text{id}) \circ \Delta_{G \times G}$.

In the particular case where $X$ is smooth, consider $X$ as a smooth manifold and denote by $\pi_X$ the Poisson bivector field defining the Poisson structure (i.e., $\{ f, g \}(x) = \langle D_x f \otimes D_x g, \pi_{X,x} \rangle$). Let $r^- := \sigma(r^+)$, where $\sigma(x \otimes y) = y \otimes x$. Let $a_{G \times G} : g \otimes g \to \Gamma(X, TX)$ the infinitesimal action induced by the action of $G^2$ on $X$. Then the fusion $X^\otimes$ is the manifold $X$ with the Poisson bivector field

$$\pi_{X^\otimes} = \pi_X + a_{G \times G}(r^- - r^+).$$

This is using this formula that the concept of fusion was introduced in the work of Alekseev–Malkin [5]. As we shall see, for a connected marked surface with non-trivial marking, then $X(\Sigma)$ is smooth. Recall the coaction $\Delta^L : S_{+1}(\Sigma) \to O[SL_2]^\otimes 2 \otimes S_{+1}(\Sigma)$ induced by gluing some bigons to the boundary arcs. This endow $X(\Sigma)$ with a structure of $(SL_2^2)^\otimes 2$-Poisson variety. In particular, by choosing two boundary arcs $a, b$, we get a structure of $(SL_2^2)^\otimes 2$-Poisson variety on $X(\Sigma)$. As a consequence of Theorem 2.11, we get
Theorem 3.9. If \( \Sigma_{a*b} \) is obtained from \( \Sigma \) by fusing \( a \) and \( b \), then \( \mathcal{X}(\Sigma_{a*b}) \cong \mathcal{X}(\Sigma)^{\alpha_{a,b}} \).

Proof. Recall from Theorem 2.11 the isomorphism of vector spaces \( \Psi_{a*b} : S_h(\Sigma) \cong S_h(\Sigma_{a*b}) \) so that the pull-back \( \mu_{a*b} \) of the product in \( S_h(\Sigma_{a*b}) \) is the fusion, in the sense of Definition 2.10, of the product \( \mu \) of \( S_h(\Sigma) \). Denote by \( *_{a*b} \) and \( * \) the products in \( S_{+1}(\Sigma) \otimes \mathbb{C}[[\hbar]] \) corresponding to \( \mu_{a*b} \) and \( \mu \) respectively. For \( x, y \in S_{+1}(\Sigma) \), we have

\[
x *_{a*b} y = \sum r_h(y(2) \otimes x'_1(1)) x''_1(1) y'_2(1), \quad \text{and} \quad y *_{a*b} x = \sum r_h(x'_2(2) \otimes y'_1(1)) y''_1(1) x''_2(2).
\]

Using the equalities \( r_h(x \otimes y) \equiv \epsilon(x)\epsilon(y) + \hbar r^+(x \otimes y) \pmod{\hbar^2} \) and \( x * y - y * x = h \{ x, y \} \pmod{\hbar^2} \), we find

\[
x *_{a*b} y - y *_{a*b} x \equiv h \left( \{ x, y \} + \sum r^+(y(2) \otimes x'_1(1)) x''_1(1) y'_2(1) - \sum r^+(x'_2(2) \otimes y'_1(1)) y''_1(1) x''_2(2) \right) \pmod{\hbar^2}.
\]

The main motivation for the authors of [5] to introduce the notion of fusion was to get the following decomposition (which is [5, Theorem 2]):

\[
\mathcal{X}(\Sigma^+_g) \cong \mathcal{X}(\Sigma^+_1)^{\alpha_g}, \quad \mathcal{X}(\Sigma^+_i) \cong (D^+_q(SL_2))_{1\otimes 2}.
\]

This reduces the study of \( \mathcal{X}(\Sigma^+_g) \) to the study of \( D^+_q(SL_2) \) and \( SL_2^{STS} \).

### 3.4 The case of \( \Sigma^+_g \): the representation variety

Let \( v \in a \) be a based point in the single boundary arc of \( \Sigma^+_g \). As an affine variety, we set

\[
\mathcal{X}_{SL_2}(\Sigma^+_g) := \text{Hom}(\pi_1(\Sigma_{g,1}, v), SL_2).
\]

We call it the representation variety. Fix a set of generators \( G := \{ \alpha_1, \beta_1, \ldots, \alpha_g, \beta_g \} \) of the free group \( \pi_1(\Sigma_{g,1}, v) \) such that the intersection form \( \langle \cdot, \cdot \rangle \) satisfies \( \langle \alpha_i, \beta_i \rangle = \delta_{ij}, \langle \alpha_i, \alpha_j \rangle = \langle \beta_i, \beta_j \rangle = 0 \) (i.e., \( \alpha_i, \beta_j \) are meridian and longitudes as in Figure 9). So we have an isomorphism:

\[
\mathcal{X}_{SL_2}(\Sigma^+_g) \cong (SL_2)^{2g}, \quad \rho \mapsto (\rho(\alpha_1), \rho(\beta_1), \ldots, \rho(\alpha_g), \rho(\beta_g)).
\]

Let \( \gamma_0 := [\alpha_1, \beta_1] \cdots [\alpha_g, \beta_g] \) be the loop encircling the boundary component. The moment map is the map

\[
\mu : \mathcal{X}_{SL_2}(\Sigma^+_g) \to SL_2^{STS}, \quad \rho \mapsto \rho(\gamma_0).
\]

The Poisson structure of \( \mathcal{X}_{SL_2}(\Sigma^+_g) \) is described explicitly in [3, 31, 43] and is characterized by equation (3.4) that we take here as a definition. Let us describe the Poisson isomorphism

\[
\Psi : O[\mathcal{X}_{SL_2}(\Sigma^+_g)] \cong S_{+1}(\Sigma^+_g)
\]

explicitly. For each \( \gamma \in G \), denote by \( X^\gamma_{ij} \) the regular function in \( O[\mathcal{X}_{SL_2}(\Sigma^+_g)] \) sending a representation \( \rho : \pi_1(\Sigma_{g,1}) \to SL_2 \) to the \((i,j)\)-th matrix coefficient of \( \rho(\gamma) \). Therefore \( O[\mathcal{X}_{SL_2}(\Sigma^+_g)] \) is the quotient of the polynomial ring \( \mathbb{C}[X^\gamma_{ij}, \gamma \in G, i, j = \pm] \) by the ideal generated by the polynomials \( X^\gamma_+X^-\gamma - X^-\gamma X^\gamma_+ - 1 \), for \( \gamma \in G \).

Represent each \( \gamma \in G \) by an embedded arc in \( \Sigma_{g,1} \) with no crossing and such that two such arcs do not intersect. Let \( \gamma_{ij} \in S_A(\Sigma^+_g) \) be the class of the arc \( \gamma \) with blackboard framing oriented from its endpoint \( v \) to its endpoint \( w \) such that \( h(v) < h(w) \) with the state sending \( v \) and \( w \) to \( i \) and \( j \) respectively.
Theorem 3.10 ([49, Theorem 1.3], [44, Theorem 4.7]). We have an isomorphism of $\text{SL}_2^D$-Poisson varieties

$$\Psi: \mathcal{O}[\mathcal{X}_{\text{SL}_2}(\Sigma_g^*)] \cong \mathcal{S}_+^1(\Sigma_g^*),$$

which intertwines the moment maps and which is characterized by the formula

$$\Psi \left( \begin{array}{cc} X^{\gamma+} & X^{\gamma-} \\ X^{\gamma-} & X^{\gamma+} \end{array} \right) = \left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right) \left( \begin{array}{cc} \gamma^{\gamma+} & \gamma^{\gamma-} \\ \gamma^{\gamma-} & \gamma^{\gamma+} \end{array} \right) = \left( \begin{array}{cc} -\gamma^{\gamma+} & -\gamma^{\gamma-} \\ \gamma^{\gamma+} & \gamma^{\gamma-} \end{array} \right),$$

for $\gamma \in \mathbb{G}$.

A key concept introduced by Alekseev-Kosmann-Schwarzbach-Meinrenken in [3] is

Definition 3.11. A smooth $G$-Poisson variety $X$ is non-degenerate if the map

$$(a_G, \pi_X^\#): g \oplus T_X \to TX$$

is surjective, where $a_G: g \to T_X$ is the infinitesimal $G$ action and $\pi_X^\#$ is the map induced from the Poisson bivector field $\pi_X$.

Lemma 3.12 (Ganev–Jordan–Safronov [34, Proposition 2.13] following [3, Section 10]). Let $X$ a smooth $G^2 \times H$-Poisson variety and $X^\otimes$ is the $G \times H$-Poisson variety obtained by fusion. If $X$ is non degenerate then $X^\otimes$ is non-degenerate.

It follows from Theorem 3.7 that $\mathbb{D}_+(\text{SL}_2)$ is non-degenerate. So Lemma 3.12 and equation (3.4) imply that $\mathcal{X}_{\text{SL}_2}(\Sigma_g^*)$ is non-degenerate as well. This property, together with the explicit description of the symplectic leaves of $\text{SL}_2^\text{STS}$ in Theorem 3.5 easily imply

Theorem 3.13 (Ganev–Jordan–Safronov [34, Theorem 2.14]). The symplectic leaves of $\mathcal{X}_{\text{SL}_2}(\Sigma_g^*)$ are the pull-back by $\mu$ of the dressing orbits, i.e., are

1) the open dense leaf $\mu^{-1}(\text{SL}_2^0)$,

2) the leaves $\mu^{-1}(C_b)$, $b \in \mathbb{C}^*$.

Since the moment map is equivariant for the toric $\mathbb{C}^*$ action, the fact that $\mathbb{C}^*$ acts transitively on $C_b$ implies

Corollary 3.14. The equivariant symplectic leaves of $\mathcal{X}(\Sigma_g^*)$ are the two leaves $\mu^{-1}(\text{SL}_2^0)$ and $\mu^{-1}(\text{SL}_2^1) = \mathcal{X}(\Sigma_g^*)$.

So Corollary 3.14 shows that $\mathcal{X}(\Sigma_g^*)$ has a single equivariant symplectic leaf. This is the key fact that permits to prove Theorem 1.1 and permits to define mapping class group representations.

4 Algebraic study

We now review two important concepts, the Azumaya locus and the theory of Poisson orders, which were first introduced by De Concini–Kac [25] for the study of the representations of quantum enveloping algebras at roots of unity and further developed by De Concini–Lyashenko [26] in the study of $\mathcal{O}_qG$ and by various authors including those of [15, 14, 16, 32].
4.1 Azumaya loci

Let \( \mathcal{A} \) be a \( \mathbb{C} \)-algebra such that:

(i) \( \mathcal{A} \) is affine (i.e., finitely generated),
(ii) \( \mathcal{A} \) is prime,
(iii) \( \mathcal{A} \) has finite rank over its center \( \mathbb{Z} \).

By Theorem 2.9, stated skein algebras at roots of unity and their reduced versions satisfy these properties. Write \( S := \mathbb{Z} \setminus \{0\} \). A theorem of Posner–Formanek [14, Theorem I.13.3] shows that the localization \( S^{-1}A \) is a central simple algebra with center \( K = S^{-1}Z \), so is a matrix algebra is some algebraic closure \( K \) of \( K \), i.e., \( \mathcal{A} \otimes \mathbb{Z} K \cong \text{Mat}_D(K) \). In particular, this implies that the rank \( r = D^2 \) is a perfect square and justifies the definition of the PI-degree \( D \) of \( \mathcal{A} \).

Write \( \mathcal{X} := \text{Specm}(\mathcal{Z}) \) and for \( x \in \mathcal{X} \) corresponding to a maximal ideal \( \mathfrak{m}_x \subset \mathbb{Z} \), consider the finite-dimensional algebra

\[ \mathcal{A}_x := \mathcal{A} / \mathfrak{m}_x \mathcal{A} \].

**Definition 4.1.** The **Azumaya locus** of \( \mathcal{A} \) is the subset

\[ \mathcal{A}\mathcal{L} := \{ x \in \mathcal{X} | \mathcal{A}_x \cong \text{Mat}_D(\mathbb{C}) \} \],

where \( \text{Mat}_D(\mathbb{C}) \) is the algebra of \( D \times D \) matrices. The algebra \( \mathcal{A} \) is said **Azumaya** if \( \mathcal{A}\mathcal{L} = \mathcal{X} \).

In particular, for an Azumaya algebra, the set of isomorphism classes of irreducible representations is in 1-to-1 correspondence with the characters over the center \( \mathbb{Z} \).

**Remark 4.2.** An irreducible representation \( \rho: \mathcal{A} \to \text{End}(V) \) sends central elements to scalar operators so induces a point \( x \in \mathcal{X} \). If \( x \in \mathcal{A}\mathcal{L} \), then \( V \) is \( D \)-dimensional. By a theorem of Posner, if \( x \) does not belong to the Azumaya locus, then \( \mathcal{A}_x \) has PI-degree strictly smaller than \( \mathcal{A} \), therefore any irreducible representation \( \rho: \mathcal{A} \to \text{End}(V) \) inducing \( x \) has dimension \( \dim(V) < D \). So the Azumaya locus admits the following alternative definition:

\[ \mathcal{A}\mathcal{L} = \{ x \in \mathcal{X} | x \text{ is induced by an irrep of maximal dimension } D \} \].

**Definition 4.3.** Let \( \mathcal{A} \) as before.

1. The **reduced trace** is the composition

\[ \text{tr}: \mathcal{A} \hookrightarrow \mathcal{A} \otimes \mathbb{Z} K \cong M_D(K) \xrightarrow{\text{tr}_D} K, \]

where \( \text{tr}_D((a_{ij})_{i,j}) := \frac{1}{D} \sum_i a_{ii} \) (so that \( \text{tr}(1) = 1 \)). By [56, Theorem 10.1], \( \text{tr} \) takes values in \( \mathbb{Z} \).

2. The **discriminant ideal** of \( \mathcal{A} \) is the ideal \( \mathcal{D} \subset \mathbb{Z} \) generated by the elements

\[ \det(\text{tr}(x_ix_j)) \in \mathbb{Z}, \quad (x_1, \ldots, x_{D^2}) \in (\mathcal{A})^{D^2}. \]

**Theorem 4.4** (Brown–Milen [17, Theorem 1.2]). If \( \mathcal{A} \) satisfies (i), (ii) and (iii) then

\[ \mathcal{A}\mathcal{L} = \text{Specm}(\mathcal{Z}) \setminus V(\mathcal{D}). \]

In particular, the Azumaya locus is an open dense set.
The fact that the Azumaya locus is open dense seems to be well-known to the experts since a long time (see, e.g., [14, 32]) though the author was not able to find to whom attribute this folklore result (which is essentially a generalization of De Concini–Kac pioneered work in [25]). The reduced trace for skein algebra of unmarked surfaces was computed in [33] though the discriminant and the associated Azumaya loci are still unknown (in genus \( g \geq 2 \)).

Recall from Section 2.6 the finite branched coverings \( \pi: \tilde{X}(\Sigma) \rightarrow X(\Sigma) \) and \( \pi: \tilde{\mathcal{X}}(\Sigma) \rightarrow \mathcal{X}(\Sigma) \) induced by the Chebyshev–Frobenius morphisms.

**Definition 4.5.** The fully Azumaya locus of \( \mathcal{S}_A(\Sigma) \) is the subset \( \mathcal{FAL} \subset \mathcal{X}(\Sigma) \) of elements \( x \) such that every point of the fiber \( \pi^{-1}(x) \) belongs to the Azumaya locus of \( \mathcal{S}_A(\Sigma) \).

Similarly, the fully Azumaya locus of \( \mathcal{S}_A(\Sigma) \) is the subset \( \mathcal{FAL} \subset \mathcal{X}(\Sigma) \) of elements \( x \) such that every point of the fiber \( \pi^{-1}(x) \) belongs to the Azumaya locus of \( \mathcal{S}_A(\Sigma) \).

The fully Azumaya locus was introduced by Brown and Gordon in [15] in the case of the bigon. Since the projection map \( \pi: \tilde{X}(\Sigma) \rightarrow X(\Sigma) \) is finite, and since finite morphisms send closed sets to closed sets [39, Example 2.35(b)], Corollary 4.4 implies that the fully Azumaya loci are open dense subsets. The key theorem to work with the fully Azumaya locus is

**Theorem 4.6** (Brown–Gordon [15, Corollary 2.7]). Let \( A \) be an affine prime \( \mathbb{C} \)-algebra finitely generated over its center \( Z \) and denote by \( D \) its PI-degree. Let \( R \subset Z \) be a subalgebra such that \( Z \) if finitely generated as a \( R \)-module. Let \( M \in \mathcal{AL}(A) \) and \( m := M \cap R \). Then

\[
\mathcal{A}/m\mathcal{A} \cong \text{Mat}_D \left( Z/mZ \right).
\]

Recall for \( x \in \mathcal{X}(\Sigma) \) the notation \( \mathcal{S}_A(\Sigma)_x := \mathcal{S}_A(\Sigma)/\text{Ch}_A(m_x)\mathcal{S}_A(\Sigma) \). Let \( Z \) be the center of \( \mathcal{S}_A(\Sigma) \) and write

\[
Z(x) := Z/\text{Ch}_A(m_x)Z.
\]

For \( x \in \mathcal{X}(\Sigma) \), we define \( \mathcal{S}_A(\Sigma)_x \) and \( Z(x) \) similarly.

**Corollary 4.7.** If \( x \) belongs to the fully Azumaya locus of \( \mathcal{S}_A(\Sigma) \) and \( D \) denotes its PI-degree, then

\[
\mathcal{S}_A(\Sigma)_x \cong \text{Mat}_D(Z(x)).
\]

Similarly, if \( x \) belongs to the fully Azumaya locus of \( \mathcal{S}_A(\Sigma) \) and \( D' \) denotes its PI-degree, then

\[
\mathcal{S}_A(\Sigma)_x \cong \text{Mat}_{D'}(Z(x)).
\]

Note that the algebras \( Z(x) \) are easy to compute explicitly using Theorem 2.15. For instance, in the case of \( \Sigma_g^\ast \), the center of \( \tilde{\mathcal{S}}_A(\Sigma_g^\ast) \) is generated by the image of the Chebyshev–Frobenius morphism together with the boundary central elements \( \alpha_0^{\pm 1} \) and \( \alpha_d^N \) belongs to the image of \( \text{Ch}_A \). Under the isomorphism of Theorem 3.10, \( \text{Ch}_A^{-1}(\alpha_d^N) \) corresponds to the regular function \( X^\gamma_d^N \) sending a representation \( \rho: \pi_1(\Sigma_{g,1}) \rightarrow \text{SL}_2 \) to the lower-left matrix coefficient of \( \rho(\gamma_0) = \mu(\rho) \). So

\[
\tilde{\mathcal{X}}(\Sigma_g^\ast) \cong \left\{ (\rho, z), \rho: \pi_1(\Sigma_{g,1}) \rightarrow \text{SL}_2, z \in \mathbb{C}^\ast, \text{such that } \rho(\gamma_0) = \begin{pmatrix} 0 & -z^{-N} \\ z^N & d \end{pmatrix}, d \in \mathbb{C} \right\}. \tag{4.1}
\]

The projection \( \pi: \tilde{\mathcal{X}}(\Sigma_g^\ast) \rightarrow \mathcal{X}(\Sigma_g^\ast) \) in this case is the regular covering sending \( (\rho, z) \) to \( \rho \). For \( \rho: \pi_1(\Sigma_{g,1}) \rightarrow \text{SL}_2 \) with \( \rho(\gamma_0)_{++} = 0 \), writing \( \lambda := \rho(\gamma)_{++} \in \mathbb{C}^\ast \), we thus have

\[
\mathcal{Z}(\rho) \cong \mathbb{C}[X]/(X^N - \lambda) \cong \mathbb{C}[X]/(X^N - 1).
\]

So Corollary 4.7 together with Remark 4.2 imply
**Corollary 4.8.** The fully Azumaya locus of \( S_A(\Sigma^*_g) \) is the set of \( \rho \in \mathcal{X}(\Sigma^*_g) \) such that

\[
(S_A(\Sigma^*_g))_\rho \cong \text{Mat}_D \left( \mathbb{C}[\mathcal{X}] / (X^N - 1) \right),
\]

where \( D = N^{3g-1} \) is the PI-degree of \( S_A(\Sigma^*_g) \).

The proof of Theorem 1.1 will consist in proving that \( (S_A(\Sigma^*_g))_\rho \) does not depend, up to isomorphism, on \( \rho \).

### 4.2 Poisson orders

We now prove that if \( x, y \) belong to the same equivariant symplectic leaf, then \( (S_A(\Sigma))_x \cong (S_A(\Sigma))_y \) using the theory of Poisson orders. The theory began with the work of De Concini–Kac on \( U_q\mathfrak{g} \) in [25], the work of De Concini–Lyubashenko on \( \mathcal{O}_q[G] \) in [26] and was fully developed by Brown–Gordon in [16] that we closely follow.

**Definition 4.9.**

- A Poisson order is a 4-tuple \((A, \mathcal{X}, \phi, D)\) where
  1. \( A \) is an (associative, unital) affine \( \mathbb{C} \)-algebra finitely generated over its center \( Z \),
  2. \( \mathcal{X} \) is a Poisson affine \( \mathbb{C} \)-variety,
  3. \( \phi : \mathcal{O}[\mathcal{X}] \hookrightarrow Z \) a finite injective morphism of algebras,
  4. \( D : \mathcal{O}[\mathcal{X}] \rightarrow \text{Der}(A) : z \mapsto D_z \) a linear map such that for all \( f, g \in \mathcal{O}[\mathcal{X}] \), we have

\[
D_f(\phi(g)) = \phi(\{f, g\}).
\]

- Let \( G \) be an affine Lie group. A Poisson order \((A, \mathcal{X}, \phi, D)\) is said \( G \)-equivariant if \( G \) acts on \( A \) by automorphism such that its action preserves \( \phi(\mathcal{O}[\mathcal{X}]) \subset A \) and such that it is \( D \)-equivariant in the sense that for every \( g \in G \), \( z \in \mathcal{O}[\mathcal{X}] \) and \( a \in A \), one has

\[
D_{g \cdot z}(a) = gD_z(g^{-1}a).
\]

The equivariant symplectic leaves are then the \( G \)-orbits of the symplectic leaves in \( \mathcal{X} \). The main result of the theory of Poisson orders is the following

**Theorem 4.10** (Brown–Gordon [16, Proposition 4.3]). For \((A, \mathcal{X}, \phi, D)\) a \( G \)-equivariant Poisson order, if \( x, y \in \mathcal{X} \) belong to the same equivariant symplectic leaf then \( A_x \cong A_y \).

**Corollary 4.11.** If \( \mathcal{X} \) contains an equivariant symplectic leaf which is dense, then it is included into the fully Azumaya locus. In particular, if \( \mathcal{X} \) contains a single equivariant symplectic leaf, then \( A \) is Azumaya.

The main source of examples of Poisson orders come from

**Example 4.12.** Let \( A_q \) a free, affine \( \mathbb{C}(q^{\pm 1}) \)-algebra, \( N \geq 1 \) and, writing \( t := N(q^N - 1) \), the \( \mathbb{C}(q^{\pm 1}) / (q^N - 1) \) algebra \( A_N := A/t \) and \( \pi : A_q \rightarrow A_N \) the quotient map. By fixing a basis \( B \) of \( A_q \) by flatness we can define a linear embedding \( \iota : A_N \rightarrow A_q \) sending a basis element \( b \in B \) seen as element in \( A_N \) to the same element \( \iota \) seen as an element in \( A_q \). Note that \( \iota \) is a left inverse for \( \pi \). Suppose that the algebra \( A_{q+1} = A_q \otimes_{q=1} \mathbb{C} \) is commutative and suppose there exists a central embedding \( \phi : A_{q+1} \hookrightarrow A_N \) into the center of \( A_N \). Write \( \mathcal{X} := \text{Specm}(A_{q+1}) \) and define \( D : A_{q+1} \rightarrow \text{Der}(A_N) \) by the formula

\[
D_{x,y} := \pi \left( \frac{[\phi(x), \hat{g}]}{N(q^N - 1)} \right).
\]
Clearly $D_x$ is a derivation, is independent on the choice of the basis $B$ and preserves $\phi(A_{+1})$, so it defines a Poisson bracket $\{\cdot, \cdot\}_N$ on $A_{+1}$ by

$$D_x\phi(y) = \phi([x,y]_N).$$

(4.2)

So, writing $X = \text{Specm}(A_{+1})$, then $(A_N, X, \phi, D)$ is a Poisson order for this bracket. Note that if $\zeta_N$ is an $N$-th root of unity and $A_{\zeta_N} = A_{q} \otimes_{q=\zeta_N} \mathbb{C}$, we get a Poisson order $(A_{\zeta_N}, X, \phi, D)$ as well by tensoring by $\mathbb{C}$.

In particular, for $A$ a root of unity of odd order then $(S_A(\Sigma), X(\Sigma), \text{Ch}_A, D)$ and $(\overline{S}_A(\Sigma), \overline{X}(\Sigma), \text{Ch}_A, D)$ are Poisson orders. What is non trivial is the fact that the Poisson bracket $\{\cdot, \cdot\}_N$ coming from equation (4.2) coincides with the Poisson bracket coming from quantization deformation in Definition 3.1. This fact is proved in [46, Lemma 4.6] and essentially follows from the existence of quantum traces.

Let $\varphi: \mathcal{O}_q[SL_2] \to \mathbb{C}[X^{\pm 1}]$ be the morphism sending the generators $b$ and $c$ to 0 and sending $a$ and $d$ to $X$ and $X^{-1}$. Said differently, $\varphi$ corresponds to the quotient map $\mathcal{O}_q[SL_2] \cong S_A(B) \to \overline{S}_A(B) \cong \mathbb{C}[X^{\pm 1}]$.

Define an algebraic $(\mathbb{C}^*)^A$-action on $S_A(\Sigma)$ by the coaction:

$$\Delta^L_{\text{toric}}: S_A(\Sigma) \xrightarrow{\Delta^L} (O_q[SL_2])^\otimes A \otimes S_A(\Sigma) \xrightarrow{(\varphi)^{\otimes A} \otimes \text{id}} (\mathbb{C}[X^{\pm 1}]) \otimes S_A(\Sigma).$$

Then $\Delta^L_{\text{toric}}$ induces similarly a $(\mathbb{C}^*)^A$-action on $\overline{S}_A(\Sigma)$ by passing to the quotient. Both actions preserve the image of the Chebyshev–Frobenius morphism and the equivariance of $D$ for this action is an immediate consequence of the definition of $D$ so the maps $\Delta^L_{\text{toric}}$ endow $(S_A(\Sigma), X(\Sigma), \text{Ch}_A, D)$ and $(\overline{S}_A(\Sigma), \overline{X}(\Sigma), \text{Ch}_A, D)$ with a structure of $(\mathbb{C}^*)^A$-equivariant Poisson order. Therefore Theorem 4.10 implies

**Corollary 4.13.** If $x, y \in X(\Sigma)$ belong to the same equivariant symplectic leaf, then $(S_A(\Sigma))_x \cong (\overline{S}_A(\Sigma))_y$.

Similarly, if $x, y \in \overline{X}(\Sigma)$ belong to the same equivariant symplectic leaf, then $(\overline{S}_A(\Sigma))_x \cong (\overline{S}_A(\Sigma))_y$.

In the case of $S_A(\Sigma^g_0)$, since $\mu^{-1}(SL_2^0)$ is an open dense equivariant symplectic leaf by Theorem 3.13, it is included into the Azumaya locus. In the other hand, by Theorem 2.9, the PI-degree of $\overline{S}_A(\Sigma^*_g)$ is strictly smaller than the PI-degree of $S_A(\Sigma^*_g)$, so Remark 4.2 implies that the leaf $\mu^{-1}(SL_2^0)$ is not intersect the Azumaya locus of $S_A(\Sigma^*_g)$, therefore we have

**Corollary 4.14** (Ganev–Jordan–Safronov [34, Theorem 1.1]). The Azumaya locus of $S_A(\Sigma^*_g)$ is $\mu^{-1}(SL_2^0)$.

**Proof of Theorem 1.1.** By Corollary 3.14, then $\overline{X}(\Sigma^*_g)$ has a single equivariant symplectic orbit so Corollary 4.13 implies that the isomorphism class of $(\overline{S}_A(\Sigma^*_g))_\rho$ does not depend on $\rho \in \overline{X}(\Sigma^*_g)$. Corollary 4.8 implies that the fully Azumaya locus is equal to the whole space $\overline{X}(\Sigma^*_g)$. This concludes the proof.

## 5 Mapping class groups representations

### 5.1 Mapping class group action

Let $\text{Mod}(\Sigma_{g,1})$ be the mapping class group of $\Sigma_{g,1}$ and define a right action of $\text{Mod}(\Sigma_{g,1})$ on both $S_A(\Sigma^*_g)$ and $\overline{S}_A(\Sigma^*_g)$ by the formula

$$\phi \cdot [D, s] := [\phi^{-1}(D), s \circ \phi], \quad \phi \in \text{Mod}(\Sigma_{g,1}).$$
The right action of $\text{Mod}(\Sigma_{g,1})$ preserves the centers of $\mathcal{S}_A(\Sigma_g^*)$ and $\mathcal{F}_A(\Sigma_g^*)$ as well as the image of the Chebyshev–Frobenius morphism so it induces a left action of $\text{Mod}(\Sigma_{g,1})$ on $\mathcal{X}(\Sigma_g^*)$, $\mathcal{F}(\Sigma_g^*)$ and $\mathcal{F}(\Sigma_g^*)$ in such a way that $\pi: \mathcal{F}(\Sigma_g^*) \to \mathcal{F}(\Sigma_g^*)$ is equivariant. More explicitly, the action of $\text{Mod}(\Sigma_{g,1})$ on $\mathcal{X}(\Sigma_g^*)$ is given by

$$(\phi \cdot \rho)(\gamma) := \rho(\phi(\gamma)), \quad \text{for all } \phi \in \text{Mod}(\Sigma_{g,1}), \; \gamma \in \pi_1(\Sigma_{g,1}), \; \rho: \pi_1(\Sigma_{g,1}) \to \text{SL}_2.$$

Since every mapping class in $\text{Mod}(\Sigma_{g,1})$ leaves $\gamma_0$ invariant, then $\mu(\phi \cdot \rho) = \mu(\rho)$. Recall from equation (4.1) that an element of $\mathcal{F}(\Sigma_g^*)$ is a pair $\hat{\rho} = (\rho, z)$ where $\rho: \pi_1(\Sigma_{g,1}) \to \text{SL}_2$, $z \in \mathbb{C}^*$ are such that $\rho(\gamma_0) = \begin{pmatrix} 0 & -z^{-1} \\ z^N & d \end{pmatrix}$ for some $d \in \mathbb{C}$.

Since the central boundary element $\alpha_0$ is also preserved by every mapping class in $\text{Mod}(\Sigma_{g,1})$, the action of $\text{Mod}(\Sigma_{g,1})$ on $\mathcal{F}(\Sigma_g^*)$ is given by the formula

$$\phi \cdot (\rho, z) = (\phi \cdot \rho, z) \quad \text{for all } \phi \in \text{Mod}(\Sigma_{g,1}), \; (\rho, z) \in \mathcal{F}(\Sigma_g^*).$$

### 5.2 Construction of mapping class groups representations

Let $\mathcal{X}^0 \subset \mathcal{X}_{\text{SL}_2}(\Sigma_g^*)$ be the subset of representations $\rho: \pi_1(\Sigma_{g,1}) \to \text{SL}_2$ such that $\mu(\rho) \in \text{SL}_2^0$, i.e., $\mathcal{X}^0$ is the Azumaya locus of $\mathcal{S}_A(\Sigma_g^*)$ by Corollary 4.14. For each $\rho \in \mathcal{X}^0$, fix an irreducible representation

$$r_\rho: \mathcal{S}_A(\Sigma_g^*) \to \text{End}(V(\rho))$$

with induced central character $r_\rho$; so $r_\rho$ is unique up to unique isomorphism by Corollary 4.14 and has dimension $N^{3g}$ by Theorem 2.16. For $\phi \in \text{Mod}(\Sigma_{g,1})$, consider the representation $\phi \cdot r_\rho: \mathcal{S}_A(\Sigma_g^*) \to \text{End}(V(\rho))$ defined by

$$(\phi \cdot r_\rho)(X) := r_\rho(\phi \cdot X), \quad \text{for all } X \in \mathcal{S}_A(\Sigma_g^*).$$

Since the representation $\phi \cdot r_\rho$ has dimension $N^{3g}$, it is irreducible and since its induced central character is $\phi \cdot r_\rho$, there exists an isomorphism $L_\rho(\phi): V(\rho) \xrightarrow{\cong} V(\phi \cdot \rho)$, unique up to multiplication by an invertible scalar, such that

$$\phi \cdot r_\rho(X) = L_\rho(\phi)(r_\rho(X))L_\rho(\phi)^{-1}, \quad \text{for all } X \in \mathcal{S}_A(\Sigma_g^*). \quad (5.1)$$

Note that, for $\phi_1, \phi_2 \in \text{Mod}(\Sigma_{g,1})$ then by unicity, we have

$$L_{\phi_1, \rho}(\phi_2) \circ L_\rho(\phi_1) = cL_\rho(\phi_2 \circ \phi_1), \quad \text{for some } c \in \mathbb{C}^*. \quad (5.2)$$

Similarly, for each $\hat{\rho} = (\rho, z) \in \mathcal{F}(\Sigma_g^*)$, we fix one irreducible representation

$$r_{\hat{\rho}}: \mathcal{F}_A(\Sigma_g^*) \to \text{End}(V(\hat{\rho})), \quad \text{whose induced character on the center is } \hat{\rho}. \quad \text{By Theorem 1.1, such a representation is unique up to isomorphism and has dimension } N^{3g-1} \text{ by Theorem 2.15. Define the intertwiner } L_{\hat{\rho}}: V(\hat{\rho}) \to V(\phi \cdot \hat{\rho}) \text{ in the same manner, i.e., by the formula}$$

$$r_{\hat{\rho}}(X^\phi) = L_{\hat{\rho}}(\phi)(r_{\hat{\rho}}(X))L_{\hat{\rho}}(\phi)^{-1}, \quad \text{for all } X \in \mathcal{F}_A(\Sigma_g^*).$$

**Definition 5.1.** Let $G \subset \text{Mod}(\Sigma_{g,1})$ be a subgroup and $\mathcal{O} \subset \text{Hom}(\pi_1(\Sigma_{g,1}), \text{SL}_2)$ a finite $G$-orbit included in some leaf $\mu^{-1}(g)$ for $g = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$. 
If \( a \neq 0 \), consider the finite-dimensional space

\[
W(O) := \bigoplus_{\rho \in O} V(\rho)
\]

and let \( \pi : G \to \text{PGL}(W(O)) \) be the projective finite-dimensional representation defined by

\[
\pi(g) := \bigoplus_{\rho \in O} L_\rho(g), \quad \text{for all } g \in G.
\]

If \( a = 0 \), further choose a scalar \( z \in \mathbb{C}^* \) such that \( z^N = c \) and consider the \( G \) orbit

\[
\mathcal{O}_z = \{ (\rho, z) : \rho \in O \} \subset \overline{\mathbb{X}}(\Sigma_g^*).\]

Define the finite-dimensional space

\[
W(\mathcal{O}_z) := \bigoplus_{\rho \in \mathcal{O}_z} V(\rho).
\]

Let \( \pi : G \to \text{PGL}(W(\mathcal{O}_z)) \) be the projective finite-dimensional representation defined by

\[
\pi(g) := \bigoplus_{\rho \in \mathcal{O}_z} L_\rho(g), \quad \text{for all } g \in G.
\]

Example 5.2.

1. For instance, for \( H \subset \text{SL}_2 \) a finite subgroup, then

\[
\mathcal{O}_H := \text{Hom}(\pi_1(\Sigma_g^*), H) \subset \text{Hom}(\pi_1(\Sigma_g^*), \text{SL}_2)
\]

is a finite \( \text{Mod}(\Sigma_g^*)\)-orbit. In particular, taking \( H = \{ \text{id} \} \) for which \( \mathcal{O}_H \) is the singleton formed by the trivial representation, then we obtain representations of \( \text{Mod}(\Sigma_g^*) \) of dimension \( N^3g \).

2. Similarly, taking for \( G \) the Torelli subgroup and for \( O \) a singleton formed by a diagonal representation, i.e., a representation that factorizes through the diagonal embedding as \( \rho : \pi_1(\Sigma_g^*) \to \mathbb{C}^* \to \text{SL}_2 \), we get representations of the Torelli group of dimensions \( N^3g \).

Lemma 5.3. For a finite \( G \) orbit \( O \) in some leaf \( \mu^{-1}(g) \) with \( g \in \text{SL}_2^1 \), then the representation \( (\pi, W(\mathcal{O}_z)) \) does not depend on the choice of \( z \) up to isomorphism.

Proof. Recall from Section 4.2 the toric action of \( \mathbb{C}^* \) on \( \mathcal{S}_A(\Sigma_g^*) \) given by the co-action

\[
\Delta^L_{\text{toric}} : \mathcal{S}_A(\Sigma_g^*) \xrightarrow{\Delta^L} \mathcal{O}_q[\text{SL}_2] \otimes \mathcal{S}_A(\Sigma_g^*) \xrightarrow{\varphi \otimes \text{id}} \mathbb{C}[X^\pm 1] \otimes \mathcal{S}_A(\Sigma_g^*).
\]

Its induced action on the center of \( \mathcal{S}_A(\Sigma_g^*) \) is given by

\[
\lambda \cdot (\rho, z) := (\lambda^N \cdot \rho, \lambda z), \quad \text{for all } \lambda \in \mathbb{C}^*, \ (\rho, z) \in \overline{\mathbb{X}}(\Sigma_g^*),
\]

where

\[
(\lambda^N \cdot \rho)(\gamma) = \begin{pmatrix} \lambda^N & 0 \\ 0 & \lambda^{-N} \end{pmatrix} \rho(\gamma) \begin{pmatrix} \lambda^{-N} & 0 \\ 0 & \lambda^N \end{pmatrix}.
\]

For \( \hat{\rho} = (\rho, z) \in \overline{\mathbb{X}}(\Sigma_g^*) \) and \( \lambda \in \mathbb{C}^* \), the toric action of \( \lambda \) on \( \mathcal{S}_A(\Sigma_g^*) \) induces an isomorphism of algebras

\[
F_{\lambda, \hat{\rho}} : \text{End}(V(\hat{\rho})) \cong \mathcal{S}_A(\Sigma_g^*) / \mathcal{I}_{\hat{\rho}} \xrightarrow{\lambda \cdot} \mathcal{S}_A(\Sigma_g^*) / \mathcal{I}_{\lambda \cdot \hat{\rho}} \cong \text{End}(V(\lambda \cdot \hat{\rho})).
\]
Since the group of outer morphisms of a matrix algebra is trivial, the isomorphism $F_{\lambda, \bar{\rho}}$ is inner, so there exists $f_{\lambda, \bar{\rho}} : V(\bar{\rho}) \cong V(\lambda \bullet \bar{\rho})$ such that
\[
F_{\lambda, \bar{\rho}}(X) = f_{\lambda, \bar{\rho}}Xf_{\lambda, \bar{\rho}}^{-1}, \quad \text{for all } X \in \text{End}(V(\bar{\rho})).
\]
For $G \subset \text{Mod}(\Sigma_g, 1)$ and $\tilde{O} \subset \overline{\mathcal{T}}(\Sigma_g^*)$ a finite $G$-orbit, define an isomorphism
\[
f_{\lambda, \tilde{\rho}} : W(\tilde{O}) \cong W(\lambda \bullet \tilde{O}), \quad f_{\lambda, \bar{\rho}} := \oplus_{\tilde{\rho} \in \tilde{O}} f_{\lambda, \bar{\rho}}.
\]
By construction, the isomorphism $f_{\lambda, \tilde{\rho}}$ is $G$-equivariant, so it provides an isomorphism between the representations $(\pi, W(\tilde{O}))$ and $(\pi, W(\lambda \bullet \tilde{O}))$. In the particular case where $\lambda$ belongs to the subgroup $\nu(N) \subset \mathbb{C}^*$ of complexes such that $\lambda^N = 1$, the action reads $\lambda \bullet (\rho, z) = (\rho, \lambda z)$ and this action acts transitively on the possible $z$ so the conclusion of the lemma follows.

In virtue of Lemma 5.3 and by abuse of notations, we will now simply denote by $(\pi, W(\mathcal{O}))$ one of the pairwise isomorphic representations $(\pi, W(\tilde{O}_z))$ associated to a reduced finite orbit $\mathcal{O}$.

### 5.3 Kernel of the representations

The present paper was originally motivated by the hope to find faithful finite-dimensional representations of the mapping class groups (modulo center), it is thus natural to study the eventual kernel of the representations defined in the previous subsection. We will not achieve this goal but instead provide tools to prove that a given element does not belong to the kernel.

The kernel of the Witten–Reshetikhin–Turaev representations
\[
\rho^{\text{WRT}} : \text{Mod}(\Sigma_g) \to \text{PGL}(V(\Sigma_g))
\]
is not known but it is easy to see that it contains the normal subgroup generated by the elements $T_\gamma^N - \text{id}$ where $T_\gamma$ are the Dehn–Twists associated to simple closed curves $\gamma$. These representations are defined using some (irreducible) representations $r^{\text{WRT}} : \mathcal{S}(\Sigma_g) \to \text{End}(V(\Sigma_g))$ of the usual skein algebras, the representation $\rho^{\text{WRT}}$ can be defined from $r^{\text{WRT}}$ by the same strategy than we used in the previous subsection, that is using an analogue of equation (5.1). The fact that the kernel of $\rho^{\text{WRT}}$ is hard to compute is related to the fact that the kernel of $r^{\text{WRT}}$ is unknown (though it is proved in [12] that contains the elements $T_N([\gamma]) + 2\text{id}$).

An advantage of our representations compared to $\rho^{\text{WRT}}$ is the fact that the kernel of the representations $r_\rho : \mathcal{S}(\Sigma_g) \to \text{End}(V(\rho))$ and $r_{\bar{\rho}} : \overline{\mathcal{S}}(\Sigma_g) \to \text{End}(V(\bar{\rho}))$ are well known: they correspond to the ideals $\mathcal{I}_\rho$ and $\overline{\mathcal{I}}_{\bar{\rho}}$ by definition. We can thus deduce

**Proposition 5.4.** Let $G \subset \text{Mod}(\Sigma_g, 1)$ and $\pi : G \to \text{PGL}(W(\mathcal{O}))$ a representation associated to a finite orbit $\mathcal{O}$. Let $\phi \in G$ and suppose that there exists a closed curve $\gamma$ and $\rho \in \mathcal{O}$ when the orbit is in the big cell (resp. $\rho \in \overline{\mathcal{O}}_z$ when the orbit is reduced) such that
\[
\phi(\gamma) \not\equiv z\gamma \quad (\text{mod } \mathcal{I}_\rho), \quad \text{for all } z \in \mathbb{C}^*.
\]
Then $\pi(\phi) \not= \text{id}$.

**Proof.** This is an immediate consequence of the definitions.

### 5.4 The use of quantum Teichmüller theory in the reduced case

The criterion found in Proposition 5.4 is not easy to use in practice. In this subsection, we explain how the use of quantum traces and quantum Teichmüller spaces might simplify this criterion for practical computations in the case where the orbit is reduced. Recall that the triangle $\mathbb{T}$ is the marked surface made of a disc with three boundary arcs.
**Definition 5.5.** A marked surface \( \Sigma \) is *triangulable* if it can be obtained from a finite disjoint union \( \Sigma_\Delta = \bigsqcup_i T_i \) of triangles by gluing some pairs of edges. A *triangulation* \( \Delta \) is then the data of the disjoint union \( \Sigma_\Delta \) together with the set of glued pair of edges.

The connected components \( T_i \) of \( \Sigma_\Delta \) are called *faces* and their set is denoted \( F(\Delta) \). The image in \( \Sigma \) of the edges of the faces \( T_i \) are called *edges* of \( \Delta \) and their set is denoted \( E(\Delta) \). Note that each boundary arc is an edge in \( E(\Delta) \); the elements of the complementary \( \mathcal{E}(\Delta) := E(\Delta) \setminus A \) are called *inner edges*. Figure 12 illustrates a triangulation \( \Delta_1 \) of \( \Sigma^1 \). Note that when \((\Sigma, \Delta)\) is a triangulated marked surface, the fusion \( \Sigma_{1\otimes 2} \) admits a natural triangulation obtained from \( \Delta \) by adding one face corresponding to the added triangle. Therefore the triangulation \( \Delta_1 \) of \( \Sigma^1 \) induces a triangulation \( \Delta_g \) of \( \Sigma_g^1 \).

**Definition 5.6.**

1. Consider a pair \( E = (E, (\cdot, \cdot)) \) where \( E \) is a free finite rank \( \mathbb{Z} \)-module (so \( E \cong \mathbb{Z}^n \)) and \( (\cdot, \cdot) : E \times E \to \mathbb{Z} \) is a skew-symmetric pairing. The *quantum torus* \( T_q(E) \) is the algebra generated by generators \( Z_e, e \in E \) with relations \( Z_a Z_b = A^{-\langle a, b \rangle/\hbar} Z_{a+b} \). Said differently, given \( e = (e_1, \ldots, e_n) \) a basis of \( E \), the quantum torus \( T_q(E) \) is isomorphic to the complex algebra generated by invertible elements \( Z_{e_i}^{\pm 1} \) with relations \( Z_{e_i} Z_{e_j} = A^{-(e_i, e_j)/\hbar} Z_{e_j} Z_{e_i} \).

2. Let \((\Sigma, \Delta)\) be a triangulated marked surface and denote by \( \mathcal{E}(\Delta) \) the set of edges of the triangulation. A map \( k : \mathcal{E}(\Delta) \to \mathbb{Z} \) is *balanced* if for any face \( T \) of the triangulation with edges \( a, b, c \), then \( k(a) + k(b) + k(c) \) is even. We denote by \( K_{\Delta} \) the \( \mathbb{Z} \)-module of balanced maps. For \( e \) and \( e' \) two edges, denote by \( a_{e, e'} \) the number of faces \( T \in F(\Delta) \) such that \( e \) and \( e' \) are edges of \( T \) and such that we pass from \( e \) to \( e' \) in the counter-clockwise direction in \( T \). The *Weil–Petersson form* \((\cdot, \cdot)^{\text{WP}} : K_{\Delta} \times K_{\Delta} \to \mathbb{Z} \) is the skew-symmetric form defined by \((k_1, k_2)^{\text{WP}} := \sum_{e, e'} k_1(e) k_2(e') (a_{e, e'} - a_{e', e}) \). The *balanced Chekhov–Fock algebra* is the quantum torus \( Z_q(\Sigma, \Delta) := T_q(K_{\Delta}, (\cdot, \cdot)^{\text{WP}}) \).

3. If \( A \) is root of unity of order \( N \), the *Frobenius morphism* is the central embedding

\[
\text{Fr}_N : T_{q+1}(E) \to Z(T_q(E)), \quad \text{Fr}_N(Z_a) := (Z_a)^N = Z_{Na}.
\]

**Theorem 5.7** (De Concini–Procesi [27, Proposition 7.2]). If \( A \in \mathbb{C}^* \) is a root of unity, then \( T_q(E) \) is Azumaya.

The *quantum trace* is an algebra embedding

\[
\text{Tr}_A : \mathfrak{F}_A(\Sigma) \to Z_q(\Sigma, \Delta)
\]

defined by Bonahon–Wong for unmarked surfaces in [10] and extended to marked surfaces by Lê in [51]. It is characterized as follows. First consider the triangle \( T \) with edges \( e_1, e_2, e_3 \) and arcs \( \alpha \) as in Figure 13.
For $i \in \mathbb{Z}/3\mathbb{Z}$, let $k_i$ be the balanced map sending $e_i$ to 0 and $e_{i+1}, e_{i+2}$ to 1. The quantum trace $\text{Tr}_A^\Delta: \mathcal{S}_A(\Sigma) \xrightarrow{\sim} Z_q(\mathcal{T})$ is the isomorphism characterized by the facts that it sends $(\alpha_i)_{-+}$ to 0, $(\alpha_i)_{++}$ to $Z_k$ and $(\alpha_i)_{--}$ to $Z^{-k_i}$.

Consider a general triangulated marked surface $(\Sigma, \Delta)$, so $\Sigma$ is obtained from a disjoint union of triangle $\Sigma_\Delta := \bigsqcup_{\nabla \in F(\Delta)} \mathcal{T}$ by gluing some pairs of edges. Let $\hat{\mathcal{E}}$ be the set of edges (boundary arcs) of the disjoint union $\Sigma_\Delta$ and let $\pi: \hat{\mathcal{E}} \to \mathcal{E}$ be the induced surjective map.

Consider the embedding $\theta^\Delta: Z_q(\Sigma, \Delta) \hookrightarrow \otimes_{\nabla \in F(\Delta)} Z_q(\mathcal{T})$ sending $Z^k$ to $\otimes_{\nabla} Z^{k_\nabla}$ where $k_\nabla(e) := k(\pi(e))$.

**Definition 5.8 ([10, 51]).** The quantum trace $\text{Tr}_A^\Delta$ is the unique algebra morphism making commuting the following diagram

$$
\begin{array}{ccc}
\mathcal{S}_A(\Sigma) & \xrightarrow{\theta^\Delta} & \otimes_{\nabla \in F(\Delta)} \mathcal{S}_A(\mathcal{T}) \\
\downarrow \text{Tr}_A^\Delta & \approx & \otimes_{\nabla} \text{Tr}_A^\nabla \\
Z_q(\Sigma, \Delta) & \xrightarrow{\theta^\Delta} & \otimes_{\nabla \in F(\Delta)} Z_q(\mathcal{T}).
\end{array}
$$

An easy consequence of the definition is the fact that $\text{Tr}_{A+1}^\Delta \circ \text{Ch}_A = \text{Fr}_N \circ \text{Tr}_A^\Delta$, i.e., that the Chebyshev–Frobenius morphism $\text{Ch}_A$ is the restriction of the Frobenius $\text{Fr}_N$ through the quantum trace (this is how $\text{Ch}_A$ was first defined in [10]). The centers and PI-degrees of the balanced Chekhov–Fock algebras were computed in [13] for unmarked surfaces and in [50] for marked surfaces. In the particular case of $\mathcal{S}_g^*$, it is described as follows. Let us fix a triangulation $\Delta$ of $\Sigma_g^*$. Let $k_\nabla: \mathcal{E}(\Delta) \to \mathbb{Z}$ be the balanced map sending every $e \in \mathcal{E}(\Delta)$ to $k_\nabla(e) := 2$. Then $H_\theta := Z^{k_\nabla}$ is central in $Z_q(\Sigma_g^*, \Delta)$ and we have $\text{Tr}_A^\Delta(\alpha_\nabla) = H_\theta$.

**Theorem 5.9 ([50]).** Suppose that $A^{1/2}$ is a root of unity of odd order $N$.

1. **The center of $Z_q(\Sigma_g^*, \Delta)$ is generated by the image of the Frobenius morphisms $\text{Fr}_N$ together with the elements $H_\theta^{\pm 1}$.** In particular the quantum trace $\text{Tr}_A^\Delta$ embeds the center of $\mathcal{S}_A(\Sigma)$ into the center of $Z_q(\Sigma_g^*, \Delta)$.

2. **The PI-degree of $Z_q(\Sigma_g^*, \Delta)$ is equal to $N^{3g-1}$, i.e., to the PI-degree of $\mathcal{S}_A(\Sigma_g^*)$.**

Let $\mathcal{Z}$ be the center of $Z_q(\Sigma_g^*, \Delta)$ and consider the algebraic tori

$$
\mathcal{Y}(\Sigma_g^*, \Delta) := \text{Specm}(\mathcal{Z}_{+1}(\Sigma_g^*, \Delta))
$$

and $\mathcal{Y}(\Sigma_g^*, \Delta) := \text{Specm}(\mathcal{Z})$ and the natural regular covering $\pi: \mathcal{Y}(\Sigma_g^*, \Delta) \to \mathcal{Y}(\Sigma_g^*, \Delta)$. By Theorem 5.9, $\pi$ is a principal $(\mathbb{Z}/N\mathbb{Z})^\times$ bundle; more precisely, $\hat{\mathcal{Y}}(\Sigma_g^*, \Delta)$ is identified with the set of pairs $\hat{\pi} = (z, h_\theta)$ where $h_\theta \in \mathbb{C}^\times$ and $z \in \mathcal{Y}(\Sigma_g^*, \Delta)$ corresponds to a character sending $h_\theta \in Z_{+1}(\Sigma, \Delta)$ to $h_\theta^N$.

The quantum trace in $A^{1/2} = +1$

$$
\text{Tr}_A^\Delta: \mathcal{S}_+^1(\Sigma_g^*) \to Z_{+1}(\Sigma_g^*, \Delta)
$$
defines regular maps \( \tilde{N}A : \tilde{\mathcal{V}}(\Sigma^*_g, \Delta) \rightarrow \tilde{\mathcal{X}}(\Sigma^*_g) \) and \( \tilde{N}A : \mathcal{V}(\Sigma^*_g, \Delta) \rightarrow \mathcal{X}(\Sigma^*_g) \) named the non-abelianization maps. Since \( \tilde{\operatorname{Tr}}_A^\Delta(\alpha_\beta) = H_{\beta}, \tilde{N}A \) is a morphism of principal \((\mathbb{Z}/N\mathbb{Z})^\times\) bundles: it sends a pair \((z, h_\beta)\) to \((\tilde{N}A(z), h_\beta)\).

Since \( \tilde{\operatorname{Tr}}_A^\Delta \) is injective, the map \( \tilde{N}A \) is dominant, so by irreducibility of \( \mathcal{X}(\Sigma^*_g) \), the image of \( \tilde{N}A \) is dense. Unfortunately, a precise description of this image is still unknown.

**Definition 5.10.** A point \( \rho \in \mathcal{X}(\Sigma^*_g) \) admits a \( \Delta \)-lift if \( \rho \) is in the image of \( \tilde{N}A \). An orbit \( O \subset \mathcal{X}(\Sigma^*_g) \) admits a \( \Delta \)-lift if each of its points does.

For \( \tilde{z} \in \mathcal{V}(\Sigma^*_g, \Delta) \) corresponding to a character \( \chi_{\tilde{z}} \) over the center of \( \mathcal{Z}_q(\Sigma^*_g, \Delta) \), let \( J_{\tilde{z}} \subset \mathcal{Z}_q(\Sigma^*_g, \Delta) \) be the ideal generated by the kernel of \( \chi_{\tilde{z}} \). Then, writing \( \tilde{\rho} := \tilde{N}A(\tilde{z}) \) and in virtue of Theorems 5.7 and 5.9, we have

\[
\text{End}(V(\tilde{\rho})) \cong \mathfrak{S}_A(\Sigma) / I_{\tilde{\rho}} \xrightarrow{\text{tr}_A^\Delta} \mathcal{Z}_q(\Sigma^*_g, \Delta) / J_{\tilde{z}}. \tag{5.3}
\]

So a point \( \rho \in \mathcal{X}(\Sigma^*_g) \) admits a \( \Delta \)-lift if and only if for one (or equivalently every) of its lifts \( \tilde{\rho} \in \tilde{\mathcal{X}}(\Sigma^*_g) \), the simple \( \mathfrak{S}_A(\Sigma) \) module \( V(\tilde{\rho}) \) extends (in a non necessarily unique way) to a simple \( \mathcal{Z}_q(\Sigma^*_g, \Delta) \) module through the quantum trace. Equivalently, an orbit \( O \) admits a \( \Delta \)-lift if and only if the \( \mathfrak{S}_A(\Sigma) \) module \( W(O) \) extends to a \( \mathcal{Z}_q(\Sigma^*_g, \Delta) \) module. Unfortunately, the author is not aware of any criterion to prove that a given orbit \( O \) admits a \( \Delta \)-lift, so the usefulness of the methods developed in this subsection is purely conjectural. The criterion of Proposition 5.4 can be improved as follows.

**Proposition 5.11.** Let \( G \subset \text{Mod}(\Sigma_{g,1}) \) and \( \pi : G \rightarrow \text{PGL}(W(\tilde{O})) \) a representation associated to a finite orbit \( O \) in the reduced cell. Let \( \phi \in G \) and consider a simple closed curve \( \gamma \) and \( \tilde{\rho} \in \tilde{O} \) which admits a \( \Delta \)-lift, i.e., such that \( \tilde{\rho} = \tilde{N}A(\tilde{z}) \). Suppose that

\[
\text{Tr}_A^\Delta(\phi(\gamma)) \neq \lambda \text{Tr}_A^\Delta(\gamma) \pmod{J_{\tilde{z}}}, \quad \text{for all } \lambda \in \mathbb{C}^*. \tag{5.4}
\]

Then \( \pi(\phi) \neq \text{id} \).

**Proof.** The proposition is a direct consequence of Proposition 5.4 and of equation (5.3).

In order to be able to use the criterion of Proposition 5.11 efficiently, we need to find a way to prove that, given two distinct simple closed curves \( \alpha \) and \( \beta \) in \( \Sigma_{g,1} \) then

\[
\text{Tr}_A^\Delta(\alpha) \neq \lambda \text{Tr}_A^\Delta(\beta) \pmod{J_{\tilde{z}}}, \quad \text{for all } \lambda \in \mathbb{C}^*. \tag{5.5}
\]

To achieve this goal we need to find a basis of \( \mathcal{Z}_q(\Sigma^*_g, \Delta) \) as a module over its center. The strategy is quite general: let \( T_q(\mathbb{E}) \) be an arbitrary quantum torus with \( A^{1/2} \) a root of unity of odd order \( N \) and let \( E^0 \subset E \) be the submodule defined as the kernel:

\[
E^0 := \ker \left( E \otimes_{\mathbb{Z}} E \overset{\lambda(\cdot)}{\rightarrow} \mathbb{Z} \rightarrow \mathbb{Z}/N\mathbb{Z} \right). \]

Then the center of \( T_q(\mathbb{E}) \) is spanned by elements \( Z_{e_0} \) for \( e_0 \in E^0 \) therefore, in order to find a basis \( B \) of \( T_q(\mathbb{E}) \) seen as module over its center, we need to find a representative set \( E^1 \subset E \) of the coset \( E / E^0 \) and we can choose \( B := \text{Span} \left( Z_{e}, e \in E^1 \right) \).

It was proved in [50] that the submodule \( K^0_\Delta \subset K_\Delta \) defined by

\[
K^0_\Delta := \ker \left( K_\Delta \otimes_{\mathbb{Z}} K_\Delta \overset{\lambda(\cdot)}{\rightarrow} \mathbb{Z} \rightarrow \mathbb{Z}/N\mathbb{Z} \right)
\]
is equal to

\[ K^0_\Delta = NK_\Delta + \mathbb{Z}k_\theta. \]  

(5.4)

Recall that \( k_\theta \) is the balanced map sending every edge to +2.

Let us now describe the image of simple closed curve by the quantum trace. Let \( \gamma \subset \Sigma_{g,1} \) be a simple closed curve isotoped such that it is transversed to \( E(\Delta) \) with minimal number of intersection points. A full state on \( \gamma \) is a map \( \hat{s} : E(\Delta) \cap \gamma \rightarrow \{-, +\} \). A pair \((\gamma, \hat{s})\) induces on each face \( T \in F(\Delta) \) a stated diagram in \( T \). A full state \( \hat{s} \) is admissible if the restriction of \((\gamma, \hat{s})\) on each face does not contain bad arcs. We denote by \( St^a(\gamma) \) the set of admissible full states. For \( \hat{s} \in St^a(\gamma) \), we denote by \( k(\hat{s}) \in K_\Delta \) the balanced map defined by

\[ k(\hat{s})(e) := \sum_{v \in \gamma \cap e} \hat{s}(v), \quad e \in E(\Delta). \]

**Lemma 5.12** ([47, Lemma 2.17]). There exist some integers \( n(\hat{s}) \in \mathbb{Z} \) such that

\[ \text{Tr}^A_{\Delta}([\gamma]) = \sum_{\hat{s} \in St^a(\gamma)} A^{n(\hat{s})/2} Z^{k(\hat{s})}. \]

We denote by \( St^a(\gamma) \subset K_\Delta \) the set of balanced maps of the form \( k(\hat{s}) \) for \( \hat{s} \in St^a(\gamma) \). Let \( k_\gamma \in K_\Delta \) be the balanced map defined by

\[ k_\gamma(e) := |\gamma \cap e|, \quad \text{for all } e \in E(\Delta). \]

Recall that \( \gamma \) is in minimal position with respect to \( E(\Delta) \) so \( |\gamma \cap e| \) is the geometric intersection of \( \gamma \) and \( e \). Note also that \( k_\gamma = k(s^+ \in St^a(\gamma) \) corresponds to the admissible state \( s^+ \) sending every point of \( \gamma \cap E(\gamma) \) to +.

**Lemma 5.13.** Let \( k = k(\hat{s}) \in St^a(\gamma) \).

1. For all \( e \in E(\Delta) \) then \( -|\gamma \cap e| \leq k(e) \leq |\gamma \cap e| \) and \( k(e) \) has the same parity than \( |\gamma \cap e| \).
2. One has \( k(a_\theta) = 0 \).

**Proof.** This is an immediate consequence of the definition of \( St^a(\gamma) \). \( \square \)

**Notations 5.14.** For \( k \in K_\Delta \) and \( \gamma \subset \Sigma_{g,1} \) a simple closed curve, let

\[ S(\gamma) := \{ k_0 \in K^0_\Delta \text{ such that } k + k_0 \in St^a(\gamma) \} \subset K^0_\Delta. \]

For \( \hat{\mathbf{z}} \) a character over the center of \( \mathbb{Z}_q(\Sigma, \Delta) \), write

\[ x_{\hat{\mathbf{z}}, k}(\gamma) := \sum_{k_0 \in S(\gamma), k + k_0 = k(\hat{s})} \hat{\mathbf{z}}(k_0) A^{n(\hat{s})/2}. \]

If \( B \subset K_\Delta \) is a set of representatives of the coset \( K_\Delta / K^0_\Delta \) then by definition one has

\[ \text{Tr}^A_{\Delta}([\gamma]) \equiv \sum_{k \in B} x_{\hat{\mathbf{z}}, k}(\gamma) Z^k \pmod{J_\mathbf{z}}, \]

where the family \( \{ Z^k, k \in B \} \) is a basis of the space \( \mathbb{Z}_q(\Sigma, \Delta) / J_\mathbf{z} \). We thus have proved
Lemma 5.15. Let $\alpha, \beta \subset \Sigma_{g,1}$ be two simple closed curves and $\lambda \in \mathbb{C}^*$. Then
\[
\text{Tr}^A_\lambda(\alpha) \equiv \lambda \text{Tr}^A_\lambda(\beta) \pmod{J_2}
\]
if and only if $x_{z,k}(\alpha) = \lambda x_{z,k}(\beta)$ for all $k \in B$.
In particular, if there exists $k \in K_\Delta$ such that $x_{z,k}(\alpha) = 0$ and $x_{z,k}(\beta) \neq 0$, then
\[
\text{Tr}^A_\lambda(\alpha) \neq \lambda \text{Tr}^A_\lambda(\beta) \pmod{J_2}, \quad \text{for all } \lambda \in \mathbb{C}^*.
\]

Lemma 5.15 together with Proposition 5.11 permit to prove that a given mapping class $\phi \in G \subset \text{Mod}(\Sigma_{g,1})$ does not belong to the kernel of a representation $\pi: G \to \text{End}(W(\mathcal{O}))$ associated to a reduced orbit, provided that we are able to compute the numbers $x_{z,k}(\gamma)$. As an illustration, let us derive from this criterion an easy consequence.

Lemma 5.16. Let $\pi: K_\Delta \to K_\Delta/K_\Delta^0$ be the quotient map. Suppose that $\gamma \subset \Sigma_{g,1}$ intersects each edge of the triangulation $\Delta$ at most $N-1$ times. Then the restriction $\pi: \text{St}^a(\gamma) \to K_\Delta/K_\Delta^0$ is injective.

Proof. Let $k_1, k_2 \in \text{St}^a(\gamma)$ be such that $k_1 - k_2 \in K_\Delta^0$. By equation (5.4), there exists $k_0 \in K_\Delta$ and $n \in \{0, \ldots, N-1\}$ such that
\[
k_1 - k_2 = nk_0 + Nk_0.
\]
By the second item of Lemma 5.13, one has $k_1(a_\phi) = k_2(a_\phi) = 0$ so $n = 0$. By the first item of Lemma 5.13, for all $e \in \mathcal{E}(\Delta)$, one has $-(N-1) \leq k_1(e), k_2(e) \leq N-1$ and $k_1(e) \equiv k_2(e) \pmod{2}$, therefore $k_0(e) = 0$. We thus have proved that $k_1 = k_2$. This concludes the proof. 

We eventually have the following criterion, which should be compared to Costantino–Martelli criterion in [24, Lemma 7.1] for the Turaev–Viro representations.

Theorem 5.17. Let $\pi: G \to \text{End}(W(\mathcal{O}))$ be a representation of $G \subset \text{Mod}(\Sigma_{g,1})$ associated to a reduced orbit and a root of unity of odd order $N$. Consider a mapping class $\phi \in G$ and a simple closed curve $\alpha \subset \Sigma_{g,1}$ such that $\alpha$ and $\beta := \phi(\alpha)$ are not isotopic. Suppose that there exists a triangulation $\Delta$ of $\Sigma_g$ such that

1) there exists $\rho \in \mathcal{O}$ which admits a $\Delta$-lift,

2) both $\alpha$ and $\beta$ intersect each edge of $\Delta$ at most $N-1$ times.

Then $\pi(\phi) \neq \text{id}$.

Proof. Let $\hat{z}$ be the character associated to an arbitrary lift of $\rho$. If $\alpha \neq \beta$ then there exists $e \in \mathcal{E}(\Delta)$ such that $|\alpha \cap e| \neq |\beta \cap e|$ so Lemma 5.13 implies that $\text{St}^a(\alpha) \neq \text{St}^a(\beta)$. Exchanging $\alpha$ and $\beta$ if necessary, we can suppose that there exists $k \in \text{St}^a(\alpha)$ such that $k \notin \text{St}^a(\beta)$. Lemma 5.16 implies that $x_{z,k}(\alpha) = 0$ and $x_{z,k}(\beta) \neq 0$ so Lemma 5.15 implies that
\[
\text{Tr}^A_\lambda(\alpha) \neq \lambda \text{Tr}^A_\lambda(\beta) \pmod{J_2}, \quad \text{for all } \lambda \in \mathbb{C}^*.
\]
We conclude using Proposition 5.11. 

■
5.5 The use of quantum Teichmüller theory in the non reduced case

We now extend all the tools developed in the previous subsection to the study of representation \( \pi : G \to \text{End}(W(O)) \) associated to orbits in the big cell. Bonahon and Wong’s quantum trace permits to embed the reduced stated skein algebras into quantum tori. In order to be able to embed the non-reduced stated skein algebras into quantum tori as well, Lê and Yu developed in [53] the following trick. Let \( \Sigma^g = (\Sigma_{g,1}, \{a'_\partial, a''_\partial\}) \) be \( \Sigma_{g,1} \) with two boundary arcs. Consider the marked surface embedding \( j : \Sigma^g \hookrightarrow \Sigma^g_* \) which is the identity outside a neighborhood of \( a_\partial \) and which sends \( a_\partial \) to \( a'_\partial \) as illustrated in Figure 14. Alternatively, one can think of \( \Sigma^g \) as been obtained from \( \Sigma^g_* \) by gluing a triangle \( \mathbb{T}_0 \) with edges \( \{a_\partial, a'_\partial, a''_\partial\} \) along the unique boundary arc of \( \Sigma^g_* \). In particular, every triangulation \( \Delta \) of \( \Sigma^g \) induces a triangulation \( \Delta^* \) of \( \Sigma^g_* \) obtained by adding the face \( \mathbb{T}_0 \). An illustration in the genus 1 case is given in Figure 14.

\[
\begin{array}{c}
\text{Figure 14. An illustration of the embedding } j. \\
\end{array}
\]

Lê and Yu proved in [53] that the embedding \( j \) induces an embedding

\[
j_* : \mathcal{S}_A(\Sigma^g) \hookrightarrow \mathcal{S}_A(\Sigma^g_*)
\]

of the non-reduced stated skein algebra of \( \Sigma^g_* \) onto the reduced stated skein algebra of \( \Sigma^g_* \). Therefore, by composition, we obtain an embedding

\[
\phi : \mathcal{S}_A(\Sigma^g) \xrightarrow{i} \mathcal{S}_A(\Sigma^g_*) \xrightarrow{T^\pi_q} \mathcal{Z}_q(\Sigma^g_*, \Delta^*)
\]

The image of \( \phi \) actually belongs to a smaller quantum torus that we now describe.

Let \( \bar{\mathcal{E}} := \mathcal{E}(\Delta) \cup \{\hat{a}_\partial\} \). Let \( \bar{K}_\Delta \) denote the set of maps \( k : \bar{\mathcal{E}}(\Delta) \to \mathbb{Z} \) such that (1) for any face of \( \Delta \) with edges \( a, b, c \), then \( k(a) + k(b) + k(c) \) is even and (2) \( k(\hat{a}_\partial) \) is even. Define an injective linear map \( i : \bar{K}_\Delta \to K_\Delta \) sending \( k \) to \( k' \) where \( k'(e) = k(e) \) if \( e \in \mathcal{E}(\Delta) \) and \( k'(a_\partial) = k(a_\partial) + k(\hat{a}_\partial) \), \( k'(a''_\partial) = -k(a_\partial) \) and \( k'(a''_\partial) = 0 \). Let \( \langle \cdot , \cdot \rangle : \bar{\mathcal{E}} \otimes_{\mathbb{Z}} \bar{\mathcal{E}} \to \mathbb{Z} \) be the skew-symmetric form defined by \( \langle x, y \rangle := \langle i(x), i(y) \rangle_{WP} \). Let \( \bar{\mathcal{Z}}_q(\Sigma^g_*, \Delta) \subset \mathcal{Z}_q(\Sigma^g_*, \Delta^*) \) be the submodule spanned by elements \( Z^{(k)} \) for \( k \in \bar{K}_\Delta \). An easy computation shows that the map \( \phi \) takes values in the smaller quantum torus \( \bar{\mathcal{Z}}_q(\Sigma, \Delta) \cong \mathcal{T}_q(\bar{K}_\Delta, \langle \cdot, \cdot \rangle) \).

**Definition 5.18 (Lê–Yu [53]).** The injective morphism \( \phi : \mathcal{S}_A(\Sigma^g) \hookrightarrow \bar{\mathcal{Z}}_q(\Sigma^g_*, \Delta) \) will be referred to as the **refined quantum trace**.

Let \( \bar{K}^0_\Delta \) be the kernel of the skew-symmetric form

\[
\bar{K}_\Delta \otimes_{\mathbb{Z}} \bar{K}_\Delta \xrightarrow{\langle \cdot, \cdot \rangle} \mathbb{Z} \to \mathbb{Z}/N\mathbb{Z}.
\]

Let \( k_{\hat{a}_\partial} \in \bar{K}_\Delta \) be defined by \( k_{\hat{a}_\partial}(\hat{a}_\partial) = 2 \) and \( k_{\hat{a}_\partial}(e) = 0 \) for all \( e \in \mathcal{E}(\Delta) \). So by definition, one has \( \bar{K}_\Delta = \bar{K}^0_\Delta \oplus \mathbb{Z}k_{\hat{a}_\partial} \).

**Lemma 5.19.** One has

\[
\bar{K}^0_\Delta = K^0_\Delta \oplus N\mathbb{Z}k_{\hat{a}_\partial}.
\]

Therefore the PI-degree of \( \bar{\mathcal{Z}}_q(\Sigma^g_*, \Delta) \) is equal to \( N^3g \), i.e., to the PI-degree of \( \mathcal{S}_A(\Sigma^g) \).
Proof. Let \( \bar{k}_1 = k_1 + n_1 k_{\bar{\alpha}} \) and \( \bar{k}_2 = k_2 + n_2 k_{\bar{\alpha}} \) be two maps in \( K_\Delta = K_\Delta \oplus \mathbb{Z} k_{\bar{\alpha}} \). Then a straightforward computation shows that
\[
\langle \bar{k}_1, \bar{k}_2 \rangle = (i(\bar{k}_1), i(\bar{k}_2))^{WP} = (k_1, k_2)^{WP} + n_1 k_1(a_\theta) - n_2 k_2(a_\theta).
\]
The equality \( \bar{K}_\Delta^0 = K_\Delta^0 \oplus N \mathbb{Z} k_{\bar{\alpha}} \) follows. We deduce the index:
\[
|\bar{K}_\Delta : \bar{K}_\Delta^0| = N \times |\bar{K}_\Delta : K_\Delta^0| = N \times N^{3g-1} = N^{3g}.
\]
Therefore the PI-degree of \( \mathcal{Z}_q(\Sigma_g^*, \Delta) \) is equal to \( N^{3g} \).

Let \( \overline{\mathcal{Y}}(\Sigma_g^*, \Delta) := \text{Specm} \left( \mathcal{Z}_1(\Sigma_g^*, \Delta) \right) \). The refined quantum trace taken at \( A^{1/2} = +1 \) defines a dominant morphism
\[
\overline{\mathcal{N}A} : \overline{\mathcal{Y}}(\Sigma_g^*, \Delta) \to \mathcal{A}(\Sigma_g^*).
\]

A point \( \rho \in \mathcal{A}(\Sigma_g^*) \) is said to admit a \( \Delta \)-lift if it is in the image of \( \overline{\mathcal{N}A} \). The dominance of \( \overline{\mathcal{N}A} \) and the irreducibility of \( \mathcal{A}(\Sigma_g^*) \) show that this is a generic condition. A point \( \rho \) in the big cell \( \mathcal{A}^0 = \mu^{-1}(\mathbb{SL}_2^0) \) admits a \( \Delta \)-lift if and only if the representation \( r_\rho : S_\Delta(\Sigma_g^*) \to \text{End}(V(\rho)) \) extends through \( \phi \) to a representation of \( \mathcal{Z}_q(\Sigma_g^*, \Delta) \).

For \( \gamma \subset \Sigma_g^* \) a simple closed curve, since \( \gamma \) can be isotoped outside of the triangle \( T_0 \), the formula in Lemma 5.12 still holds, that is one has
\[
\phi([\gamma]) = \sum_{\delta \in \text{St}^*(\gamma)} A^{n(\delta)/2} z^{k(\delta)}
\]
for the same integers \( n(\delta) \) as in Lemma 5.12. Consider \( K_\Delta \) as the subset of \( \bar{K}_\Delta \) of maps sending \( \bar{\alpha} \) to 0 and recall the definition of the set \( \text{St}^*(\gamma) \subset K_\Delta \subset \bar{K}_\Delta \). For \( z \in \overline{\mathcal{Y}}(\Sigma_g^*, \Delta) \) and \( k \in K_\Delta \), define the numbers \( x_{z,k}(\gamma) \in \mathbb{C} \) in the same manner than in the previous subsection, i.e., by the formula
\[
x_{z,k}(\gamma) := \sum_{k_0 \in S(\gamma), k + k_0 = k(\delta)} z(k_0) A^{n(\delta)/2}.
\]
Let \( \mathcal{J}_z \subset \mathcal{Z}_q(\Sigma_g^*, \Delta) \) be the ideal generated by the kernel of \( z \). The following analogues of Lemma 5.15, Proposition 5.11 and Theorem 5.17 hold in the non reduced case.

Proposition 5.20.

1. For \( z \in \overline{\mathcal{Y}}(\Sigma_g^*, \Delta) \) and \( \lambda \in \mathbb{C}^* \), one has \( \phi(\alpha) \equiv \lambda \phi(\beta) \) (mod \( \mathcal{J}_z \)) if and only if \( x_{z,k}(\alpha) = \lambda x_{z,k}(\beta) \) for all \( k \in K_\Delta \).

2. Let \( \pi : G \to \text{End}(W(\mathcal{O})) \) a representation associated to an orbit in the big cell, \( \phi \in G \) and \( \alpha \) a simple closed curve such that \( \alpha \) and \( \beta := \phi(\alpha) \) are not isotopic. Suppose that there exists \( \rho \in \mathcal{O} \) which admits a \( \Delta \)-lift, i.e., such that \( \rho = \overline{\mathcal{N}A}(z) \). Further suppose that
\[
\phi(\alpha) \not\equiv \lambda \phi(\beta) \pmod{\mathcal{J}_z}, \quad \text{for all } \lambda \in \mathbb{C}^*.
\]
Then \( \pi(\phi) \neq \text{id} \).

3. Let \( \pi : G \to \text{End}(W(\mathcal{O})) \) a representation associated to an orbit in the big cell, \( \phi \in G \) and \( \alpha \) a simple closed curve such that \( \alpha \) and \( \beta := \phi(\alpha) \) are not isotopic. If (1) there exists \( \rho \in \mathcal{O} \) which admits a \( \Delta \)-lift and (2) both \( \alpha \) and \( \beta \) intersect the edges of \( \Delta \) at most \( N - 1 \) times, then \( \pi(\phi) \neq \text{id} \).

Proof. The proofs are straightforward adaptations of the proofs of Lemma 5.15, Proposition 5.11 and Theorem 5.17, using Lemma 5.19, left to the reader. ■
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