Barrier methods for minimal submanifolds in the Gibbons-Hawking ansatz
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ABSTRACT. We describe a barrier argument for compact minimal submanifolds in the multi-Eguchi–Hanson and in the multi-Taub–NUT spaces, which are hyperkähler 4-manifolds given by the Gibbons–Hawking ansatz. This approach is used to obtain results towards a classification of compact minimal submanifolds in this setting. We also prove a converse of Tsai and Wang’s result that relates the strong stability condition to the convexity of the distance function.

CONTENTS

1. Introduction 835
2. The Gibbons-Hawking ansatz 839
3. Minimal submanifolds 841
4. Barriers for minimal submanifolds in the Gibbons-Hawking ansatz 850
References 866

1. Introduction

In a Riemannian manifold, we say that a submanifold is minimal if it is a critical point of the volume functional. As minimal submanifolds are not only of great geometric interest per se, but also encode information on the ambient manifold, these objects are widely studied.

A way to probe compact minimal submanifolds is by using ambient $k$-convex functions. A function $f$ is (strictly) $k$-convex if the sum of the smallest $k$ eigenvalues of $\text{Hess} f$ is everywhere non-negative (positive). Such a function, when restricted to a compact minimal $k$-submanifold $\Sigma$, is subharmonic and hence forces $\Sigma$ to be contained in the set where $f$ is not strict. Given a smooth open domain $\Omega$, we say that $\partial \Omega$ is $k$-convex if the sum of the smallest $k$ eigenvalues of the second fundamental form, pointing inward, is everywhere positive.
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In this setting, Harvey and Lawson [HaLa12, Theorem 5.7] constructed a $k$-convex function in the domain, which is strict near $\partial \Omega$. This implies that compact minimal $k$-submanifolds contained in $\Omega$ cannot be tangent to $\partial \Omega$. Hence, $\partial \Omega$ provides a barrier for compact minimal $k$-submanifolds. The parallel with the generalized avoidance principle for the mean curvature flow, which is the gradient flow for the volume functional, is clear [Wh15, Theorem 14.1]. Moreover, this allows us to extend our results on minimal submanifolds to integral varifolds\(^2\).

A hyperkähler 4-manifold is a Riemannian manifold $(X, g)$ that is equipped with an $S^2$ of kähler structures. This forces the holonomy group of $X$ to be contained in $\text{Sp}(1) \cong \text{SU}(2)$. Hence, hyperkähler 4-manifolds are also Calabi–Yau, and so Ricci-flat. Since complex submanifolds of Kähler manifolds are homologically area minimizing by Wirtinger’s inequality, hyperkähler 4-manifolds have a distinguished class of minimal submanifolds, namely the complex curves with respect to one of the compatible complex structures. It is easy to see that these complex curves are also special Lagrangians for a Calabi–Yau structure on $X$. Special Lagrangians are not only of great geometric interest, but they also play a crucial role in theoretical physics, particularly in Mirror Symmetry.

The Gibbons–Hawking ansatz, first introduced in [GH78], provides a way to construct a family of simply connected hyperkähler 4-manifolds with a tri-Hamiltonian circle action. In this family, we have, for example, the Euclidean $\mathbb{R}^4$, the Eguchi–Hanson space, and the Taub–NUT space. As a generalization of these, the Gibbons–Hawking ansatz also gives infinitely many ALE and ALF spaces called multi-Eguchi–Hanson and multi-Taub–NUT respectively, which are characterized by a distribution of points in $\mathbb{R}^3$. Indeed, these are the total space of an $U(1)$-bundle over $\mathbb{R}^3$ minus finitely many points $\{p_i\}_{i=1}^k$. We denote by $U$ this punctured $\mathbb{R}^3$, parametrized by $\{x_i\}_{i=1}^3$, and by $\pi$ be the projection map of this bundle. The Euclidean and the Taub–NUT space correspond, respectively, to the one-point multi-Eguchi–Hanson and to the one-point multi-Taub–NUT space. The Eguchi–Hanson space correspond to the two-point multi-Eguchi–Hanson case [GH78, Pr79].

In this paper, we study the $k$-convexity of natural sets and functions on the multi-Eguchi–Hanson and multi-Taub–NUT spaces, which are all the complete simply connected hyperkähler 4-manifolds with a tri-Hamiltonian circle action and finite topology [Bie99]. The barriers that we obtain are used towards a classification of compact minimal submanifolds. Moreover, we show that, apart from the one and the two point case, the natural competitors do not provide, not even locally, a complete description of such objects.

**Main results.** In the setting above, Lotay and Oliveira [LO20] studied minimal submanifolds that are invariant under the circle action. In particular,

\(^2\)The reader not familiar with the notion of (stationary) integral varifold can read (minimal) "singular" submanifold instead.
they proved the existence of circle-invariant closed geodesics, and that circle-invariant compact minimal surfaces correspond to straight lines connecting two of the characterizing points in $U$. These are also all the compact complex submanifolds.

It is natural to ask whether all compact minimal submanifolds are circle-invariant, or are contained in one. Indeed, it is well-known that this vacuously holds in the Euclidean $\mathbb{R}^4$ and the Taub–NUT space. A way to prove it is by noticing that circle-invariant spheres around the singular point of $\phi$ are convex with respect to its interior [LO20, Appendix B]. Moreover, Tsai and Wang [TW18, Theorem 5.2] proved that the claim is also true in the Eguchi–Hanson case. We use, as barriers, all the circle-invariant ellipsoids of foci the singular points of $\phi$ to extend Tsai and Wang result in the two-point multi-Taub–NUT case.

**Theorem 1.1.** Suppose $(X, g)$ is a multi-Eguchi–Hanson or a multi-Taub–NUT space with two singular points of $\phi$. Then, compact minimal submanifolds are $S^1$-invariant or are contained in the unique $S^1$-invariant compact minimal surface.

In particular, we proved that, in the multi-Eguchi–Hanson and multi-Taub–NUT spaces with at most 2 singular points of $\phi$, compact minimal submanifolds are circle-invariant, or are contained in one. When we consider at least 3 singular points of $\phi$, we observe that the natural generalization of the sets used above, i.e. ellipsoids with multiple foci, cannot work. Instead, we show that circle-invariant spheres and circle-invariant cylinders are 3-convex for big enough radii. Moreover, for a weaker constant, spheres are also 1-convex. Unfortunately, this is not true in the cylindrical case. We deduce that compact minimal submanifolds must lie in a certain compact domain containing the characterizing points of the ambient manifold. In the collinear case, this is enough to show the non-existence of compact minimal hypersurfaces. More precisely, we have:

**Theorem 1.2.** Let $(X, g)$ be a multi-Eguchi–Hanson or a multi-Taub–NUT space. Compact minimal hypersurfaces need to be contained in $\pi^{-1}(\{x \in U : |x|_{\mathbb{R}^3} \leq 4/3 \max_i |p_i|_{\mathbb{R}^3}\})$. Moreover, there are no compact minimal hypersurfaces contained in $\pi^{-1}(\{x \in U : |x|_{\mathbb{R}^3} < \min\{|p_i|_{\mathbb{R}^3} : |p_i|_{\mathbb{R}^3} > 0\}\})$.

**Theorem 1.3.** Let $(X, g)$ be a multi-Eguchi–Hanson or a multi-Taub–NUT space. Compact minimal hypersurfaces need to be contained in

$$\pi^{-1}\left(\left\{x \in U : \sqrt{x_1^2 + x_2^2} \leq 2 \max_i r_i\right\}\right),$$

where $r_i^2 = (p_i)_1^2 + (p_i)_2^2$. Moreover, there are no compact minimal hypersurfaces contained in

$$\pi^{-1}\left(\left\{x \in U : \sqrt{x_1^2 + x_2^2} < \min\{r_i : r_i > 0\}\right\}\right).$$
Corollary 1.4. Let \((X, g)\) be a multi-Eguchi–Hanson or a multi-Taub–NUT space with the \(\{p_i\}_{i=1}^k\) lying on a line. Then, there are no compact minimal hypersurfaces in \(X\).

Theorem 1.5. Let \((X, g)\) be a multi-Eguchi–Hanson or a multi-Taub–NUT space. Compact minimal submanifolds need to be contained \(\pi^{-1}(\{x \in U : |x| \leq C \max_i |p_i|_{\mathbb{R}^3}\})\), where \(C \approx 5.07\) is the only real root of the polynomial: \(-x^3 + 4x^2 + 5x + 2\). Moreover, if \(p_i = 0\) for some \(i\), then, there are no compact minimal submanifolds contained in \(\pi^{-1}(\{x \in U : |x| < r_0\})\), for some \(r_0\) small enough.

All the results discussed so far can be extended to multi-centred Gibbons–Hawking spaces, which are incomplete generalizations of the multi-Eguchi–Hanson and of the multi-Taub–NUT spaces.

For a generic multi-Eguchi–Hanson or multi-Taub–NUT space we have considered several natural barriers for compact minimal submanifolds. However, these are not enough to prove a result as strong as in the one or two points case. Hence, one would like to find, at least, local barriers around the circle-invariant ones. To this scope, we recall that, in a general Riemannian manifold, the square of the distance function from any strongly stable orientable compact minimal submanifold of dimension \(k\) is locally a \(k\)-convex function [TW20, Proposition 4.1]. Here, a minimal submanifold is said to be strongly stable if the part not involving the Laplacian of the Jacobi operator, \(-\mathcal{R} - \mathcal{A}\), is pointwise positive. Strong stability actually characterize the convexity of the square of the distance function. Indeed, we prove the following converse.

Proposition 1.6. Let \((X, g)\) be a Riemannian manifold, let \(\Sigma \subset M\) be an orientable compact minimal submanifold of dimension \(k\) such that \(-\mathcal{R} - \mathcal{A}\) is a negative operator at a point \(p \in \Sigma\), and let \(f \in C^\infty(\mathbb{R}; \mathbb{R})\) increasing. Denoting by \(\psi\) the square of the distance function from \(\Sigma\), then, for every neighbourhood of \(\Sigma\) there exists a point in it where \(f \circ \psi\) is not \(k\)-convex. Moreover, the same holds for every suitable \(C^2\)-small perturbation of \(f \circ \psi\).

As in all examples where this method is used [TW20, TW18b, TW18] the barriers are solely depending on the distance function, we showed that the strong stability condition is equivalent to the existence of natural local barriers.

Going back to the multi-Eguchi–Hanson and multi-Taub–NUT spaces, we observe that strongly stable compact minimal submanifolds need to be two-dimensional and also circle-invariant under suitable topological conditions. In particular, we can only consider the circle-invariant surfaces connecting two singular points of \(\phi\). If these singular points of \(\phi\) are sufficiently separated from the others, then, we prove that the related surface is strongly stable. This is a slight generalization of [LO20, Proposition A.1], where we do not assume collinearity.

Proposition 1.7. Let \((X, g)\) be a multi-Eguchi–Hanson or a multi-Taub–NUT space with \(k \geq 2\) singular points of \(\phi \{p_i\}_{i=1}^k\), let \(N\) be a compact \(S^1\)-invariant minimal surface in \((X, g)\), let \(\gamma := \pi(N)\) be the associated straight line in \(U\).
connecting \( p_1 \) and \( p_2 \), let \( q \) be the midpoint of \( \gamma \) and let \( 2a := \text{Length}_{\mathbb{R}^3}(\gamma) \). Suppose that, for all \( i > 2 \), the Euclidean distance from \( q \) to \( p_i \) is strictly greater than \((s + 1)a\) for \( s \geq \max\{\sqrt{(k - 2)/2}, R_k\} \), where \( R_k \) is the only real root of \(-4x^3 + 16x^2 + 2x + (k - 2)\). Then, \( N \) is strongly stable.

It is easy to see that Proposition 1.7 cannot provide strong stability for all circle-invariant compact minimal surfaces when we have at least 3 singular points of \( \phi \).

Finally, we provide a family of multi-Eguchi–Hanson and multi-Taub–NUT spaces with a circle-invariant minimal surface admitting a point where \(-R-A\) is a negative operator.

**Proposition 1.8.** Let \((X, g)\) be the multi-Eguchi–Hanson or a multi-Taub–NUT space with singular points of \( \phi \) \( p_1 = (0, 0, a) \), \( p_2 = (0, 0, -a) \) and \( p_3 = (0, \varepsilon, 0) \), for some \( a, \varepsilon > 0 \). Then, fixed a \( (\varepsilon) \) there exists an \( \varepsilon \) small enough (an a big enough) such that \(-R-A\) is a negative operator at \( \pi^{-1}(0) \).

Hence, we have shown that the natural barriers are not strong enough, not even locally, to prove that compact minimal submanifolds are circle-invariant or contained in one for a generic multi-Eguchi–Hanson or multi-Taub–NUT space.
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2. The Gibbons-Hawking ansatz

In this section, we will describe the Gibbons–Hawking ansatz. We refer to [LO20] and [GW00] for further details. Note that our construction differs by an orientation choice to the one in [LO20].

2.1. Construction. Let \( U \) be an open subset of \( \mathbb{R}^3 \) and let \( \pi : X \to U \) be a principal \( S^1 \)-bundle over \( U \). Let \( \xi \) be the infinitesimal generator of the \( S^1 \) action and let \( \eta \in \Omega^1(X, \mathbb{R}) \) be a connection for the principal bundle, i.e. \( \eta \) is \( S^1 \)-invariant and satisfies \( \eta(\xi) = 1 \). It is an immediate consequence of these properties, together with Cartan’s formula, that \( d\eta = \pi^*\alpha \), for some 2-form \( \alpha \) on \( U \). Let \( \phi \) be a positive \( \mathbb{R} \)-valued function on \( U \) satisfying the monopole equation:

\[ *_{\mathbb{R}^3} d\phi = \alpha. \]

Note that, since \( d\alpha = 0 \), the monopole equation forces \( \phi \) to be harmonic with respect to the flat metric on \( \mathbb{R}^3 \). We now construct a hyperkähler structure on \( X \). If \( \{x_i\}_{i=1}^3 \) are coordinates on \( U \subset \mathbb{R}^3 \), then we can define:

\[ \omega_1 = dx_1 \wedge \eta + \phi dx_2 \wedge dx_3, \quad \omega_2 = dx_2 \wedge \eta + \phi dx_3 \wedge dx_1, \quad \omega_3 = dx_3 \wedge \eta + \phi dx_1 \wedge dx_2. \]
It is straightforward that \( \omega_i^2 \) are nowhere vanishing and that \( \omega_i \wedge \omega_j = 0 \), for \( i \neq j \). These forms are closed, indeed, for \( (i, j, k) \) cyclic permutation, the monopole equation implies:

\[
d\omega_i = -dx_i \wedge d\eta + d\phi \wedge dx_j \wedge dx_k = 0.
\]

It is clear that these forms, together with the Riemannian metric:

\[
g = \phi^{-1}\eta^2 + \phi g_{\mathbb{R}^3},
\]

induce a hyperkähler structure on \( X \).

As in [LO20], we compute the structure equations.

**Lemma 2.1.** Let \((X, g)\) be a space constructed by the Gibbons–Hawking ansatz using the harmonic function \( \phi \). Let \( \{e_i\}_{i=0}^3 \) be the orthonormal coframe given by

\[
e^0 = \phi^{-1/2}\eta, \quad e^i = \phi^{1/2}dx_i \quad i = 1, ..., 3.
\]

Then

\[
\nabla_{e_0}e_0 = \frac{1}{2\phi^{3/2}} \sum_{i=1}^3 \frac{\partial \phi}{\partial x_i} e_i,
\]

\[
\nabla_{e_i}e_0 = -\frac{1}{2\phi^{3/2}} \sum_{j,k=1}^3 \epsilon_{ijk} \frac{\partial \phi}{\partial x_j} e_k,
\]

\[
\nabla_{e_i}e^i = -\frac{1}{2\phi^{3/2}} \left( \frac{\partial \phi}{\partial x_i} e_0 + \sum_{j,k=1}^3 \epsilon_{ijk} \frac{\partial \phi}{\partial x_j} e_k \right),
\]

\[
\nabla_{e_i}e_j = \frac{1}{2\phi^{3/2}} \left( \frac{\partial \phi}{\partial x_j} e_i - \sum_{k=1}^3 \epsilon_{ijk} \frac{\partial \phi}{\partial x_k} e_0 + \delta_{ij} \frac{\partial \phi}{\partial x_k} e_k \right),
\]

where \( \epsilon_{ijk} \) is the permutation symbol and \( \{e_i\}_{i=1}^3 \) is the orthonormal frame dual to \( \{e^i\}_{i=1}^3 \).

**Proof.** For a proof, see [LO20, Lemma 2.2]. Note that the differences arise from the different choice of the sign of \( \eta \).

\( \Box \)

### 2.2. Examples

Here we describe the spaces needed in the following sections.

**Example 2.2** (Flat metric). Let \( U = \mathbb{R}^3 \setminus \{0\} \) and let \( \phi = 1/2r \), where \( r = |x|_{\mathbb{R}^3} \).

By the substitution \( \rho = \sqrt{2r} \), we can see that \((X, g)\) is the description in polar coordinates of \((\mathbb{R}^4 \setminus \{0\}, g_{\mathbb{R}^4})\). It is clear that we can extend the metric \( g \) to 0 and obtain the whole \( \mathbb{R}^4 \).

**Example 2.3** (Eguchi–Hanson metric). Let \( p_1, p_2 \) be two points in \( \mathbb{R}^3 \) and let \( U = \mathbb{R}^3 \setminus \{p_1, p_2\} \). If we define \( \phi \) as follows:

\[
\phi = \frac{1}{2|x - p_1|_{\mathbb{R}^3} + 2|x - p_2|_{\mathbb{R}^3}},
\]

...
we obtain the Eguchi–Hanson metric. Once again, we can add back \( p_1 \) and \( p_2 \). Usually, the Eguchi–Hanson metric is described as a metric on \( T^*S^2 \). An explicit isometry can be found in [Pr79].

**Example 2.4** (Multi-Eguchi–Hanson metric). Let \( \{p_i\}_{i=1}^k \) be \( k \) points in \( \mathbb{R}^3 \) and let \( U = \mathbb{R}^3 \setminus \{p_i\}_{i=1}^k \). If we define \( \phi \) as follows:

\[
\phi = \sum_{i=1}^k \frac{1}{2|x - p_i|_{\mathbb{R}^3}},
\]

we obtain the multi-Eguchi–Hanson metric. Analogously to the Eguchi–Hanson metric, we can add back the points removed.

**Example 2.5** (Taub–NUT metric). Let \( m \) be a positive real number and let \( U = \mathbb{R}^3 \setminus \{0\} \). If we define \( \phi \) as follows:

\[
\phi = m + \frac{1}{2|x|_{\mathbb{R}^1}},
\]

we obtain the Taub–NUT metric. We can add back 0 and obtain topologically \( \mathbb{R}^4 \).

**Example 2.6** (Multi-Taub–NUT metric). Let \( m \) be a positive real number, let \( \{p_i\}_{i=1}^k \) be \( k \) points in \( \mathbb{R}^3 \) and let \( U = \mathbb{R}^3 \setminus \{p_i\}_{i=1}^k \). If we define \( \phi \) as follows:

\[
\phi = m + \sum_{i=1}^k \frac{1}{2|x - p_i|_{\mathbb{R}^3}},
\]

we obtain the multi-Taub–NUT metric. As above, we can add back the points removed.

**Example 2.7** (Multi-centred Gibbons–Hawking space). Let \( m \) be a non-negative real number, let \( \{p_i\}_{i=1}^k \) be \( k \) points in \( \mathbb{R}^3 \), let \( \{c_i\}_{i=1}^k \subset \mathbb{N} \) and let \( U = \mathbb{R}^3 \setminus \{p_i\}_{i=1}^k \). If we define \( \phi \) as follows:

\[
\phi = m + \sum_{i=1}^k \frac{c_i}{2|x - p_i|_{\mathbb{R}^3}},
\]

we obtain the multi-centred Gibbons-Hawking space. Unless \( c_i = 1 \), it is not possible to add back the points removed.

### 3. Minimal submanifolds

Let \((M, \langle \cdot, \cdot \rangle)\) be a Riemannian manifold.

**Definition 3.1.** A \( k \)-dimensional submanifold \( \Sigma \) of \( M \) is minimal if it is a critical point of the volume functional. By the first variation formula [Sim68, Theorem 2.4.1], \( \Sigma \) is minimal if and only if \( H := \sum_{i=1}^k A(e_i, e_i) \) vanishes. \( A \) is the map defined by \( A(X, Y) := \nabla_X Y \) for \( X, Y \) vector fields tangent to \( \Sigma \), and \( \{e_i\}_{i=1}^k \) is a local orthonormal frame of \( \Sigma \).
3.1. Barriers for minimal submanifolds.

**Definition 3.2.** A function \( f : M \to \mathbb{R} \) is said to be \( k \)-convex (or \( k \)-pluri-subharmonic) if

\[
\text{Tr}_W \text{Hess}_x f \geq 0 \quad \forall x \in M, \forall W \in G(k, T_x M),
\]

where \( G(k, T_x M) \) is the Grassmannian of \( k \)-dimensional subspaces of \( T_x M \). If the inequality is strict in a set we will say that \( f \) is strictly \( k \)-convex there.

The following well-known lemma shows that a \( k \)-convex function is subharmonic when restricted to a \( k \)-dimensional minimal submanifold.

**Lemma 3.3.** Let \( f : M \to \mathbb{R} \) be a \( k \)-convex function. Then, any orientable \( k \)-dimensional compact minimal submanifold \( \Sigma \) of \( M \) is contained in the set where \( f \) is not strict. In particular, \( f \) is constant on every connected component of \( \Sigma \).

**Proof.** Let \( \Sigma \) be an orientable \( k \)-dimensional compact minimal submanifold of \( M \). We immediately have that:

\[
\text{Tr}_\Sigma \text{Hess}_f = \Delta_{\Sigma} f - H(f),
\]

where \( H \) is the mean curvature vector of \( \Sigma \), and \( \Delta_{\Sigma} \) is the Laplace operator of the induced metric on \( \Sigma \). It follows from minimality and \( k \)-convexity that \( \Delta_{\Sigma} f \geq 0 \). The maximum principle gives the lemma. \( \square \)

Let \( \Omega \subset M \) be a domain with smooth non-empty boundary \( \partial \Omega \).

**Definition 3.4.** The boundary \( \partial \Omega \) is said to be \( k \)-convex if

\[
\text{Tr}_W \mathbb{I}_x \geq 0 \quad \forall x \in \partial \Omega, \forall W \in G(k, T_x \partial \Omega),
\]

where \( \mathbb{I} \) is the second fundamental form of the hypersurface \( \partial \Omega \) with respect to the inward pointing normal \( \nu \), i.e. \( \mathbb{I}(X, Y) := \langle A(X, Y), \nu \rangle \) for all \( X, Y \) vectors tangent to \( \partial \Omega \). If the inequality is strict in a set we will say that \( \partial \Omega \) is strictly \( k \)-convex there.

**Remark 3.5.** Let \( M \) be an orientable manifold, let \( f \) be a (strictly) \( k \)-convex function of \( M \) and let \( a \) be a regular value of \( f \). The well-known formula for the second fundamental form of the hypersurface \( f^{-1}(a) \):

\[
\mathbb{I} = \frac{1}{|\nabla f|} \text{Hess}_f,
\]

implies that \( f^{-1}(a) \) is a (strictly) \( k \)-convex hypersurface.

Harvey and Lawson obtained a sort of converse of this remark.

**Theorem 3.6** (Harvey and Lawson [HaLa12, Theorem 5.7]). Let \( \partial \Omega \) be everywhere strictly \( k \)-convex. Then, there is a \( k \)-convex function \( f \in C^\infty(\overline{\Omega}) \) that is strict in a neighbourhood of \( \partial \Omega \). This function can be constructed such that it constantly achieves its maximum at \( \partial \Omega \).

**Remark 3.7.** Theorem 3.6 is going to be crucial in our discussion. Indeed, it will allow us to reduce the problem of 1 dimension.
Corollary 3.8. Let $\partial \Omega$ be strictly $k$-convex. Then, there are no orientable $k$-dimensional compact minimal submanifolds contained in $\Omega$ with a point tangent to $\partial \Omega$.

Proof. It is a straightforward consequence of Theorem 3.6 and Lemma 3.3. □

Remark 3.9. When $k = \dim M - 1$, $\partial \Omega$ is $k$-convex if and only if it has mean curvature pointing inward. In this setting, Corollary 3.8 can be viewed as a direct consequence of the classical avoidance principle for the mean curvature flow.

It is well-known that the trace conditions in Definition 3.2 and in Definition 3.4 are actually restrictions on the sum of the smallest eigenvalues of the associated matrix.

Lemma 3.10. Let $A \in \text{Sym}_n(\mathbb{R})$, with ordered eigenvalues $\lambda_1 \leq \ldots \leq \lambda_n$. Then, $\inf_{W \in G(k, \mathbb{R}^n)} \text{Tr}_W A = \lambda_1 + \ldots + \lambda_k$.

Remark 3.11. It is obvious that $k$-convexity implies $l$-convexity for all $l \geq k$. 1-convexity will be simply called convexity.

Similarly to [LoSu20], we can use the generalized barrier principle [Wh15, Theorem 14.1] to extend previous results to the geometric measure theory setting. In this way, we can also drop the orientability condition in Corollary 3.8. We recall that the integral Brakke flow is a weak version of the mean curvature flow, where stationary integral varifolds are constant solutions.

Corollary 3.12. Let $\partial \Omega$ be strictly $k$-convex. Then, there are no stationary compactly supported integral varifolds of dimension $k$ contained in $\Omega$ with support intersecting $\partial \Omega$.

Proof. Assume by contradiction that there exists such integral varifold $V$ with support $T$, and let $u$ be the function constructed in Theorem 3.6. Applying [Wh15, Theorem 14.1] to the constantly $V$ Brakke flow and to the function $u$, which is independent from time, we have that $u$ restricted to $T$ cannot have a maximum at the points of $\partial \Omega \cap T \neq \emptyset$. This contradicts Theorem 3.6. □

3.2. Strong stability. We now focus on the second variation of the volume.

Definition 3.13. A minimal submanifold $\Sigma$ of $M$ is stable if the second variation is a non-negative quadratic form. By the second variation formula [Sim68, Theorem 3.2.2], $\Sigma$ is stable if and only if

$$\int_{\Sigma} |V^2| - \langle \mathcal{R}(V), V \rangle - \langle A(V), V \rangle \geq 0,$$

for all $V$, compactly supported vector fields normal to $\Sigma$. Here, $\mathcal{R}$ is the normal trace of the Riemann tensor, $\mathcal{R}(V) := \text{Tr}_\Sigma (R_M(\cdot, V))$, and $A(V)$ is the Simons’ operator, which can be expressed, in a local orthonormal frame $\{e_i\}$ of $\Sigma$, as $A(V) = \sum_{i,j} \langle A(e_i, e_j), V \rangle A(e_i, e_j)$. 
We now deal with a stronger condition than stability, which was first studied by Tsai and Wang in [TW20]. This condition is strictly related to subsection 3.1.

Definition 3.14. A minimal submanifold \( \Sigma \) of \( M \) is said to be strongly stable, if \( -\mathcal{R} - \mathcal{A} \) is a (pointwise) positive operator on the normal bundle of \( \Sigma \).

Remark 3.15. It is clear that strongly stable submanifolds are in particular stable.

In hyperkähler 4-manifolds, the strong stability condition for surfaces greatly simplifies.

Proposition 3.16 (Tsai and Wang [TW20, Appendix A.1]). Let \( (M, g) \) be a 4-dimensional hyperkähler manifold and let \( \Sigma \) be a minimal surfaces in \( M \). Then, \( \Sigma \) is strongly stable if and only if the Gaussian curvature of \( \Sigma \) is everywhere positive.

Proof. For a proof see [TW20, Appendix A.1] and the special Lagrangian type argument of [TW18b, Proposition 3.1]. \( \square \)

Corollary 3.17. Let \( (M, g) \) be a 4-dimensional hyperkähler manifold and let \( \Sigma \) be a strongly stable orientable compact minimal surface in \( M \). Then, \( \Sigma \) is topologically a sphere.

Proof. Proposition 3.16 implies that \( \Sigma \) has positive Gaussian curvature. Gauss–Bonnet theorem implies that \( \Sigma \) needs to be a sphere. \( \square \)

We now highlight the connection between strong stability and barriers.

Proposition 3.18 (Tsai and Wang [TW20, Proposition 4.1]). Let \( \Sigma \subset M \) be a strongly stable orientable compact minimal submanifold of dimension \( k \). Then, there exists a neighbourhood of \( \Sigma \) such that the square of the distance function from \( \Sigma \) is \( k \)-convex in such a neighbourhood. Moreover, it is strict outside \( \Sigma \).

We now show that a converse holds.

Proposition 3.19. Let \( \Sigma \subset M \) be an orientable compact minimal submanifold of dimension \( k \) such that \( -\mathcal{R} - \mathcal{A} \) is a negative operator at a point \( p \in \Sigma \). Denoting by \( \psi \) the square of the distance function from \( \Sigma \), then, for every neighbourhood of \( \Sigma \) there exists a point in it where \( \psi \) is not \( k \)-convex.

Proof. Let \( \{e_1, ..., e_k, e_{k+1}, ..., e_n\} \) be the orthonormal "partial" geodesic frame in a neighbourhood of \( p \) in \( M \) as in [TW20, Section 2.2]. Essentially, this frame is constructed as follows:

1. Let \( \{e_1, ..., e_k\} \) be an oriented orthonormal basis of \( T_p \Sigma \). By using the parallel transport with respect to \( \nabla^T \) along the radial geodesics of \( \Sigma \), we obtain a local orthonormal frame of \( T \Sigma \) in a neighbourhood of \( p \) in \( \Sigma \). We still denote this frame by \( \{e_1, ..., e_k\} \).
2. Let \( \{e_{k+1}, ..., e_n\} \) be an orthonormal basis of \( N_p \Sigma \). By using the parallel transport with respect to \( \nabla^\perp \) along radial geodesics of \( \Sigma \), we obtain a local orthonormal frame of \( N \Sigma \) in a neighbourhood of \( p \) in \( \Sigma \). We still denote this frame by \( \{e_{k+1}, ..., e_n\} \).
Let \( \{\omega^1, ..., \omega^n\} \) be the dual coframe. It is clear that, by using the exponential map in a similar way, we also obtain local "partial" geodesic coordinates, which we denote by \((x_1, ..., x_k, y_{k+1}, ..., y_n)\). Observe that \( \psi = \sum_{i=k+1}^{n} (y_i)^2 \) and that \( d\psi = 2\sum_{i=k+1}^{n} (y_i)\omega^i \).

At any point \((0, y)\), consider the \(k\)-plane \( L := \text{span}\{e_1, ..., e_k\} \). We claim that, for \(|y|\) small enough, \( \text{Tr}_L \text{Hess}\psi < 0 \). Since \( e_j(\psi) = d\psi(e_j) \equiv 0 \) for all \( j < k \), we can use [TW20, Proposition 2.6] as in [TW20, Proposition 4.1] to obtain:

\[
\text{Tr}_L \text{Hess}\psi = 2 \left( (-R - A)_{\mu} \left( \sum_{\alpha=k+1}^{n} y_{\alpha} e_\alpha, \sum_{\alpha=k+1}^{n} y_{\alpha} e_\alpha \right) \right) + O(|y|^3)
\]

\[
\leq -c_0 |y|^2 + C|y|^3,
\]

where \( c_0 \) and \( C \) are positive constants. The inequality follows from negativity of \((-R - A)_{\mu}\).

It is clear that, for \(|y|\) small enough, \( \text{Tr}_L \text{Hess}\psi < 0 \). \(\square\)

**Proof of Proposition 1.6.** The chain rule yields:

\[
\text{Hess}(f \circ \psi) = f'(\psi)\text{Hess}\psi + f''(\psi)\nabla\psi \cdot \nabla\psi.
\]

Let \( L \) be the plane as in the Proposition 3.19. Since \( \nabla\psi = 2\sum_{i=k+1}^{n} (y_i)\omega^i \equiv 0 \) on \( L \), we have:

\[
\text{Tr}_L \text{Hess}(f \circ \psi) = f'(\psi)\text{Tr}_L \text{Hess}\psi \leq f'(\psi)(-c_0 |y|^2 + C|y|^3),
\]

where \( c_0 \) and \( C \) are the same positive constants of the proof of Proposition 3.19. It follows that \( \text{Tr}_L \text{Hess}(f \circ \psi) < 0 \) for \(|y|\) small enough.

Let \( \epsilon \geq 0 \) and let \( h \in C^\infty \), with \( \sum_{i=0}^{2} |\nabla^i h|_{(0,y)} \leq \epsilon |y|^2 \). Then:

\[
\text{Tr}_L \text{Hess}(f \circ \psi + h) = \text{Tr}_L \text{Hess}(f \circ \psi) + \text{Tr}_L \text{Hess} h < 0,
\]

for \(|y|\) and \( \epsilon \) small enough.

This implies that \( f \circ \psi + h \) is not \( k \)-convex and we can conclude. \(\square\)
Remark 3.20. As we know where the non-convex points will occur, Proposition 1.6 holds for every function that is close to a function of the distance in a neighbourhood of \( p \).

Corollary 3.21. Let \( \Sigma \subset M \) be an orientable compact minimal submanifold of dimension \( k \) such that \( -\mathcal{R} - \mathcal{A} \) is a negative operator at a point \( p \in \Sigma \). Denoting by \( \psi \) the square of the distance function from \( \Sigma \), then, the level sets of \( \psi \), corresponding to small enough values of \( \psi \), are not \( k \)-convex with respect to the domain containing \( \Sigma \).

Proof. Since an outward normal to any level set of \( \psi \) is \( \nabla \psi \), it follows that the \( k \)-plane \( L \), as chosen in the proof of Proposition 3.19, is formed by tangent vectors to the level set. We conclude by Proposition 3.19 and the well-known formula:

\[
\kappa = \frac{1}{|\nabla \psi|} \text{Hess} \psi,
\]

where \( \kappa \) is the second fundamental form of the level set with respect to the inward pointing normal. \( \square \)

Remark 3.22. Given \( f \) as in Proposition 1.6, the same holds for \( f \circ \psi \) instead of \( \psi \). It is clear that this does not matter as \( f \circ \psi \) and \( \psi \) have the same level sets.

3.3. Minimal submanifolds and the Gibbons–Hawking ansatz. We will now discuss minimal submanifolds in the spaces constructed via the Gibbons–Hawking ansatz. We first deal with hypersurfaces.

Lemma 3.23. Let \((X, g)\) be a space given by the Gibbons–Hawking ansatz associated to the harmonic function \( \phi \) on \( U \subset \mathbb{R}^3 \), let \( N \) be an \( S^1 \)-invariant hypersurface in \((X, g)\) and let \( \Sigma := \pi(N) \) be the associated surface in \( U \). Then,

\[
\text{Vol}_X(N) = 2\pi \text{Vol}_{(U, \phi^{1/2} g_{\mathbb{R}^3})}(\Sigma).
\]

Moreover, \( N \) is minimal in \((X, g)\) if and only if \( \Sigma \) is minimal in \((U, \phi^{1/2} g_{\mathbb{R}^3})\).

Proof. Let \( \alpha, \beta \) be a positively oriented local orthonormal coframe of \( \Sigma \subset U \) with respect to the Euclidean metric. It is clear, under the obvious identification, that \( \{\phi^{1/2} \alpha, \phi^{1/2} \beta, \phi^{-1/2} \eta\} \) is a positive oriented local orthonormal coframe for \( N \). At the level of volume forms we have:

\[
d \text{Vol}_N = \phi^{1/2} \alpha \wedge \beta \wedge \eta.
\]

Integrating, the desired formula follows easily.

By [HsLa71, Theorem 1], we see that \( N \) is minimal if and only if it is stationary with respect to compactly supported \( S^1 \)-equivariant variations. It is clear that compactly supported \( S^1 \)-equivariant variations correspond to compactly supported variations of \( U \). \( \square \)

Example 3.24. To the knowledge of the author, the only known examples of circle-invariant minimal hypersurfaces in the spaces constructed by the Gibbons–Hawking ansatz are the totally geodesic hypersurfaces given by the symmetries.
of \((U, \phi)\). For example, in the multi-Eguchi–Hanson and in the multi-Taub–NUT spaces, if the singular points of \(\phi\) admit a plane of symmetry, that plane correspond to a circle-invariant, possibly singular when containing characterizing points, minimal hypersurface.

**Remark 3.25.** By the formula for the scalar curvature under a conformal change of metric and by the harmonicity of \(\phi\), we observe that \((U, \phi^{1/2}g_{\mathbb{R}^3})\) is incomplete and has positive scalar curvature.

**Lemma 3.26.** There are no strongly stable minimal hypersurfaces in the spaces constructed via the Gibbons–Hawking ansatz.

**Proof.** In the hypersurface case, it is well known that the operator simplifies as:

\[ (-\mathcal{R} - \mathcal{A})(\nu) = (-\text{Ric}(\nu, \nu) - |A|^2), \]

where \(\nu\) is a local unit normal. As the spaces constructed by the Gibbons–Hawking ansatz are hyperkähler, and hence Ricci-flat, we immediately see that the operator cannot be positive. \(\square\)

We now turn our attention to surfaces.

**Lemma 3.27** (Lotay and Oliveira [LO20, Lemma 4.1]). Let \((X, g)\) be a space given by the Gibbons–Hawking ansatz associated to the harmonic function \(\phi\) on \(U \subset \mathbb{R}^3\), let \(N\) be an \(S^1\)-invariant surface in \((X, g)\) and let \(\gamma := \pi(N)\) be the associated curve in \(U\). Then,

\[ \text{Vol}_X(N) = 2\pi \text{Length}_{(U, g_{\mathbb{R}^3})}(\gamma). \]

Moreover, \(N\) is minimal in \((X, g)\) if and only if \(\gamma\) is a geodesic (i.e. a straight segment) in \((U, g_{\mathbb{R}^3})\).

**Proof.** It follows as in Lemma 3.23. \(\square\)

**Example 3.28.** In the multi-Eguchi–Hanson and in the multi-Taub–NUT spaces, every \(S^1\)-invariant surface projecting to a straight line is minimal. If such a line connects two of the singular points of \(\phi\), it is clear that the related surface is compact and topologically a sphere. In the Eguchi–Hanson case, this segment corresponds to the zero section of \(T^*S^2\) and the level sets of the distance function from it are ellipsoids in the Gibbons–Hawking ansatz setting [Pr79] (see Figure 2).

In the Eguchi–Hanson space, Tsai and Wang completely characterized compact minimal submanifolds. Indeed, they showed that they are contained in the only circle-invariant compact minimal surface.

**Lemma 3.29** (Tsai and Wang [TW18]). In the Eguchi–Hanson space, the square of the distance function from the unique \(S^1\)-invariant minimal surface is strictly convex.
Theorem 3.30 (Tsai and Wang [TW18] for the smooth case, Lotay and Schulze [LoSu20] for the GMT case). Let $(X, g)$ be the Eguchi–Hanson space. Then, compact minimal submanifolds (compactly supported stationary integral varifolds) are contained in the unique $S^1$-invariant compact minimal surface.

Lotay and Oliveira observed that all $S^1$-invariant minimal surfaces are holomorphic with respect to a compatible complex structure.

Proposition 3.31 (Lotay and Oliveira [LO20, Lemma 4.3]). Let $(X, g)$ be a space given by the Gibbons–Hawking ansatz associated to the harmonic function $\phi$ on $U \subset \mathbb{R}^3$, let $N$ be an $S^1$-invariant minimal surface in $(X, g)$ and let $\gamma := \pi(N)$ be the associated curve in $U$ parametrized by arc-length. Then, $N$ is an holomorphic curve with respect to:

$$\omega_\gamma = \sum_{i=1}^3 \dot{\gamma}_i \left( dx_i \wedge \eta + \phi dx_j \wedge dx_k \right),$$

where $(i, j, k)$ is a cyclic permutation of $(1, 2, 3)$. In particular, all $S^1$-invariant minimal surfaces are calibrated, i.e. there exists a closed form of the ambient manifold that restricts to the volume form of the surface.

Proof. Note that $\{\phi^{-1/2} \dot{\gamma}, \phi^{1/2} \xi\}$ is a local orthonormal frame of $N$. Plugging it in $\omega_\gamma$, we get:

$$\omega_\gamma(\phi^{-1/2} \dot{\gamma}, \phi^{1/2} \xi) = \sum_{i=1}^3 \dot{\gamma}_i^2 = |\dot{\gamma}|_{\mathbb{R}^3} = 1.$$

□

In the multi-Eguchi–Hanson or multi-Taub–NUT space, under the compactness hypothesis, the converse holds.

Proposition 3.32. Let $(X, g)$ be a multi-Eguchi–Hanson or multi-Taub–NUT space and let $N$ be a compact holomorphic curve with respect to one of the compatible complex structures. Then, $\pi(N)$ is contained in the union of the lines connecting the singular points of $\phi$.

Proof. Let $\Sigma$ be a compact holomorphic curve of $X$. As $X$ is the crepant resolution of $\mathbb{C}^2/\mathbb{Z}_k$, the projection of $\Sigma$ to $\mathbb{C}^2/\mathbb{Z}_k$ is also compact and holomorphic.
Since there are no non-trivial compact holomorphic curves in $\mathbb{C}^2/\mathbb{Z}_k$, the projection of $\Sigma$ needs to be contained in the preimage of the singular set.

**Remark 3.33.** The compactness assumption is crucial. Indeed, by the bundle construction of calibrated submanifolds in the Eguchi–Hanson space [KM05, Theorem 3.1], we see that holomorphic curves, and in particular minimal surfaces, need not be $S^1$-invariant or with projection contained in a plane of $\mathbb{R}^3$ (see Figure 3).

**Corollary 3.34.** Let $(X, g)$ be a multi-Eguchi–Hanson or multi-Taub–NUT space. Then, every $S^1$-invariant surface connecting two singular points of $\phi$ is the unique volume-minimizer in the homology class.

**Proof.** Proposition 3.31 implies that such a surface is calibrated, and hence volume-minimizing in the homology class. Moreover, every other minimizer needs to be a compact complex submanifold with respect to the same complex structure. We can conclude via Proposition 3.32.

We now show that, under suitable topological conditions, the only compact embedded orientable strongly stable minimal surfaces of the multi-Eguchi–Hanson and multi-Taub–NUT spaces are circle-invariant.

**Proposition 3.35.** Let $(X, g)$ be a multi-Eguchi–Hanson or multi-Taub–NUT space and let $N$ be an embedded stable minimal sphere in the same $H_2(X, \mathbb{Z})$ homology class of an $l$-chain of $S^1$-invariant minimal spheres, $l \geq 0$. Then, $N$ is a complex submanifold with respect to one of the complex structures on $M$ compatible with the metric.

**Proof.** Let $\nu$ be the normal bundle of $N$. By the embeddedness of $N$ and by the topological condition we have:

$$\chi(\nu) = \text{Int}([N], [N]) \geq -2,$$

where $\chi(\nu)$ is the Euler number of $\nu$ and $\text{Int}$ is the intersection form of $X$. We conclude by [MW93, Corollary 5.4].
Corollary 3.36. Let \((X, g)\) be a multi-Eguchi–Hanson or multi-Taub–NUT space and let \(N\) be an orientable embedded compact strongly stable minimal surface in the same \(H_2(X, \mathbb{Z})\) homology class of an \(l\)-chain of \(S^1\)-invariant minimal spheres, \(l \geq 0\). Then, \(N\) is a complex submanifold with respect to one of the complex structures on \(M\) compatible with the metric.

Proof. It follows from previous proposition and Corollary 3.17. □

Finally, we consider geodesics.

Lemma 3.37 (Lotay and Oliveira [LO20, Lemma 3.1]). Let \((X, g)\) be a multi-Eguchi–Hanson or multi-Taub–NUT space, let \(\gamma\) be an \(S^1\)-invariant curve in \((X, g)\) and let \(p := \pi(\gamma)\) be the associated point in \(U\). Then,

\[
\text{Length}_\chi(\gamma) = \frac{2\pi}{\sqrt{\phi(p)}}.
\]

Moreover, \(\gamma\) is a closed geodesic if and only if \(p\) is a critical point of \(\phi\)

Proof. It follows as in Lemma 3.23. □

Remark 3.38. Observe that Lemma 3.23, Lemma 3.27 and Lemma 3.37 agree with [HsLa71, Theorem 2].

Lotay and Oliveira proved an existence result for circle-invariant geodesics.

Proposition 3.39 (Lotay and Oliveira [LO20]). Let \((X, g)\) be a multi-Eguchi–Hanson or multi-Taub–NUT space with \(k \geq 2\) singular points of \(\phi\). Then, there are at least \(k - 1\) \(S^1\)-invariant closed geodesics. Moreover, each such geodesic \(\gamma\) is unstable and \(\pi(\gamma)\) is contained in the convex hull of the singular points of \(\phi\).

Using the classical result, due to Bourguignon and Yau [BY73], that stable closed geodesics in hyperkähler 4-manifolds are contained in the set where the Riemann tensor vanishes, we obtain the following result. Observe that, apart from the Euclidean case, the Riemann tensor in the spaces constructed by the Gibbons–Hawking ansatz is never vanishing.

Lemma 3.40. Let \((X, g)\) be a space given by the Gibbons–Hawking ansatz associated to the harmonic function \(\phi\) on \(U \subset \mathbb{R}^3\). Then, there are no closed stable geodesics in \(X\). In particular, there are no closed strongly stable geodesics.

Remark 3.41. It follows that the only compact strongly stable submanifolds need to be surfaces. Moreover, under the suitable topological conditions, we know that a compact strongly stable submanifolds need to be a circle-invariant line connecting two singular points of \(\phi\).

4. Barriers for minimal submanifolds in the Gibbons-Hawking ansatz

4.1. Geometry of circle-invariant hypersurfaces. Let \((X, g)\) be a space given by the Gibbons–Hawking ansatz associated to the harmonic function \(\phi\) on \(U \subset \mathbb{R}^3\).
Lemma 4.1. Let $N$ be an $S^1$-invariant hypersurface in $(X, g)$ and let $\Sigma := \pi(N)$ be the associated surface in $U$. Let $(u, v)$ be a local orthonormal frame for $\Sigma \subset U$ with respect to the Euclidean metric and let $v$ be an Euclidean unit normal to $\Sigma$. Then, the second fundamental form of $N$ with respect to the unit normal $\tilde{v} := \phi^{-1/2} v$, which we denote by $\Pi^X_\phi$, has the form:

\[
\Pi^X_\phi(e_0, e_0) = (2\phi)^{-1}(\nabla_{\mathbb{R}^3} \phi, \tilde{v})_{\mathbb{R}^3};
\]

\[
\Pi^X_\phi(\tilde{u}, \tilde{u}) = \phi^{-1/2} \Pi^U_{\mathbb{R}^3}(u, u) - (2\phi)^{-1}(\nabla_{\mathbb{R}^3} \phi, \tilde{v})_{\mathbb{R}^3};
\]

\[
\Pi^X_\phi(\tilde{u}, \tilde{v}) = \phi^{-1/2} \Pi^U_{\mathbb{R}^3}(u, v);
\]

\[
\Pi^X_\phi(\tilde{v}, \tilde{v}) = \phi^{-1/2} \Pi^U_{\mathbb{R}^3}(v, v) - (2\phi)^{-1}(\nabla_{\mathbb{R}^3} \phi, \tilde{v})_{\mathbb{R}^3};
\]

\[
\Pi^X_\phi(e_0, \tilde{u}) = -(2\phi)^{-1}(u \times \nabla_{\mathbb{R}^3} \phi, \tilde{v})_{\mathbb{R}^3};
\]

\[
\Pi^X_\phi(e_0, \tilde{v}) = -(2\phi)^{-1}(v \times \nabla_{\mathbb{R}^3} \phi, \tilde{v})_{\mathbb{R}^3},
\]

where $(e_0, \tilde{u}, \tilde{v}) := (\phi^{1/2} \xi, \phi^{-1/2} u, \phi^{-1/2} v)$ is the $S^1$-invariant associated orthonormal frame of $N$ and $\Pi^U_{\mathbb{R}^3}$ is the Euclidean second fundamental form of $\Sigma \subset U$ with respect to $v$.

Proof. Since $(u, v)$ is a local orthonormal frame for $\Sigma \subset U$ with respect to the Euclidean metric, we can write $u = \sum_{i=1}^3 u_i \partial_i$ and $v = \sum_{j=1}^3 v_j \partial_j$, satisfying $\sum_{i=1}^3 u_i^2 = 1$, $\sum_{i=1}^3 v_i^2 = 1$ and $\sum_{i=1}^3 u_i v_i = 0$. Denoting by $e_i := \phi^{-1/2} \partial_i$, we use Lemma 2.1 to carry out explicitly the following computations:

\[
\Pi^X_\phi(e_0, e_0) = \frac{1}{2\phi^{3/2}} \left( \sum_{i=1}^3 \frac{\partial \phi}{\partial x_i} e_i, \tilde{v} \right) = \frac{1}{2\phi^{3/2}} \left( \nabla_{\mathbb{R}^3} \phi, \tilde{v} \right);
\]

\[
\Pi^X_\phi(\tilde{u}, \tilde{u}) = \sum_{i,j=1}^3 \phi^{-1} u_i \frac{\partial u_j}{\partial x_i} \partial_j + \sum_{i,j=1}^3 \frac{\partial \phi}{\partial x_j} u_i u_j e_i - \frac{1}{2\phi^{3/2}} \sum_{i,k=1}^3 \frac{\partial \phi}{\partial x_k} u_i^2 e_k, \tilde{v} \right);
\]

\[
\Pi^X_\phi(\tilde{v}, \tilde{v}) = \sum_{i,j=1}^3 \phi^{-1} v_i \frac{\partial v_j}{\partial x_i} \partial_j + \sum_{i,j=1}^3 \frac{\partial \phi}{\partial x_j} v_i v_j e_i - \frac{1}{2\phi^{3/2}} \sum_{i,k=1}^3 \frac{\partial \phi}{\partial x_k} v_i^2 e_k, \tilde{v} \right);
\]

\[
\Pi^X_\phi(\tilde{u}, \tilde{v}) = \sum_{i,j=1}^3 \phi^{-1} u_i \frac{\partial v_j}{\partial x_i} \partial_j + \sum_{i,j=1}^3 \frac{\partial \phi}{\partial x_j} u_i v_j e_i - \frac{1}{2\phi^{3/2}} \sum_{i,k=1}^3 \frac{\partial \phi}{\partial x_k} u_i v_j e_k, \tilde{v} \right);
\]

\[
\Pi^X_\phi(e_0, \tilde{u}) = -\frac{1}{2\phi^{3/2}} \left( \sum_{i,k=1}^3 \epsilon_{ijk} u_i \frac{\partial \phi}{\partial x_j} e_k, \tilde{v} \right);
\]

\[
\Pi^X_\phi(e_0, \tilde{v}) = -\frac{1}{2\phi^{3/2}} \left( \sum_{i,k=1}^3 \epsilon_{ijk} v_i \frac{\partial \phi}{\partial x_j} e_k, \tilde{v} \right).
\]
where we only used the definition of second fundamental form and that \( e_0 \) is g-normal to \( \bar{v} \). Observe that \( \mathbb{I}^\mathbb{R}^3_\nu (u, u) = \sum_{i,j} (u_i \partial_i (u_j \partial_j) \nu) \mathbb{R}^3 \), and that analogous formulas hold for \( \mathbb{I}^\mathbb{R}^3_\nu (u, v) \) and \( \mathbb{I}^\mathbb{R}^3_\nu (v, v) \).

Clearly, we can write the second fundamental form in the following way:

\[
\begin{align*}
\mathbb{I}^\mathbb{R}^3_\nu (e_0, e_0) &= (2\phi)^{-1} \langle \nu \mathbb{R}^3 \phi, \bar{v} \rangle \mathbb{R}^3 ; \\
\mathbb{I}^\mathbb{R}^3_\nu (\bar{u}, \bar{u}) &= \phi^{-1/2} \mathbb{I}^\mathbb{R}^3_\nu (u, u) + (2\phi)^{-1} \langle u(\phi)u - \nu \mathbb{R}^3 \phi, \bar{v} \rangle \mathbb{R}^3 ; \\
\mathbb{I}^\mathbb{R}^3_\nu (\bar{v}, \bar{v}) &= \phi^{-1/2} \mathbb{I}^\mathbb{R}^3_\nu (v, v) + (2\phi)^{-1} \langle v(\phi)v - \nu \mathbb{R}^3 \phi, \bar{v} \rangle \mathbb{R}^3 ; \\
\mathbb{I}^\mathbb{R}^3_\nu (e_0, \bar{u}) &= - (2\phi)^{-1} \langle u \times \nu \mathbb{R}^3 \phi, \bar{v} \rangle \mathbb{R}^3 ; \\
\mathbb{I}^\mathbb{R}^3_\nu (e_0, \bar{v}) &= - (2\phi)^{-1} \langle v \times \nu \mathbb{R}^3 \phi, \bar{v} \rangle \mathbb{R}^3 ,
\end{align*}
\]

which yields the desired equations as \( u \perp \bar{v} \) and \( v \perp \bar{v} \).

Analogously, we compute the mean curvature of a circle-invariant hypersurface of \( X \) in term of the mean curvature of its projection.

**Lemma 4.2.** Let \( N \) be an \( S^1 \)-invariant hypersurface in \( (X, g) \) and let \( \Sigma := \pi(N) \) be the associated surface in \( U \). Then, the mean curvature of \( N \), which we denote by \( H^X_N \), has the form:

\[
H^X_N = -\frac{1}{2\phi^2} \nu \mathbb{R}^3 + \frac{1}{\phi} H^\mathbb{R}^3_\Sigma \\
= \frac{1}{\phi} \left( \nu \mathbb{R}^3 \log \phi^{-1/2} + H^\mathbb{R}^3_\Sigma \right),
\]

where \( H^\mathbb{R}^3_\Sigma \) is the Euclidean mean curvature of \( \Sigma \subset U \).

**Proof.** Let \((u, v)\) be a local orthonormal frame for \( \Sigma \subset U \) with respect to the Euclidean metric, i.e. \( u = \sum_{i=1}^{3} u_i \partial_i, \quad v = \sum_{i=1}^{3} v_i \partial_i \) satisfying \( \sum_{i=1}^{3} u_i^2 = 1, \sum_{i=1}^{3} v_i^2 = 1 \) and \( \sum_{i=1}^{3} u_i v_i = 0 \). A local orthonormal frame for \( N \) is \((e_0, \bar{u}, \bar{v}) := (\phi^{1/2} \xi, \phi^{-1/2} u, \phi^{-1/2} v)\). We now compute the mean curvature of \( N \), using Lemma 2.1, as follows:

\[
H^X_N = (\nabla_e e_0 + \nabla \bar{u} \bar{u} + \nabla \bar{v} \bar{v})^{\perp} = \\
= \frac{1}{2\phi^{3/2}} \left( \sum_{i=1}^{3} \frac{\partial \phi}{\partial x_i} e_i + \sum_{i,j=1}^{3} \frac{\partial \phi}{\partial x_j} e_i (u_i u_j + v_i v_j) - \sum_{i,j=1}^{3} \frac{\partial \phi}{\partial x_j} e_j (u_i^2 + v_i^2) \right)^{\perp} + \frac{1}{\phi} H^\mathbb{R}^3_\Sigma \\
= \frac{1}{2\phi^{3/2}} \left( - \sum_{i=1}^{3} \frac{\partial \phi}{\partial x_i} e_i + \sum_{i,j=1}^{3} \frac{\partial \phi}{\partial x_j} e_i (u_i u_j + v_i v_j) \right)^{\perp} + \frac{1}{\phi} H^\mathbb{R}^3_\Sigma
\]
\[
= \frac{1}{2\phi^2} \left( -\nabla_{\mathbb{R}^3} \phi + \nabla^T_{\mathbb{R}^3} \phi \right)^\perp + \frac{1}{\phi} H_{\Sigma}^3
\]
\[
= -\frac{1}{2\phi^2} \nabla_{\mathbb{R}^3} \phi + \frac{1}{\phi} H_{\Sigma}^3,
\]
where \( e_i = \phi^{-1/2} \partial_i \).

**Remark 4.3.** Observe that this result agrees with Corollary 3.23 and Lemma 4.1.

Indeed, if we denote by \( H_{\Sigma} \) the mean curvature of \( \Sigma \) in \((U, \phi^{1/2} g_{\mathbb{R}^3})\), then the following equation:

\[
\phi^{1/2} H_{\Sigma} = H_{\Sigma}^3 + \nabla^\perp_{\mathbb{R}^3} \log \phi^{-1/2},
\]
is precisely the formula for the mean curvature under conformal change of metric. The other claim is obvious.

### 4.2. Barriers for minimal hypersurfaces

In the multi-Eguchi–Hanson and multi-Taub–NUT spaces, we can use a barrier argument to prove that there are no compact minimal hypersurfaces outside certain regions. If we choose the points lying on a line, then, this argument is enough to prove the non-existence of compact minimal hypersurfaces.

**Lemma 4.4.** Let \((X, g)\) be a multi-Eguchi–Hanson or a multi-Taub–NUT space and let \( N_r \) be the \( S^1 \)-invariant hypersurface in \( X \) corresponding to the Euclidean sphere \( S_r(0) : = \{ x \in U : |x|_{\mathbb{R}^3} = r \} \subset U \), i.e. \( \pi(N_r) = S_r(0) \) for some \( r \in \mathbb{R}^+ \setminus \{ |p_i|_{\mathbb{R}^3} \}_{i=1}^k \). Then, \( N_r \) is strictly \( 3 \)-convex with respect to the interior of the sphere for all \( r > 4/3 \max_k |p_i|_{\mathbb{R}^3} \) and all \( r < \min_k ||p_i|_{\mathbb{R}^3} : |p_i|_{\mathbb{R}^3} > 0 \).

**Proof.** Since we know that the mean curvature of \( S_r(0) \subset \mathbb{R}^3 \) is \( -\frac{2x}{|x|_{\mathbb{R}^3}^2} \), we can use Lemma 4.2 to compute the mean curvature of \( N_r \):

\[
H_{N_r}^X = -\frac{1}{\phi} \left( \frac{1}{2\phi} \langle \nabla \phi, x \rangle \frac{x}{|x|^2} + \frac{2x}{|x|^2} \right)
\]
\[
= -\frac{1}{2\phi^2} \frac{x}{|x|^2} \left( \langle \nabla \phi, x \rangle + 4\phi \right),
\]
where \( \langle ., . \rangle \), \( |.| \) and \( \nabla \) are with respect to the Euclidean metric. Since \( \phi \) is positive, it’s enough to show that \( \langle \nabla \phi, x \rangle + 4\phi > 0 \) everywhere. Explicitly we compute:

\[
\langle \nabla \phi, x \rangle + 4\phi \geq -\frac{1}{2} \sum_{i=1}^k \frac{\langle x - p_i, x \rangle}{|x - p_i|^3} + 4 \sum_{i=1}^k \frac{1}{2|x - p_i|}
\]
\[
= \sum_{i=1}^k \frac{1}{2|x - p_i|^3} \left( 4|x - p_i|^2 - \langle x - p_i, x \rangle \right)
\]
\[
= \sum_{i=1}^k \frac{1}{2|x - p_i|^3} \left( 4|x|^2 - 2\langle x, p_i \rangle + |p_i|^2 - (|x|^2 - \langle p_i, x \rangle) \right)
\]
\[ \sum_{i=1}^{k} \frac{1}{2|x - p_i|^3} (3|x|^2 - 7\langle x, p_i \rangle + 4|p_i|^2) \]

\[ \geq \sum_{i=1}^{k} \frac{1}{2|x - p_i|^3} (3|x| - 4|p_i|)(|x| - |p_i|), \]

where we used \( m \geq 0 \) and Cauchy–Schwarz inequality. Observe that, if \( |p_i| = 0 \) for some \( i \), then the related summand in the last line is automatically positive for all \( |x| \). Under the conditions on \( |x| = r \), it is clear that \( \langle \nabla \phi, x \rangle + 4\phi > 0 \) and hence we conclude. \( \square \)

**Theorem 4.5.** Let \((X, g)\) be a multi-Eguchi–Hanson or a multi-Taub–NUT space. Then, compactly supported stationary integral 3-varifolds need to be contained in \( \pi^{-1}(\{x \in U : |x|_{R^3} \leq 4/3 \max_{i} |p_i|_{R^3}\}) \). Moreover, there are no compactly supported stationary integral 3-varifolds which are contained in \( \pi^{-1}(\{x \in U : |x|_{R^3} < \min\{ |p_1|_{R^3} : |p_1|_{R^3} > 0 \}\}) \).

**Proof.** Assume by contradiction that there is a compactly supported stationary integral 3-varifolds \( T \) which is not contained in \( \pi^{-1}(\{x \in U : |x|_{R^3} \leq 4/3 \max_{i} |p_i|_{R^3}\}) \). By assumption, there exists an \( r > 4/3 \max_{i} |p_i|_{R^3} \) such that \( T \) is supported in the interior of \( N_r \) and the support of \( T \) intersects \( N_r \). \( N_r \) is the \( S^1 \)-invariant hypersurface corresponding to the Euclidean sphere \( S_r(0) \). Observing that \( N_r \) is strictly 3-convex by Lemma 4.4, we get a contradiction to Corollary 3.12. A similar argument works for the second part of the statement. \( \square \)

Observe that Theorem 1.2 is the special case of Theorem 4.5 in the smooth setting. If we also assume orientability, the proof can be simplified by using Corollary 3.8 instead of Corollary 3.12.

**Figure 4.** Spherical barriers used in Theorem 4.5.

**Lemma 4.6.** Let \((X, g)\) be a multi-Eguchi–Hanson or a multi-Taub–NUT space and let \( N_r \) be the \( S^1 \)-invariant hypersurface in \( X \) corresponding to the Euclidean cylinder \( \Sigma_r := \{x \in U : x_1^2 + x_2^2 = r^2\} \subset U \), i.e. \( \pi(N_r) = \Sigma_r \) for some \( r \in \).
\(\mathbb{R}^+ \setminus \{r_i\}_{i=1}^k\), where \(r_i := \sqrt{(p_i)_1^2 + (p_i)_2^2}\). Then, \(N_r\) is strictly 3-convex with respect to the interior of the cylinder for all \(r > 2\max r_i\) and all \(r < \min\{r_i : r_i > 0\}\).

**Proof.** As above, since we know that the mean curvature of \(\Sigma_r \subset \mathbb{R}^3\) at \(x = (r \cos \theta, r \sin \theta, x_3)\) is \(-\frac{1}{r}\), where \(\nu = (\cos \theta, \sin \theta, 0)\), we can use Lemma 4.2 to compute the mean curvature of \(N_r\):

\[
H_{N_r}^X = -\frac{1}{\phi} \left( \frac{1}{2\phi} \langle \nabla \phi, \nu \rangle \nu + \frac{\nu}{r} \right) = -\frac{1}{2\phi^2} \nu \left( \langle \nabla \phi, \nu \rangle + \frac{2\phi}{r} \right),
\]

where \(\langle \cdot, \cdot \rangle\), \(\cdot\) and \(\nabla\) are with respect to the Euclidean metric. Clearly, it suffices to show that \(\langle \nabla \phi, \nu \rangle + \frac{2\phi}{r} > 0\) everywhere. As in Lemma 4.4:

\[
\langle \nabla \phi, \nu \rangle + \frac{2\phi}{r} \geq -\frac{1}{2} \sum_{i=1}^k \frac{\langle x - p_i, \nu \rangle}{|x - p_i|^3} + \frac{1}{r} \sum_{i=1}^k \frac{1}{|x - p_i|} \geq \frac{1}{2r} \sum_{i=1}^k \frac{1}{|x - p_i|^3} (2|x - p_i|^2 - r(x - p_i, \nu)) \geq \frac{1}{2r} \sum_{i=1}^k \frac{1}{|x - p_i|^3} (2r^2 + 2r_i^2 + 2((x)_3 - (p_i)_3)^2 - 3r_i r_i - r^2) \geq \frac{1}{2r} \sum_{i=1}^k \frac{1}{|x - p_i|^3} (r - r_i)(r - 2r_i),
\]

where we used \(m \geq 0\), Cauchy–Schwarz inequality and \((x_3 - (p_i)_3)^2 \geq 0\).

We conclude as in Lemma 4.4. \(\square\)

**Theorem 4.7.** Let \((X, g)\) be a multi-Eguchi–Hanson or a multi-Taub–NUT space. Then, compactly supported stationary integral 3-varifolds need to be contained in \(\pi^{-1}\{x \in U : \sqrt{x_1^2 + x_2^2} \leq 2\max r_i\}\), where \(r_i^2 = (p_i)_1^2 + (p_i)_2^2\). Moreover, there are no compactly supported stationary integral 3-varifolds contained in \(\pi^{-1}\{x \in U : \sqrt{x_1^2 + x_2^2} < \min\{r_i : r_i > 0\}\}\).

**Proof.** The proof follows almost verbatim Theorem 4.5, substituting Lemma 4.4 and the related sets with Lemma 4.6 and the related sets. \(\square\)

**Remark 4.8.** Since rotations and translations of \(\mathbb{R}^3\) induce isometric representations of \((X, g)\), we can consider, as barriers, spheres centred in any point of \(\mathbb{R}^3\) and cylinders with any axis. Even though we have a lot of barrier sets, these are not enough to prove the global non-existence of compact minimal hypersurfaces in the general case.

However, in the following important case we do have a global non-existence result.
Corollary 4.9. Let $(X, g)$ be a multi-Eguchi–Hanson or a multi-Taub–NUT space with the $\{p_i\}_{i=1}^k$ lying on a line. Then, there are no compactly supported stationary integral 3-varifolds in $X$.

Proof. By previous remark, we can choose $(p_i)_1 = 0$ and $(p_i)_2 = 0$ for all $i$. It follows that $r_i = 0$ for all $i$, hence, we can conclude by Theorem 4.7. □

As above, Theorem 1.3 and Corollary 1.4 are the special cases of Theorem 4.7 and Corollary 4.9 in the smooth setting.

Lemma 4.10. Let $(X, g)$ be a multi-Eguchi–Hanson or a multi-Taub–NUT space and let $N_r$ be the $S^1$-invariant hypersurface in $X$ corresponding to the Euclidean plane $\Pi_r := \{x \in U : x_3 = r\} \subset U$, i.e. $\pi(N_r) = \Pi_r$ for some $r \in \mathbb{R} \setminus \{(p_i)_3\}_{i=1}^k$. Then, for all $r$ such that $r > \max_i (p_i)_3$ or $r < \min_i (p_i)_3$, $N_r$ is strictly 3-convex with respect to the half-space not containing the singular points of $\phi$.

Proof. The proof, analogously to Lemma 4.4 and Lemma 4.6, relies on Lemma 4.2. □

Theorem 4.11. Let $(X, g)$ be a multi-Eguchi–Hanson or a multi-Taub–NUT space. Then, there are no compact minimal hypersurfaces (compactly supported stationary integral 3-varifolds) contained in $\pi^{-1}(\{x \in U : x_3 > \max_i (p_i)_3\})$ or in $\pi^{-1}(\{x \in U : x_3 < \min_i (p_i)_3\})$.

Proof. As in Theorem 4.5, it is an application of Corollary 3.12 together with Lemma 4.10. □

Remark 4.12. It is easy to see that the results in this subsection are still true for multi-centred Gibbons–Hawkings spaces.

4.3. Barriers for minimal submanifolds of higher codimension. Similarly to the hypersurface case, in the multi-Eguchi–Hanson and multi-Taub–NUT spaces, we can use a barrier argument to prove that there are no compact minimal submanifolds outside certain regions.

Lemma 4.13. Let $(X, g)$ be a multi-Eguchi–Hanson or a multi-Taub–NUT space and let $N_r$ be the $S^1$-invariant hypersurface in $X$ corresponding to the Euclidean sphere $S_r(0) := \{x \in U : |x|_{\mathbb{R}^3} = r\} \subset U$, i.e. $\pi(N_r) = S_r(0)$ for some $r \in \mathbb{R}^+ \setminus \{|p_i|_{\mathbb{R}_+^{3}}\}_{i=1}^k$. Then, $N_r$ is strictly convex with respect to the interior of the sphere for all $r > C \max_i |p_i|_{\mathbb{R}^3}$, where $C \approx 5.07$ is the only real root of the polynomial: $-x^3 + 4x^2 + 5x + 2$. Moreover, if $p_i = 0$ for some $i$, then, there exists an $r_0$ small enough such that $N_r$ is strictly convex for all $r < r_0$. 
Proof. Let \( \nu := -x/|x|_{\mathbb{R}^3} \) be the unit normal for \( S_r(0) \subset U \) pointing inward. We recall that, with respect to \( \nu \), the second fundamental form of \( S_r(0) \) is:

\[
\mathcal{I}_{\mathbb{R}^3}(u, v) = \frac{1}{r} \langle u, v \rangle_{S_r(0)},
\]

for all \( u, v \) tangent vectors of \( S_r(0) \).

Given any \((u, v)\) local orthonormal frame for \( S_r(0) \), Lemma 4.1 implies that the second fundamental form of \( N_r \) with respect to \( \bar{\nu} := \phi^{-1/2} \nu \), in the basis \( (\phi^{-1/2} u, \phi^{-1/2} v, \phi^{1/2} \xi) \), can be written as the matrix:

\[
\begin{bmatrix}
\phi^{1/2} \frac{1}{r} - (2\phi)^{-1}(\nabla_{\mathbb{R}^3} \phi, \bar{\nu}) & 0 & -(2\phi)^{-1}(u \times \nabla_{\mathbb{R}^3} \phi, \bar{\nu}) \\
0 & \phi^{1/2} \frac{1}{r} - (2\phi)^{-1}(\nabla_{\mathbb{R}^3} \phi, \bar{\nu}) & -(2\phi)^{-1}(v \times \nabla_{\mathbb{R}^3} \phi, \bar{\nu}) \\
-(2\phi)^{-1}(u \times \nabla_{\mathbb{R}^3} \phi, \bar{\nu}) & -(2\phi)^{-1}(v \times \nabla_{\mathbb{R}^3} \phi, \bar{\nu}) & -(2\phi)^{-1}(\nabla_{\mathbb{R}^3} \phi, \bar{\nu})
\end{bmatrix}.
\]

Note that, if it satisfies Sylvester’s criterion everywhere, we have that \( N_r \) is strictly convex.

The first two minors are positive if and only if \( \frac{1}{r} - (2\phi)^{-1}(\nabla_{\mathbb{R}^3} \phi, \bar{\nu}) > 0 \) or, equivalently, \( \langle \nabla_{\mathbb{R}^3} \phi, x \rangle_{\mathbb{R}^3} + 2\phi > 0 \). In a similar fashion to Lemma 4.6, we compute:

\[
\langle \nabla_{\mathbb{R}^3} \phi, x \rangle_{\mathbb{R}^3} + 2\phi \geq \sum_{i=1}^{k} \frac{1}{2|x - p_i|_{\mathbb{R}^3}^3} \left( |x|_{\mathbb{R}^3}^2 - 3|x|_{\mathbb{R}^3} |p_i|_{\mathbb{R}^3} + 2|p_i|_{\mathbb{R}^3}^2 \right)
= \sum_{i=1}^{k} \frac{1}{2|x - p_i|_{\mathbb{R}^3}^3} \left( |x|_{\mathbb{R}^3}^2 - 2|p_i|_{\mathbb{R}^3}^2 \right) \left( |x|_{\mathbb{R}^3}^2 - |p_i|_{\mathbb{R}^3}^2 \right).
\]

If \( r = |x|_{\mathbb{R}^3}^2 \geq 2 \max_i |p_i|_{\mathbb{R}^3}^2 \) or \( r < \min \{ |p_i|_{\mathbb{R}^3}^2 : |p_i|_{\mathbb{R}^3}^2 > 0 \} \), then this sum is positive. We are left to prove that the determinant of the matrix is positive. An explicit computation shows that \( \det(\mathcal{I}_{\mathbb{R}^3}) \) factors as the product of

\[
\phi^{-1/2} \frac{1}{r} - (2\phi)^{-1}(\nabla_{\mathbb{R}^3} \phi, \bar{\nu})_{\mathbb{R}^3}
\]

and of

\[
\frac{1}{2\phi^2} \left( \frac{\langle \nabla_{\mathbb{R}^3} \phi, \nu \rangle_{\mathbb{R}^3}}{r} - (2\phi)^{-1} \langle \nabla_{\mathbb{R}^3} \phi, \bar{\nu} \rangle_{\mathbb{R}^3}^{2} \right),
\]

where we used the properties of the cross product and the fact that \((u, v, \nu)\) forms an orthonormal basis of the tangent space of \( \mathbb{R}^3 \). Since the former is equal to the first minor, we just need to prove that the latter is positive or, equivalently, that

\[
|\nabla_{\mathbb{R}^3} \phi|_{\mathbb{R}^3}^2 + \frac{2\phi \langle \nabla_{\mathbb{R}^3} \phi, x \rangle_{\mathbb{R}^3}}{|x|_{\mathbb{R}^3}^2} < 0.
\]

Explicitly, the two summands are:

\[
|\nabla_{\mathbb{R}^3} \phi|_{\mathbb{R}^3}^2 = \frac{1}{4} \sum_{i,j=1}^{k} \frac{\langle x - p_i, x - p_j \rangle_{\mathbb{R}^3}}{|x - p_i|_{\mathbb{R}^3}^3 |x - p_j|_{\mathbb{R}^3}^3} \tag{1}
\]
and

$$2\phi(\nabla x, x) = \frac{1}{\|x\|} \left( \sum_{l=1}^{k} \frac{1}{|p_l|} + 2m \right) \left( -\frac{1}{2} \sum_{l=1}^{k} \frac{|x|_l^2 - \langle p_l, x \rangle}{|x - p_l|_l^3} \right)$$

\[ \leq - \frac{1}{4|p_l|^2} \sum_{l,j=1}^{k} \frac{|x|_l^2 - \langle p_l, x \rangle}{|x - p_j|_l^3} \]

where inequality holds if $|x|_l \geq |p_l|$ for all $i$.

Summing Equation 1 and Equation 2, we obtain:

$$\|\nabla\phi\|^2 + \frac{2\phi(\nabla \phi, x)}{|x|^2} \leq \frac{1}{4|x|^2} \sum_{i,j=1}^{k} \left( \frac{(x - p_i, x - p_j)|x|^2 - |x|^2|x - p_j|^2}{|x - p_j|^3|x - p_j|^3} \right)$$

Let’s denote by $(I)$ the numerator of such expression and by $A := \max_i |p_l|$. We can write:

$$(I) = -|x|^4 + \langle p_l, p_j \rangle |x|^2 - 4\langle p_l, x \rangle \langle p_j, x \rangle - |x|^2(|p_l|^2 + |p_j|^2)$$

\[ + 2|x|^2((x, p_j) + (x, p_l)) + |p_j|^2(p_l, x) + |p_l|^2(p_j, x) \]

\[ \leq -|x|^4 + 5|p_l||p_j||x|^2 + 4|p_l||p_j||x|^2 - |x|^2|p_l|^2 - |x|^2|p_j|^2 \]

\[ + 2|x|^3|p_j| + 2|x|^3|p_l| + |p_l|^2|p_j||x| + |p_j|^2|p_l||x| \]

\[ \leq -|x|^4 + 5|p_l||p_j||x|^2 + 2|x|^3(|p_l| + |p_j|) + |p_l|^2|p_j||x| + |p_j|^2|p_l||x| \]

\[ \leq |x| \left( -|x|^3 + 4A|x|^2 + 5A^2|x| + 2A^3 \right), \]

where we only developed $(I)$, applied Cauchy-Schwarz and used the obvious estimate $|p_l| \leq A$. The first claim follows immediately.

We will now deal with the second part of the statement. Without loss of generality, we can assume that $p_1 = 0$. Considering the expression of $\|\nabla_x \phi\|^2$, we can distinguish 3 different cases:

1. $i = j = 1$;
2. $i = 1$ and $j \neq 1$;
3. $i, j \neq 1$.

Under the assumption that $r$ is small enough, we can estimate all the terms in (3) with a constant, all the terms in (2) with a constant times $1/|x|^2$ and the term in (1) with $1/(4|x|^4)$. Hence, we have:

$$\|\nabla_x \phi\|^2 \leq \frac{1}{4|x|^4} + \frac{B_1}{|x|^2} + B_2.$$
Analogously, we can estimate:

\[
\frac{2\phi(\nabla_{\mathbb{R}^3} \phi, x)_{\mathbb{R}^3}}{|x|_{\mathbb{R}^3}^2} \leq -\frac{1}{2|x|^4} + \frac{C_1}{|x|^3} + \frac{C_2}{|x|^2}.
\]

It is clear that, for $|x|$ small enough, the following holds everywhere:

\[
|\nabla_{\mathbb{R}^3} \phi|_{\mathbb{R}^3}^2 + \frac{2\phi(\nabla_{\mathbb{R}^3} \phi, x)_{\mathbb{R}^3}}{|x|_{\mathbb{R}^3}^2} < 0.
\]

Thus, the proof is complete. □

**Theorem 4.14.** Let $(X, g)$ be a multi-Eguchi–Hanson or a multi-Taub–NUT space. Then, compactly supported stationary integral varifolds need to be contained in

\[
\pi^{-1}(\{x \in U : |x| \leq C \max_i |p_i|_{\mathbb{R}^3}\}),
\]

where $C \approx 5.07$ is the only real root of the polynomial: $-x^3 + 4x^2 + 5x + 2$. Moreover, if $p_i = 0$ for some $i$, then, there are no compactly supported stationary integral varifolds contained in $\pi^{-1}(\{x \in U : |x| < r_0\})$, for some $r_0$ small enough.

**Proof.** It follows as in Theorem 4.5, substituting Lemma 4.4 with Lemma 4.13. □

Once again, note that Theorem 1.5 is the smooth special case of Theorem 4.14. Moreover, we can consider Theorem 4.14 as a generalization of the following classical result.

**Corollary 4.15.** There are no compact minimal submanifolds (compactly supported stationary integral varifolds) in the Euclidean $\mathbb{R}^4$ and in the Taub–NUT space.

**Remark 4.16.** Differently from the codimension 1 case, we observe that it is not possible to carry out a similar argument with cylinders and planes. Indeed, cylinders correspond to hypersurfaces that are nowhere convex. The reason is that cylinders in $\mathbb{R}^3$ have one vanishing principal curvature. Hence, using Lemma 4.1 with the principal directions as a basis, it is straightforward to verify that an element of the diagonal of the second fundamental form is less than or equal to zero. Obviously, Sylvester's criterion cannot hold. Analogously, the same argument works for planes.

Moreover, if the points are collinear, cylinders with axis containing the singular points of $\phi$ correspond to hypersurfaces that are nowhere 2-convex. Indeed, in the same setting as above, the second fundamental form is simple enough that it is possible to explicitly compute its eigenvalues. It is easy to see that the sum of two of them is always less than zero. Now, consider a plane orthogonal to the line containing the singular points of $\phi$. It is easy to see that, if all the points are contained in one of its half-spaces, the corresponding matrix at the point of intersection with the line is diagonal. Since the sum of the smallest entries is zero, we conclude that it cannot be strictly two-convex.
In particular, we have shown that, even for weaker constants, Theorem 4.7 and Theorem 4.11 cannot hold in higher codimension.

Finally, we generalize Theorem 3.30 to the two-centred multi-Taub–NUT space.

**Lemma 4.17.** Let \((X, g)\) be a multi-Eguchi–Hanson or a multi-Taub–NUT space with two singular points of \(\phi\), which, without loss of generality, we can assume to be \(p_\pm := (0, 0, \pm a)\), and let \(N_r\) be the \(S^1\)-invariant hypersurface corresponding to the Euclidean ellipsoid \(\Sigma = \{x \in U : |x - p_+|_\mathbb{R}_3 + |x - p_-|_\mathbb{R}_3 = 2a \cosh r\} \subset U\), i.e. \(\pi(N_r) = \Sigma_r\) for some \(r \in \mathbb{R}^+\). Then, \(N_r\) is strictly convex with respect to the interior of the ellipsoid for all \(r > 0\).

**Proof.** Given the parametrization of \(\Sigma_r\), \(r > 0\):

\[
\begin{align*}
  x_1 &= a \sinh r \sin \beta \cos \alpha \\
  x_2 &= a \sinh r \sin \beta \sin \alpha \\
  x_3 &= a \cosh r \cos \beta
\end{align*}
\]

for \(\alpha \in [0, 2\pi)\) and \(\beta \in [0, \pi]\), we observe that \(u := \partial_\beta / |\partial_\beta|\) and \(v := \partial_\alpha / |\partial_\alpha|\) form an orthonormal basis for \(\Sigma_r\) and \(v \cdot u = u \times v\) is the inward pointing unit normal. Moreover, we have:

\[
\begin{align*}
  \mathbb{I}^\mathbb{R}^3 (u, u) &= \frac{\cosh r}{aA \sinh r}; & \mathbb{I}^\mathbb{R}^3 (u, v) &\equiv 0; \\
  \mathbb{I}^\mathbb{R}^3 (v, v) &= \frac{\sinh r \cosh r}{aA^3}; & \langle \nabla \phi, u \rangle_{\mathbb{R}^3} &\equiv 0; \\
  \langle \nabla \phi, v \rangle_{\mathbb{R}^3} &= \frac{\mp \sin \beta}{\pm 2|x - p_\pm|^2_{\mathbb{R}^3} A}; & \langle \nabla \phi, v \rangle_{\mathbb{R}^3} &= \frac{\sinh r}{\pm 2|x - p_\pm|^2_{\mathbb{R}^3} A},
\end{align*}
\]

where \(A^2 = (\cosh r - \cos \beta)(\cosh r + \cos \beta)\).

By lemma 4.1, in the basis \((\tilde{\phi}^{-1/2}u, \tilde{\phi}^{-1/2}v, \tilde{\phi}^{1/2}\xi)\), the matrix representing the second fundamental form of \(N_r\) with respect to \(\tilde{v} := \phi^{-1/2}v\) is:

\[
\frac{1}{2\phi^{3/2}} \begin{bmatrix}
  2\phi \mathbb{I}^\mathbb{R}^3 (u, u) - \langle \nabla \phi, u \rangle_{\mathbb{R}^3} & 0 & -(u \times \nabla \phi, v)_{\mathbb{R}^3} \\
  0 & 2\phi \mathbb{I}^\mathbb{R}^3 (v, v) - \langle \nabla \phi, v \rangle_{\mathbb{R}^3} & 0 \\
  -(u \times \nabla \phi, v)_{\mathbb{R}^3} & 0 & \langle \nabla \phi, v \rangle_{\mathbb{R}^3}
\end{bmatrix}.
\]

In particular, it is positive definite, and hence \(N_r\) is strictly convex, if and only if we have the following inequalities:

\[
\begin{align*}
  &2\phi \mathbb{I}^\mathbb{R}^3 (u, u) - \langle \nabla \phi, u \rangle_{\mathbb{R}^3} > 0; \\
  &2\phi \mathbb{I}^\mathbb{R}^3 (v, v) - \langle \nabla \phi, v \rangle_{\mathbb{R}^3} > 0; \\
  &(2\phi \mathbb{I}^\mathbb{R}^3 (u, u) - \langle \nabla \phi, u \rangle_{\mathbb{R}^3})(\nabla \phi, v)_{\mathbb{R}^3} - \langle \nabla \phi, v \rangle_{\mathbb{R}^3}^2 > 0.
\end{align*}
\]

Let’s first prove the case \(m = 0\). Explicitly, it is easy to compute:

\[
(3) = \sum_{\pm} \cosh^2 r \mp 2 \cosh r \cos \beta + 1 = \frac{2A \sinh r |x - p_\pm|^2_{\mathbb{R}^3}}{2}.
\]
(4) = \sum_{\pm} \frac{\sinh r}{2a^2 A^3},

(5) = \left(\sum_{\pm} \frac{1}{|x - p_\pm|^2_{\mathbb{R}^3}}\right) \left(\sum_{\pm} \frac{(\cosh r \mp \cos \beta)^2}{4A^2|x - p_\pm|^2_{\mathbb{R}^3}}\right),

which are clearly positive.

Now, we consider the case $m > 0$ and we write $\phi = m + \tilde{\phi}$. The first minor of the second fundamental form is positive if and only if $2m \mathbb{I}_{\mathbb{R}^3} (u, u) + (2\tilde{\phi} \mathbb{I}_{\mathbb{R}^3} (u, u) - \langle \nabla_{\mathbb{R}^3} \phi, \nu \rangle_{\mathbb{R}^3}) > 0$. The first term is clearly greater than zero as $\mathbb{I}_{\mathbb{R}^3} (u, u)$ and $m$ are. The positivity of the remaining part follows from (3) in the $m = 0$ case and $\nabla \phi = \nabla \tilde{\phi}$. Analogously, using (4) with $m = 0$, we can prove that the second minor is positive.

The determinant is greater than zero if and only if

$$
2m \mathbb{I}_{\mathbb{R}^3} (u, u) \langle \nabla_{\mathbb{R}^3} \phi, \nu \rangle_{\mathbb{R}^3} + \\
+ \left( (2\tilde{\phi} \mathbb{I}_{\mathbb{R}^3} (u, u) - \langle \nabla_{\mathbb{R}^3} \phi, \nu \rangle_{\mathbb{R}^3}) \langle \nabla_{\mathbb{R}^3} \phi, \nu \rangle_{\mathbb{R}^3} - \langle \nabla_{\mathbb{R}^3} \phi, \nu \rangle_{\mathbb{R}^3}^2 \right) > 0.
$$

This is the case because of (5) in the $m = 0$ case and $\nabla \phi = \nabla \tilde{\phi}$.

We conclude that $N_r$ is strictly convex for all $r > 0$ and all $m \geq 0$. □

**Remark 4.18.** We observe that this proof, in the case $m = 0$, is conceptually equivalent to Lemma 3.29. Indeed, as observed in Example 3.28, the ellipsoids are the level sets of the square of the distance function from the circle invariant compact minimal surface in the Eguchi–Hanson space. Lemma 3.29, together with Remark 3.5, implies that they need to be strictly convex.

**Theorem 4.19.** Let $(X, g)$ be a multi-Eguchi–Hanson or a multi-Taub–NUT space with two singular points of $\phi$. Then, compactly supported stationary integral varifolds are contained in the unique $S^1$-invariant compact minimal surface.

**Proof.** The proof follows as in Theorem 4.5, where we use Lemma 4.17 instead of Lemma 4.4. □

![Figure 6. Barriers used in Theorem 4.19.](image)
The last result is the geometric measure theory generalization of Theorem 1.1.

Putting together Theorem 3.30, Corollary 4.15 and Theorem 4.19, we have:

**Corollary 4.20.** In the multi-Eguchi–Hanson and multi-Taub–NUT spaces with at most two singular points of $\phi$, compact minimal submanifolds (compactly supported stationary integral varifolds) are $S^1$-invariant, or are contained in one.

**Remark 4.21.** Observe that we are not claiming that all compact minimal submanifolds are circle-invariant. Indeed, as the circle-invariant compact minimal submanifold of the Eguchi–Hanson space (multi-Taub–NUT space with two singular points of $\phi$) is totally geodesic [LO20, Lemma 4.2], the closed non-equivariant geodesics of it are also closed geodesics in the total space. By the theorem of the three geodesics there are at least 2 of such objects.

**Remark 4.22.** It is easy to see that the results in this subsection are still true for multi-centred Gibbons–Hawking spaces.

**Remark 4.23.** In the Euclidean space and in the Taub–NUT space we showed that spheres centred at the origin are strictly convex. Moreover, in the Eguchi–Hanson space and in the two-centred multi-Taub–NUT space, we showed that ellipsoids with foci the singular points of $\phi$ are strictly convex. Since spheres can be considered 1-focus ellipsoids, one would expect k-foci ellipsoids to be strictly convex in the multi-Eguchi–Hanson and multi-Taub–NUT spaces with singular set of $\phi$ corresponding to the foci.

Unfortunately, this cannot hold even in the three point case. Indeed, 3-ellipsoids form a family of (possibly singular when passing through the foci) surfaces that foliates the space and shrinks to a point (see figure 7). Clearly, if the surfaces were convex at all non-singular points of $\phi$, we could only have 1 circle-invariant closed geodesic contradicting Proposition 3.39. Moreover, even if the 3-ellipsoids were 2-convex at all non-singular points of $\phi$, this wouldn’t be enough to prove that compact minimal surfaces need to be circle invariant.
4.4. Local barriers. In Section 3, we discussed the connection between strong stability and the convexity of the square of the distance function. We also showed that, in the multi-Eguchi–Hanson and in the multi-Taub–NUT spaces, the only strongly stable compact minimal submanifolds are, essentially, the circle-invariant compact minimal surfaces. In this setting, by Proposition 3.16, the strong stability condition is completely encoded by the Gaussian curvature of the surface.

Lotay and Oliveira computed the Gaussian curvature of a circle-invariant compact minimal surface and obtained the following result.

**Lemma 4.24** (Lotay and Oliveira[LO20, Appendix A]). Let \((X, g)\) be a multi-Eguchi–Hanson or a multi-Taub–NUT space, let \(N\) be a compact \(S^1\)-invariant minimal surface in \((X, g)\) and let \(\gamma := \pi(N)\) be the associated straight line in \(U\) connecting two singular points of \(\phi\). Without loss of generality, we can assume that \(\gamma\) is the straight line connecting \(p_{\pm} := (0, 0, \pm a)\). Then, the Gaussian curvature of \(N\) is given by:

\[
K = -\frac{\partial^2}{\partial x_3^2} \left( \frac{1}{2\phi} \right).
\]

Moreover, if we write

\[
\phi = m + \sum_{i=3}^{k} \frac{1}{2|x - p_i|_{\mathbb{R}^3}} + \frac{1}{2|x - p_+|_{\mathbb{R}^3}} + \frac{1}{2|x - p_-|_{\mathbb{R}^3}},
\]

and define

\[
\bar{\phi} := m + \sum_{i=3}^{k} \frac{1}{2|x - p_i|_{\mathbb{R}^3}},
\]

then, \(K\) has the form:

\[
K = -\frac{M + N}{2(a + \bar{\phi}(a^2 - x_3^2))^3},
\]

where

\[
N := -(2a^2 + 2a\bar{\phi}(a^2 - x_3^2) + 8a\bar{\phi}x_3^2)
\]

and where

\[
M := 2(\partial_{x_3} \bar{\phi})^2(a^2 - x_3^2)^3 + 8ax_3(\partial_{x_3} \bar{\phi})(a^2 - x_3^2) - a(\partial_{x_3} \bar{\phi})(a^2 - x_3^2)^2 - \bar{\phi}(\partial_{x_3} \bar{\phi})(a^2 - x_3^2)^2 = (I) + (II) + (III) + (IV).
\]

**Proof.** This follows from Cartan structure equations and a direct computation. \(\square\)

We can use Lemma 4.24 to prove Proposition 1.7.

**Proof of Proposition 1.7.** By Proposition 3.16, it is enough to show that \(N\) has positive Gaussian curvature. Moreover, Lemma 4.24 implies that it is equivalent to the condition:

\[
M + N < 0.
\]
Figure 8. Example of distribution of points satisfying the condition given in Proposition 1.7.

Note that \( N \) has always the right sign, so we just need to control the terms of \( M: (I), (II), (III) \) and \( (IV) \).

Letting \( r_1 := |x - p_1|_{\mathbb{R}^3} \), we have \( \delta = m + \sum_{l=3}^{k} \frac{1}{2r_1}, \partial_{x_3}\delta = \sum_{l=3}^{k} \frac{(p_l)_1 - x_3}{2r_1^3} \) and

\[
\partial_{x_3}^2 \delta = \sum_{l=3}^{k} \frac{1}{r_1^3} - \frac{3}{2} \sum_{l=3}^{k} \frac{(p_l)_1^2 + (p_l)_2^2}{r_1^5}.
\]

Since

\[
r_l = \sqrt{(p_l)_1^2 + (p_l)_2^2 + ((p_l)_3 - x_3)^2} \geq |(p_l)_3 - x_3|
\]
on \( \gamma \), we deduce that

\[
|\partial_{x_3} \delta|_{\mathbb{R}^3} \leq \sum_{l=3}^{k} \frac{1}{2r_1^2}; \quad \partial_{x_3}^2 \delta \geq -\sum_{l=3}^{k} \frac{1}{2r_1^3}.
\]

Defining \( b := \min_{l \geq 3} r_l \), it is clear that \( b \leq r_l \) for all \( l > 2 \) and hence, \( 1/r_l \leq 1/b \). Now, we have the obvious estimates:

\[
(I) \leq 2 \left( \frac{k - 2}{2b^2} \right)^2 a^6;
\]

\[
(II) \leq 8 \frac{a^2}{b} \left( \sum_{l=3}^{k} \frac{1}{2r_1} \right) (a^2 - x_3^2) \leq 8 \frac{a^2}{b} \delta(b^2 a^2 - x_3^2);
\]

\[
(III) \leq a \left( \sum_{l=3}^{k} \frac{1}{2r_1^3} \right) a^2(a^2 - x_3^2) \leq \frac{a^3}{b^2} \partial \delta(a^2 - x_3^2);
\]

\[
(IV) \leq \tilde{\delta} \left( \sum_{l=3}^{k} \frac{1}{2r_1^3} \right) a^4(a^2 - x_3^2) \leq \frac{k - 2}{2b^3} a^4 \delta(a^2 - x_3^2).
\]

Triangle inequality, together with the conditions on the Euclidean distance from \( q \) to \( p_i \), gives \( b > sa \). Combining it with the previous estimates for \( (I) \), \( (II) \), \( (III) \), and \( (IV) \), we obtain:
(I) \( < 2 \left( \frac{k-2}{2s^2} \right)^2 a^2; \quad (II) < \frac{8}{s} a \phi(a^2 - x_3^2); \)

(III) \( < \frac{1}{s^2} a \phi(a^2 - x_3^2); \quad (IV) < \frac{k-2}{2s} a \phi(a^2 - x_3^2). \)

Under the assumptions on \( s \), it is immediate to see that \( (I) - 2a^2 < 0 \) and that \( (II) + (III) + (IV) - 2a^2(2a^2 - x_3^2) < 0 \). We conclude that \( M + N < 0 \). \( \square \)

**Corollary 4.25.** Let \((X, g)\) be a multi-Eguchi–Hanson or a multi-Taub–NUT space and let \( N \) be a compact \( S^1 \)-invariant minimal surface in \((X, g)\). If \((X, g)\) and \( N \) satisfy the conditions of Proposition 1.7, then, \( N \) is the only compact minimal submanifold (compactly supported stationary integral varifold) of dimension at least 2 in a neighbourhood of \( N \).

**Proof.** The local uniqueness follows from Proposition 3.18 and the usual barrier argument. \( \square \)

**Remark 4.26.** Since the real root of \( -4x^3 + 16x^2 + 2x + (k-2) \) is strictly greater than 4, Proposition 1.7 is weaker than [LO20, Proposition A.1] in the collinear case.

**Proposition 4.27.** There is no distribution of 3 or more points for which the condition of Proposition 1.7 is satisfied by all compact \( S^1 \)-invariant minimal surfaces.

**Proof.** It is enough to show that, given 3 points \( \{p_1, p_2, p_3\} \subset \mathbb{R}^3 \) such that \( d_{\mathbb{R}^3}(p_1+p_2, p_3) > \frac{4|p_1-p_3|_h^2}{2} \), then \( d_{\mathbb{R}^3}(p_1+p_3, p_1) < \frac{4|p_2-p_3|_h^2}{2} \). This is an easy application of triangle inequality (see Figure 9). \( \square \)

**Remark 4.28.** The same holds if we consider [LO20, Proposition A.1] instead.

Finally, we use once again Lemma 4.24 to prove Proposition 1.8.

**Proof of Proposition 1.8.** By Lemma 4.24, a direct computation yields:

\[
(M + N)(p) = -2a^2 - 2a^3 m - \frac{a^3}{\epsilon} + \frac{a^5}{2\epsilon^3} + \frac{ma^6}{2\epsilon^3} + \frac{a^6}{4\epsilon^4},
\]
for all $p \in \pi^{-1}(0)$.

As $\epsilon \to 0$, the leading term of $(M + N)(p)$ is $\frac{a^6}{4} > 0$. Then, for $\epsilon$ small enough, $(M + N)(p) > 0$ and so $K(p) < 0$.

Analogously, as $a \to +\infty$, the leading term is $\frac{m}{2e^3} + \frac{1}{4e^4} > 0$. Then, for $a$ big enough, $(M + N)(p) > 0$ and so $K(p) < 0$. □

This result, together with Proposition 1.6, implies that any function that locally looks like the distance function, or a function of the distance function, cannot be 2-convex in this setting. Since in all examples where the barrier method is used we only have dependence on the distance function [TW20, TW18b, TW18], we have shown that the natural local theory does not work.
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