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Abstract. An element of a group acting on a graph is called invertor if it transfers an edge of the graph to its inverse. In this paper, we show that if $G$ is a group acting on a tree $X$ with inversions such that $G$ does not fix any element of $X$, then an element $g$ of $G$ is invertor if and only if $g$ is not in any vertex stabilizer of $G$ and $g^2$ is in an edge stabilizer of $G$. Moreover, if $H$ is a finitely generated subgroup of $G$, then $H$ contains an invertor element or some conjugate of $H$ contains a cyclically reduced element of length at least one on which $H$ is not in any vertex stabilizer of $G$, or $H$ is in a vertex stabilizer of $G$.
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1. Introduction. Lyndon and Schupp [5, Lemma 6.8, page 212] proved that if $G$ is a nontrivial free product with amalgamation, then for any finitely generated subgroup $H$ of $G$, $H$ is contained in a conjugate of a factor of $G$ or some conjugate of $H$ contains a cyclically reduced element of length at least two. Similarly, if $G$ is an $HNN$ group then, for any finitely generated subgroup $H$ of $G$, $H$ is contained in a conjugate of the base or some conjugate of $H$ contains a cyclically reduced element of length at least two. These results can be easily generalized to the result that finitely generated subgroups of groups acting on nontrivial trees without inversions are contained in a vertex stabilizers or some of their conjugates contain cyclically reduced elements of length at least one. In this paper, we show that the situation of groups acting on trees with inversions is different in the sense that if $G$ is a group acting on a tree $X$ with inversions such that $G$ does not fix any element of $X$ and if $H$ is a finitely generated subgroup of $G$, then $H$ is contained in a vertex stabilizer of $G$ or a conjugate of $H$ contains a cyclically reduced element of length at least one or $H$ contains an invertor element on which $H$ is not in any vertex stabilizer of $G$. This paper is arranged as follows. In Section 2, we give preliminary definitions and results needed for the rest of sections. In Section 3, we discuss some properties of invertor elements. In Section 4, we discuss finitely generated subgroups of groups acting on trees. In Section 5, we apply the results of previous sections to new groups called quasi $HNN$ groups that are generalization of $HNN$ groups.

2. Preliminary definitions and results. By a graph $X$ we understand a pair of disjoint sets $V(X)$ called the set of vertices and $E(X)$ called the set of edges with $V(X)$
nonempty, equipped with two mappings $E(X) \to V(X) \times V(X)$, $y \to (o(y), t(y))$ and, $E(X) \to E(X)$, $y \to \bar{y}$ satisfying the conditions $\bar{y} = y$ and $o(\bar{y}) = t(y)$ for all $y \in E(X)$. The case $\bar{y} = y$ is possible for some $y \in E(X)$. For $y \in E(X)$, $o(y)$ and $t(y)$ are called the ends of $y$ and $\bar{y}$ is called the inverse of $y$. There are obvious definitions of trees, morphism of graphs and $\text{Aut}(X)$, the set of all automorphisms of the graph $X$ which is a group under the composition of morphisms. For more details we refer the readers to Mahmood [6, 7] or Serre [10]. We say that a group $G$ acts on a graph $X$ if there is a group homomorphism $\phi : G \to \text{Aut}(X)$. If $x \in X$ (vertex or edge) and $g \in G$, we write $g(x)$ for $(\phi(g))(x)$. Thus, if $g \in G$ and $y \in E(X)$, then $g(o(y)) = o(g(y))$, $g(t(y)) = t(g(y))$, and $g(\bar{y}) = \bar{g(y)}$. The case $g(y) = \bar{y}$ for some $g \in G$ and $y \in E(X)$ may occur. That is, $G$ acts with inversions on $X$. We have the following notations related to the action of the group $G$ on the graph $X$.

(1) If $x \in X$ (vertex or edge), define $G(x)$ to be the set $G(x) = \{g(x) : g \in G\}$. This set is called the orbit of $X$ containing $x$.

(2) If $x, y \in X$ define $G(x, y)$ to be the set $G(x, y) = \{g \in G : g(x) = y\}$, and $G(x, x) = G_x$, the stabilizer of $x$. Thus, $G(x, y) = \varphi$ if and only if $x$ and $y$ are in the same orbit. If $y \in E(X)$ and $u \in \{o(y), t(y)\}$, then it is clear that $G_y = G_y$ and $G_y \leq G_u$.

(3) The set of elements of $X$ fixed by $G$ is denoted by $X^G$. That is, $X^G = \{x \in X : G_x = G\}$.

(4) If $X$ is connected, then a subtree $T$ of $X$ is called a tree of representatives for the action of $G$ on $X$ if $T$ contains exactly one vertex from each vertex orbit, and the subgraph $Y$ of $X$ containing a tree of representatives $T$, say, is called a fundamental domain for the action of $G$ on $X$ if each edge of $Y$ has at least one end in $T$, and $Y$ contains exactly one edge $y$, say, from each edge orbit such that $G(y, \bar{y}) = \varphi$, and exactly one pair $x, \bar{x}$ from each edge orbit such that $G(x, \bar{x}) = \varphi$. For the existence of $T$ and $Y$ (see Khanfar and Mahmood [4]).

Henceforth, $G$ will be a group acting on a tree $X$, $T$ a tree of representatives for the action of $G$ on $X$, and $Y$ a fundamental domain for the action of $G$ on $X$ such that $X^G = \varphi$ and $T \subseteq Y$.

**Definition 2.1.** For any vertex $v$ of $X$ define $v^*$ to be the unique vertex of $T$ such that $G(v, v^*) = \varphi$. That is, $v$ and $v^*$ are in the same vertex orbit. It is clear that if $v$ is in $T$, then $v^* = v$ and in general $v^{**} = v^*$. Moreover, if $u$ and $v$ are two vertices of $X$ such that $G(u, v) = \varphi$, then $u^* = v^*$.

**Definition 2.2.** For each edge $y$ of $Y$ define the following.

(1) Define $[y]$ to be an element of $G(t(y), t(y)^*)$. That is, $[y](t(y)^*) = t(y)$ to be chosen as follows:

(a) if $o(y) \in V(T)$, then $[y] = 1$ in case $y \in E(T)$, and $[y](y) = \tilde{y}$ if $G(y, \tilde{y}) = \varphi$,

(b) if $o(y) \notin V(T)$, then $[y] = [\tilde{y}]^{-1}$ if $G(y, \tilde{y}) = \varphi$, otherwise $[y] = [\tilde{y}]$ if $G(y, \tilde{y}) = \varphi$.

(2) Define $-y$ to be the edge $-y = [y]^{-1}(y)$ if $o(y) \in V(T)$, otherwise $-y = y$, and define $+y$ to be the edge $+y = [y](y)$. It is clear that $t(-y) = (t(y))^*$, $o(+y) = (o(y))^*$, $o(-y) = (o(y)) = \bar{y}$, $G_{-y} \leq G_{t(y)^*}$, and $G_{+y} \leq G_{o(y)^*}$. Moreover, if $G(y, \bar{y}) = \varphi$, or $y \in E(T)$, then $G_{-y} = G_{+y} = G_y$. 

(3) Define \( \phi_y \) to be the map \( \phi_y : G_{-y} \to G_{+y} \) given by \( \phi_y(g) = [y]g[y]^{-1} \). It is clear that \( \phi_y \) is an isomorphism.

(4) Define \( \delta_y \) to be the element \( \delta_y = [y][\hat{y}] \). It is clear that \( \delta_y = 1 \) if \( G(y, \hat{y}) = \varphi \). Otherwise \( \delta_y = [y]^2 \). Consequently \( \delta_y \in G_y, \delta^{-1} = \delta \) and \( \phi_y(\delta_y) = \delta_y \).

\[ \text{PROPOSITION 2.3.} \ G \ is \ generated \ by \ the \ generators \ of \ G_v \ and \ by \ the \ elements \ [y], \ \text{where} \ v \ \text{runs \ over} \ V(T) \ \text{and} \ y \ \text{runs \ over} \ E(Y). \]

\[ \text{PROOF.} \ \text{See Mahmood} [6]. \]

\[ \text{DEFINITION 2.4.} \ \text{By \ a \ word} \ w \ \text{of} \ G \ \text{we \ mean \ an \ expression \ of \ the \ form} \]
\[ w = g_0 \cdot y_1 \cdot g_1 \cdot y_2 \cdot g_2 \cdots y_n \cdot g_n, \quad n \geq 0, \]
\[ y_i \in E(Y), \quad \text{for} \ i = 1, 2, \ldots, n \]  

\[ (2.1) \]

such that

\[ (1) \ g_0 \in G(o(y_1))^*; \]
\[ (2) \ g_i \in G(t(y_i))^*, \ \text{for} \ i = 1, 2, \ldots, n; \]
\[ (3) \ t(y_i)^* = (o(y_{i+1}))^*, \ \text{for} \ i = 1, 2, \ldots, n - 1. \]

We define \( o(w) = (o(y_1))^* \) and \( t(w) = (t(y_n))^* \).

If \( o(w) = t(w) \), then \( w \) is called a closed word of \( G \) of type \( v \), \( v = o(w) \).

We have the following definitions related to the word \( w \) defined above:

(i) \( n \) is called the length of \( w \) and is denoted by \( |w| = n \).

(ii) \( w \) is called a trivial word of \( G \) if \( |w| = 0 \), or \( w = g_0 \).

(iii) The value of \( w \) denoted \([w]\) is defined to be the element

\[ [w] = g_0[y_1]g_1[y_2]g_2\cdots[y_n]g_n \quad \text{of} \ G. \]  

\[ (2.2) \]

(iv) The inverse of \( w \) denoted \( w^{-1} \) is defined to be the word

\[ w^{-1} = g_0^{-1} \cdot \bar{y}_n \cdot \delta_{y_n}^{-1} \cdot g_{n-1}^{-1} \cdots y_2^{-1} \cdot \bar{y}_2 \cdot \delta_{y_2}^{-1} \cdot g_1^{-1} \cdot \bar{y}_1 \cdot \delta_{y_1}^{-1} \cdot g_0^{-1} \quad \text{of} \ G. \]  

\[ (2.3) \]

It is clear that \( [w^{-1}] = [w]^{-1} \) but \( (w^{-1})^{-1} \neq w \) if \( w \) contains an edge \( y \) (say) such that \( G(y, \hat{y}) = \varphi \). Otherwise \( (w^{-1})^{-1} = w \).

(v) If \( w' = h_0 \cdot x_1 \cdot h_1 \cdot x_2 \cdot h_2 \cdots x_m \cdot h_m \) is a word of \( G \) such that \( t(w') = o(w') \), then \( w \cdot w' \) is defined to be the word

\[ w \cdot w' = g_0 \cdot y_1 \cdot g_1 \cdot y_2 \cdot g_2 \cdots y_n \cdot g_n \cdot h_0 \cdot x_1 \cdot h_1 \cdot x_2 \cdot h_2 \cdots x_m \cdot h_m \quad \text{of} \ G. \]  

\[ (2.4) \]

It is clear that \( [w \cdot w'] = [w][w'], \ o(w \cdot w') = o(w), \) and \( t(w \cdot w') = t(w') \).

(vi) \( w \) is called a reduced word of \( G \) if \( w \) contains no subword of the forms

\[ \text{(1) } y_i \cdot g_i \cdot \bar{y}_i \ \text{if} \ g_i \in G_{-y_i} \ \text{for} \ i = 1, \ldots, n, \]
\[ \text{(2) } y_i \cdot g_i \cdot y_i \ \text{if} \ g_i \in G_{y_i} \ \text{and} \ G(y_i, \hat{y}_i) = \varphi \ \text{for} \ i = 1, \ldots, n. \]

We take trivial words to be reduced.

\[ \text{DEFINITION 2.5.} \ \text{By \ the \ edge \ reduction \ on \ the \ word} \]
\[ w = g_0 \cdot y_1 \cdot g_1 \cdot y_2 \cdot g_2 \cdots y_n \cdot g_n \]  

\[ (2.5) \]

we mean the performance of the following operations on \( w \):
(1) replace a subword of the form $y_i \cdot g_i \cdot \bar{y}_i$, if $g_i \in G_{-y_i}$, by $\phi_{y_i}(g_i \delta_{y_i})$,
(2) replace a subword of the form $y_i \cdot g_i \cdot y_i$, if $g_i \in G_{y_i}$ and $G(y_i, \bar{y}_i) = \varphi$, by
$\phi_{y_i}(g_i \delta_{y_i})$.

We define $w^0$ to be the identity element 1 of $G$.

**THEOREM 2.6.** Every element of $G$ is the value of a closed and reduced word of $G$. Moreover, if $w$ a closed word of $G$ of value 1, the identity element of $G$, then $w$ is not reduced.

**PROOF.** See Mahmood [7]. □

Now we generalize Theorem 2.6 as follows.

**LEMMA 2.7.** For every element $g$ of $G$ and any two vertices $u$ and $v$ of $T$ there exists a reduced word $w$ of $G$ such that $o(w) = u$, $t(w) = v$, and $[w] = g$. Moreover, if $w$ is reduced, then for any word $w'$ of $G$ such that $o(w) = o(w')$, $t(w) = t(w')$, and $[w] = [w'] = g$, we have $|w| = |w'|$ if and only if $w'$ is a reduced.

**PROOF.** Since $G$ is generated by the generators of $G_z$ and by the elements $[y]$, where $z$ runs over the vertices of $T$ and $y$ over the edges of $Y$, therefore $g$ can be written as the product $g = g_0[y_1]g_1[y_2]g_2 \cdots [y_n]g_n$, where $g_i \in G_{u_i}$ for some vertices $u_0, u_1, \ldots, u_n$ of $T$, and edges $y_1, y_2, \ldots, y_n$ of $Y$. By taking the reduced paths in $T$ between $u$ and $u_i$, between $u_i$ and $(o(y_i))^*$, and between $(t(y_i))^*$ and $v$, and the identity element $1$ of $G$ we may choose this product so that $w = g_0 \cdot y_1 \cdot g_1 \cdot y_2 \cdot g_2 \cdots y_n \cdot g_n$ is a word of $G$ such that $o(w) = u$, $t(w) = v$, and $[w] = g$. If $w$ is not reduced then for some $i$, $1 \leq i \leq n-1$ we have $y_{i+1} = \bar{y}_i$ and $g_i \in G_{-y_i}$ or $y_{i+1} = y_i$, $g_i \in G_{y_i}$, and $G(y_i, \bar{y}_i) = \varphi$. If $y_{i+1} = \bar{y}_i$ and $g_i \in G_{-y_i}$, then we replace $y_i \cdot g_i \cdot \bar{y}_i$ by the element $\phi_{y_i}(g_i \delta_{y_i})$ in $w$. We get a new word $g_0 \cdot y_1 \cdot g_1 \cdot y_2 \cdot g_2 \cdots y_{i-1} \cdot g_{i-1} \phi_{y_i}(g_i \delta_{y_i}) \cdot y_{i+1} \cdot \cdots \cdot y_n \cdot g_n$.

If $y_{i+1} = y_i$, $g_i \in G_{y_i}$, and $G(y_i, \bar{y}_i) = \varphi$, then we replace $y_i \cdot g_i \cdot y_{i+1}$ by the element $\phi_{y_i}(g_i \delta_{y_i})$ in $w$. We get a new word as above.

Continuing the above processes on $w$ yields a reduced word of $G$ satisfying the required properties. In other words, the performance of the edge reductions on $w$ yields a reduced word of $G$ of value $[w]$.

Now let $w = g_0 \cdot y_1 \cdot g_1 \cdot y_2 \cdot g_2 \cdots \cdot y_n \cdot g_n$, $n \geq 0$ and

$$w' = h_0 \cdot x_1 \cdot h_1 \cdot x_2 \cdot h_2 \cdots \cdot x_m \cdot h_m$$

be two words of $G$ such that $w$ is reduced $o(w) = o(w')$, $t(w) = t(w')$ and $[w] = [w'] = g$. Assume that $w'$ is reduced. We need to show that $n = m$. Since $[w'][w]^{-1} = 1$, the identity of $G$, therefore by Theorem 2.6, the word

$$w_0 = h_0 \cdot x_1 \cdot h_1 \cdot x_2 \cdot h_2 \cdots \cdot x_m \cdot h_m g_n^{-1} \cdot \bar{y}_n \cdot \delta_{y_n}^{-1} g_{n-1}^{-1} \cdots \cdot g_2^{-1} \cdot \bar{y}_2 \cdot \delta_{y_2}^{-1} g_1^{-1} \cdot y_1 \cdot \delta_{y_1}^{-1} g_0^{-1}$$

is not reduced. Since $w$ and $w'$ are reduced, therefore $y_n = x_m$ and $h_m g_n^{-1} \in G_{-y_n}$, or $y_n = \bar{x}_m$ and $h_m g_n^{-1} \in G_{y_n}$ if $G(y_n, \bar{y}_n) = \varphi$. In both cases, we substitute
respectively such that then Lemma 2.7 implies that $G$ is the length of a reduced word of $G$ and Lemma 2.7, this concept is clear.

$x_m \cdot h_m g_n^{-1} \cdot y_n$ or $(x_m \cdot h_m g_n^{-1} \cdot y_n)$ by $\phi y_n (h_m g_n^{-1} \delta y_n)$ in $w_0$. We get a new word

$$w_1 = h_0 \cdot x_1 \cdot h_1 \cdot x_2 \cdot h_2 \cdot \cdots \cdot x_{m-1} \cdot h_{m-1} A \delta y_n^{-1} g_n^{-1} \cdot y_n^{-1} \cdots \cdot g_2^{-1} \cdot y_2 \cdot \delta y_2^{-1} g_1^{-1} \cdot \delta y_1^{-1} g_0^{-1},$$

(2.7)

where $A = \phi y_n (h_m g_n^{-1} \delta y_n)$. Then $w_1$ is not reduced. Similarly, we have $x_{m-1} = y_{n-1}$, and $h_{m-1} \phi y_n (h_m g_n^{-1} \delta y_n) \delta y_n g_n^{-1} \in G y_{n-1}$ or $x_{m-1} = y_{n-1}$ if $G(y_{n-1}, y_{n-1}) \neq \varphi$.

Now continuing above processes yields $x_1 = y_1$ or $x_1 = y_1$ if $G(y_1, y_1) \neq \varphi$. This implies that $|w| = |w'|$. Conversely, assume that $w$ is reduced and $|w| = |w'|$. We need to show that $w'$ is reduced. For, if $w'$ is not reduced then by applying edge reductions on $w'$ yields a reduced word $w''$ of $G$ such that $o(w') = o(w'')$, $t(w') = t(w'')$, $[w'] = [w'']$ and $|w''| < |w'|$. Contradiction. Hence $w'$ is reduced. This completes the proof. \qed

**Definition 2.8.** For each element $g$ of $G$ and each vertex $v$ of $V(T)$ define $|g|_v$ to be the length of a reduced word of $G$ of type $v$ and value $g$. In view of Theorem 2.6 and Lemma 2.7, this concept is clear. $|g|_v$ is called the length of $g$ with respect to $v$.

**Proposition 2.9.** Let $g$ be an element of $G$ and $v$ a vertex of $V(T)$ such that $|g|_v$ is even. Then for any vertex $u$ of $V(T)$, $|g|_u$ is even.

**Proof.** Let $w_1$ and $w_2$ be two reduced and closed words of $G$ of types $v$ and $u$ respectively such that $w_1$ and $w_2$ are of value $g$ and $|w_1|$ is even. We need to show that $|w_2|$ is even. Let $w_0$ be the word

$$w_0 = 1 \cdot y_1 \cdot 1 \cdot y_2 \cdot 1 \cdot \cdots \cdot y_n \cdot 1 \cdot w_1 \cdot 1 \cdot y_n \cdot 1 \cdot \cdots \cdot 1 \cdot y_2 \cdot 1 \cdot y_1 \cdot 1,$$

(2.8)

where $y_1, y_2, \ldots, y_n$ is the reduced path in $T$ joining $u$ and $v$. It is clear that $w_0$ is a word of $G$ of type $u$ and of value $[w_2]$, and $w_0$ is of even length. By applying edge reductions on $w_0$ yields a reduced word of $G$ of type $u$, value $[w_2]$ and of even length. Then Lemma 2.7 implies that $|w_2|$ is even. This completes the proof. \qed

**Proposition 2.10.** If $g$ is an element of $G_v$ for some vertex $v$ of $G(X)$, then $|g|_u$ is even for any vertex $u$ of $V(T)$.

**Proof.** $g = aba^{-1}$ where $a \in G$, and $b \in G_v^*$. Let $u$ be any vertex of $V(T)$ and $w$ a reduced word of $G$ such that $o(w) = u$, $t(u) = v'$, and $[w] = a$. Then the word $w_0 = w \cdot b \cdot w^{-1}$ is closed of type $u$, value $g$, and is of even length. Now applying edge reductions on $w_0$ yields a reduced word of $G$ of type $u$, value $g$, and of even length. This implies that $|g|_u$ is even. This completes the proof. \qed

**Definition 2.11.** Let $w$ be a closed and reduced word of $G$. We say that $w$ is a cyclically reduced word of $G$ if $w^2$ is reduced.

It is clear that every word of length zero is a cyclically reduced.

The proof of the following proposition is clear.

**Proposition 2.12.** Let $w = g_0 \cdot y_1 \cdot g_1 \cdot y_2 \cdot g_2 \cdot \cdots \cdot y_n \cdot g_n$, $n > 0$ be a closed and reduced word of $G$. Then the following are equivalent:

1. $w^m$ is cyclically reduced for every integer $m$,
2. every cyclic permutation of $w$ is reduced,
We have the following definition.

1. The vertex stabilizer of \(g\), therefore \(w\) is odd and \(v\) is odd.
2. Reduced. Let \(w\) be a reduced word of \(G\) such that \(|w_1| \geq 1\), then \([w_1]\) is not in any vertex stabilizer of \(G\).

**Proof.** By Lemma 2.7, \(|w_1| = |w_2|\). If \(|w_1| = 0\), then by definition \(w_2\) is cyclically reduced. Let \(w_1 = g_0 \cdot y_1 \cdot g_1 \cdot y_2 \cdot g_2 \cdot \ldots \cdot y_n \cdot g_n\), \(n > 0\) and

\[
w_2 = h_0 \cdot x_1 \cdot h_1 \cdot x_2 \cdot h_2 \cdot \ldots \cdot x_n \cdot h_n.
\]

We need to show that \(1 \cdot x_n \cdot h_n h_0 \cdot x_1 \cdot 1\) is reduced. Since \(w_1\) is cyclically reduced, therefore \(g_n g_0 \notin G_{\gamma_n}\). By Lemma 2.7, \(h_n h_0 \notin G_{\gamma_n}\). So \(1 \cdot x_n \cdot h_n h_0 \cdot x_1 \cdot 1\) is reduced. Therefore \(w_2\) is cyclically reduced. Now assume that \(|w_1| \geq 1\). If \([w_1] \in G_v\) for \(v \in V(X)\), then \([w_1] = aba^{-1}\), where \(a \in G\), and \(b \in G_v^*\). By Lemma 2.7, there exists a reduced word \(w\) of \(G\) such that \(o(w) = o(w_1)\), \(t(w) = v^*\), and \(a = [w]\). Then the words \(w_1\) and \(w \cdot b \cdot w^{-1}\) are of the same type and of the same value. Now applying edge reductions on \(w \cdot b \cdot w^{-1}\) yields a reduced word of \(G\) of length zero which contradicts Lemma 2.7, or yields a reduced word \(w'\) of \(G\) such that \(w'\) is not cyclically reduced. This contradicts the first part of the proposition. Hence \([w_1]\) is not in any vertex stabilizer of \(G\). This completes the proof.

**Definition 2.14.** An element \(g\) of \(G\) is called cyclically reduced if \(g\) is the value of a cyclically reduced word of \(G\). In view of Proposition 2.13, this concept is well defined.

In the next section, we show that some elements of \(G\) are conjugate to cyclically reduced elements of \(G\) and some not.

**3. On invertor elements of groups acting on trees.** Throughout this section, \(G\) will be a group acting on a tree \(X\), \(T\) a tree of representatives for the action of \(G\) on \(X\) and \(Y\) a fundamental domain for the action of \(G\) on \(X\) such that \(X^G = \varnothing\) and \(T \subseteq Y\).

We have the following definition.

**Definition 3.1.** Let \(g\) be an element of \(G\) and \(x\) be an edge of \(X\). If \(g(x) = \tilde{x}\), then \(g\) is called an invertor element of \(G\) and \(x\) is called inverted edge under \(g\). It is clear that if \(x\) is an inverted edge under \(g\), then \(\tilde{x}\) is an inverted edge under \(g\) and \(g^2 \in G_x\).

The main result of this section is the following theorem.

**Theorem 3.2.** Let \(g\) be an element of \(G\). Then the following are equivalent:

1. \(g\) is an invertor element of \(G\);
2. \(g\) is conjugate to an element of the form \([y]a\), where \(y\) is an edge of \(Y\) such that \(G(y, \tilde{y}) \neq \varnothing\), and \(a \in G_Y\);
3. \(g^2\) is in an edge stabilizer of \(G\), and \(g\) is not in any vertex stabilizer of \(G\);
4. \(g\) is not conjugate to any cyclically reduced element of \(G\);
5. \(|g|_v\) is odd and \(|g^2|_v < |g|_v\) for any vertex \(v\) of \(T\).
PROOF. (i)⇒(ii). There exists an edge $x$ of $X$ such that $g(x) = \hat{x}$. The structure of $Y$ implies that there exist an edge $y$ of $Y$ and an element $f$ of $G$ such that $x = f(y)$ and $G(y, y') \neq \varphi$. Then $g(x) = \hat{x}$ implies that $gf(y) = f[y](y)$. Hence $g = f[y]af^{-1}$, where $a \in G_y$.

(ii)⇒(iii). If $g = f[y]af^{-1}$, where $y$ is an edge of $Y$ such that $G(y, y') \neq \varphi$ and $a \in G_y$, then $g^2 \in G_x$, where $x$ is the edge $f(y)$. Now we show that $g$ is not in any vertex stabilizer of $G$. For, if $g$ is in a vertex stabilizer of $G$, then $[y]a \in G_v$, where $v$ is a vertex of $X$. Then $[y]a = bcb^{-1}$, where $b \in G$ and $c \in G_v$. Let $w$ be the word $w = 1 \cdot y \cdot a$. It is clear that $w$ is a cyclically reduced word of $G$ of type $(o(y))^s$, value $[y]a$, and of length one. By Lemma 2.7, there exists a reduced word $w'$ such that $o(w') = (o(y))^s$, $t(w') = v^s$, and $[w'] = b$.

Let $w_0$ be the word $w_0 = w' \cdot c \cdot w'^{-1}$. Now applying edge reductions on $w_0$ yields a reduced word of $G$ of type $(o(y))^s$, value $[w]$, and of even length. Since $w$ is reduced of length $1$, this contradicts Lemma 2.7. Hence $g$ is not in any vertex stabilizer of $G$.

(iii)⇒(iv). Let $w$ be a cyclically reduced word of $G$ of type $u$, $f \in G$, and $v = f(u)$ such that $g = f[w]f^{-1}$. If $|w| = 0$, then $[w] \in G_u$ and $g \in G_u$. This contradicts the assumption that $g$ is not in any vertex stabilizer of $G$. If $|w| \geq 1$, then $w^2$ is a cyclically reduced word of $G$ of type $u$, and $|w^2| \geq 2$. This implies that $g^2 = f[w^2]f^{-1}$. Then $[w^2] = f^{-1}g^2f$. Since $g^2 \in G_v$, therefore $[w^2] \in G_u$. This contradicts Proposition 2.13.

(iv)⇒(v). Let $w$ be a closed and reduced word of $G$ of type $v$ and value $g$. Since $g$ is not conjugate to any cyclically reduced elements of $G$, therefore $w$ can be written as $w = w_0 \cdot a \cdot y \cdot b \cdot w_0^{-1}$, where $w_0$ is a reduced word of $G$ such that $o(w_0) = v$, $t(w_0) = (o(y))^s$, and $y$ is an edge of $Y$ such that $G(y, y') \neq \varphi$ and $a, b \in G_y$. Then $g^2$ is the value of the word $w_0 \cdot c \cdot w_0^{-1}$, where $c = a[y]ba[y]b$. Now applying edge reductions on $w$ yields a reduced word of $G$ of odd length. Similarly, by applying edge reductions on $w_0 \cdot c \cdot w_0^{-1}$ yields a reduced word of $G$ of even length.

This implies that $|g|_v$ is odd and $|g^2|_v < |g|_v$.

(v)⇒(i). $g$ is the value of the closed and reduced word $w = w_0 \cdot y \cdot w_1$ of $G$ of type $a$ a vertex $v$ of $T$, where $w_0$ and $w_1$ are reduced words of $G$ such that $|w_0| = |w_1|$, and $y$ is an edge of $Y$. Then $g^2$ is the value of $w^2$. Since $|g^2|_v < |g|_v$, therefore $w^2$ is not reduced. This implies that $|w_1| = |w_0|^{-1}$, and $G(y, y') \neq \varphi$. So $g = [w_0][y][w_0]^{-1}$. Let $x$ be the edge $x = [w_0](y)$. Then

$$g(x) = [w_0][y][w_0]^{-1}([w_0](y)) = [w_0](y)$$

$$= [w_0](y'), \quad \text{because} \ G(y, y') \neq \varphi$$

$$= [w_0](y) = \hat{x}.$$ (3.1)

This completes the proof. □

REMARK 3.3. We note that the condition $X^G = \varphi$ is essential. For instance, if $X^G = \varphi$, then there exists a vertex $v$ of $X$ such that $G = G_v$. Then every invertor element of $G$ is in $G_v$. This contradicts Theorem 3.2(iii).

COROLLARY 3.4. Every noninvertor element of $G$ is conjugate to a cyclically reduced element of $G$. 


\textbf{Corollary 3.5.} Let \( g \) be an element of \( G \), \( v \) be a vertex of \( \Gamma \), and \( n \) be an integer. Then

(i) \( |g^{2n}|_v = |g^{2n+1}|_v \) if \( g \in G_v \),
(ii) \( |g^{2n}|_v < |g^{2n+1}|_v \) if \( g \) is an invertor element of \( G \),
(iii) \( |g^{2n}|_v > |g^{2n+1}|_v \) if \( g \) is noninvertor element of \( G \), \( g \not\in G_v \).

4. \textit{Finitely generated subgroups of groups acting on trees.} The main result of this section is the following theorem.

\textbf{Theorem 4.1.} Let \( G \) be a group acting on a tree \( X \), \( T \) be a tree of representatives for the action of \( G \) on \( X \) and \( Y \) be a fundamental domain for the action of \( G \) on \( X \) such that \( X^G = \varphi \) and \( T \subseteq Y \). Let \( H \) be a finitely generated subgroup of \( G \). Then \( H \) contains an invertor element or a conjugate of \( H \) contains a cyclically reduced element of length at least one on which \( H \) is not in any vertex stabilizer of \( G \), or \( H \) is in a vertex stabilizer of \( G \). If \( H \) is contained in the vertex stabilizers \( G_u \) and \( G_v \) of the vertices \( u \) and \( v \) of \( X \), then \( G_u = G_v \), or \( H \) lies in any edge stabilizer \( G_x \), where \( x \) is any edge in the reduced path in \( X \) joining \( u \) and \( v \).

\textbf{Proof.} If \( H \) contains an invertor element of \( G \), then by Theorem 3.2(iii), \( H \) is not in any vertex stabilizer of \( G \). Now assume that \( H \) contains no invertor element of \( G \). Since \( H \) is finitely generated, therefore \( H = \langle h_1, \ldots, h_n \rangle \). Let \( w_1, \ldots, w_n \) be closed and reduced words of \( G \) of the same type such that \( [w_i] = h_i \) for \( i = 1, \ldots, n \). The proof is by induction on the sum \( r \) of the lengths of the words \( w_1, \ldots, w_n \). If \( r = 0 \), then it is clear that \( H \) is contained in \( G_v \), where \( v \) is the type of the words \( w_1, \ldots, w_n \). Now assume that finitely generated subgroups of \( G \) having generators in which the sum of the lengths of closed and reduced words of \( G \) of the same type and values the generators of these subgroups is less than \( r \) are contained in the vertex stabilizers of some vertices of \( X \), or have cyclically reduced elements of length at least one. If one of the words \( w_1, \ldots, w_n \) is cyclically reduced of length at least one we are done. Assume that this is not the case.

Let \( h \in \{h_1, \ldots, h_n\} \) and \( w \in \{w_1, \ldots, w_n\} \) such that \( [w] = h \) and

\[ w = g_0 \cdot y_1 \cdot g_1 \cdot \cdots \cdot y_m \cdot g_m, \quad m \geq 1, \] \hspace{1cm} (4.1)

\( h \) is not cyclically reduced; for, if \( h \) is cyclically reduced, then \( h \in H \) is cyclically reduced of length at least one. This contradicts the assumption that \( H \) has no cyclically reduced element of length at least one. If \( h' \in \{h_1, \ldots, h_n\} \) and \( w' \in \{w_1, \ldots, w_n\} \) such that \([w'] = h' \) and \( w' = f_0 \cdot x_1 \cdot f_1 \cdot \cdots \cdot x_s \cdot f_s \), then \( hh' \) is not cyclically reduced. Otherwise \( hh' \) will be cyclically reduced of length at least one. This implies that \( [y_m]g_m = a(g_0[y_1])^{-1} \), where \( a \in G \cdot y_m \), and

\[ [x_i]f_s = (f_0[x_1])^{-1} = g_0[y_1]a^{-1}c, \quad \text{where } c = [y_m]g_mf_0[x_1]. \] \hspace{1cm} (4.2)

Let \( h'_i = (g_0[y_1])^{-1}h_i g_0[y_1] \) for \( i = 1, \ldots, n \). Then

\[ H = (g_0[y_1])^{-1}H g_0[y_1] = \langle h'_1, \ldots, h'_n \rangle. \] \hspace{1cm} (4.3)

Then the elements \( h'_1, \ldots, h'_n \) are values of closed and reduced words \( w'_1, \ldots, w'_n \) of \( G \) of type \( (t(y_1))^s \) and \( [w_i] = h'_i \) for \( i = 1, \ldots, n \). Then the sum of the lengths of \( w'_1, \ldots, w'_n \)
is less than the sum of the lengths of the words $w_1, \ldots, w_n$. Then by hypothesis assumption on $r$, either $H'$ is contained in $G_z$ for some $z \in V(X)$, or $H'$ contains a cyclically reduced element of length at least one. If $H'$ is contained in $G_z$, then it is clear that $H$ is contained in $G_v$, where $v = g_0[y_1](z)$. Otherwise $H'$ is a conjugate of $H$ and $H'$ contains a cyclically reduced element of length at least one. Now assume that $H$ is contained in the vertex stabilizers $G_u$ and $G_v$ of the vertices $u$ and $v$ of $X$ such that $G_u \neq G_v$. Then it is clear that $u \neq v$, and there exists a unique reduced path $x_1, \ldots, x_n$ in $X$ joining $u$ and $v$. Consequently $G_u \cap G_v \subseteq \cap_{i=1}^n G_{x_i}$, and $H$ lies in any edge stabilizer $G_x$, where $x \in \{x_1, \ldots, x_n\}$.

This completes the proof. \[\square\]

**Corollary 4.2.** If $H$ is a finite subgroup of $G$, then $H$ contains an invertor element, or $H$ is in a vertex stabilizer of $G$.

**Proof.** If $H$ contains an invertor element, then $H$ is not in any vertex stabilizer of $G$. If a conjugate of $H$ contains a cyclically reduced element $g$ of length at least one, then $g^n$ is a cyclically reduced element of length at least one for any integer $n$. Then by Proposition 2.13, $g$ is not in any vertex stabilizer of $G$. Thus $g$ is of infinite order. Hence $H$ is in a vertex stabilizer of $G$. This completes the proof. \[\square\]

**Corollary 4.3.** If $H$ is a cyclic subgroup of $G$ generated by the element $g$ such that $g$ is not in any vertex stabilizer of $G$, and $H \cap G_x$ is trivial for any edge of $X$, then $H$ is cyclic of order 2 if $g$ is an invertor element, or $H$ is infinite cyclic if $g$ is not invertor element.

**Proof.** If $g$ is an invertor element, then by Theorem 3.2(iii), $g^2$ is in an edge stabilizer of $G$. By assumption $g^2 = 1$, the identity element of $G$. Hence $H$ is a cyclic of order 2. If $g$ is not invertor element, then from above $g$ is of infinite order. Hence $H$ is infinite cyclic. This completes the proof. \[\square\]

**5. Applications.** This section is an application of Theorems 3.2 and 4.1. Groups acting on trees can be divided into two parts. The first part is of action fixing some vertices, and the other not. For groups acting on trees without fixing any vertices are some of actions without inversions, and the other with inversions. Free groups, free product of groups, free product of groups with amalgamation subgroup, tree product of groups, and HNN groups are examples of groups acting on trees without inversions. A new class of groups called quasi HNN groups are examples of groups acting on trees with inversions. In fact, free product of groups, free product of groups with amalgamation subgroup are special cases of tree product of groups, and, free groups and HNN groups are special cases of quasi HNN groups as we will see below. We start with tree product of groups. For more details of tree product of groups we refer the readers to Fisher [1] or Karrass and Solitar [2].

**Proposition 5.1.** Let $G = \prod_{i \in I}^+(A_i, U_{jk} = U_{kj})$ be a nontrivial tree product of the groups $A_i$, $i \in I$, and $H$ be a finitely generated subgroup of $G$. Then a conjugate of $H$ contains a cyclically reduced element of length at least one or $H$ is contained in a conjugate of $A_i$, $i \in I$. Moreover, if $H$ is finite, then $H$ is contained in a conjugate of $A_i$, $i \in I$. 

PROOF. By Mahmood [8], there exists a tree \( X \) on which \( G \) acts without inversions such that any tree of representatives for the action of \( G \) on \( X \) equals the corresponding fundamental domain for the action of \( G \) on \( X \), \( X^G = \varphi \), and for every vertex \( v \) of \( X \), and every edge \( x \) of \( X \), \( G_x \) is isomorphic to \( A_i \), \( i \in I \), and \( G_x \) is isomorphic to \( U_k \), for some \( i, k \in I \). Moreover, \( G \) contains no invertor elements. Therefore by Theorem 4.1, the proof of Proposition 5.1 follows. \( \square \)

**Corollary 5.2.** If \( G \) is a free product with amalgamation group, then for any finitely generated subgroup \( H \) of \( G \) a conjugate of \( H \) contains a cyclically reduced element of length at least one or \( H \) is contained in a conjugate of a factor of \( G \). Moreover if \( H \) is finite, then \( H \) is contained in a conjugate of factor of \( G \).

Before we state our next proposition we introduce the concept of quasi \( HNN \) groups. Khanfar and Mahmood [3] extended the class of \( HNN \) groups to a new class of groups called quasi \( HNN \) groups defined as follows.

Let \( G \) be a group, \( \{ A_i : i \in I \}, \{ B_i : i \in I \}, \{ C_j : j \in J \} \) be families of subgroups of \( G \). For each \( i \in I \), let \( \phi_i : A_i = B_i \) be an onto isomorphism, and for each \( j \in J \) let \( \alpha_j : C_j \to C_j \) be an outer automorphism of order 2 such that the inner automorphism \( \alpha_j^2 \) is determined by \( \tilde{\epsilon}_j \in C_j \) fixed by \( \alpha_j \). That is, \( \alpha_j \in \text{Out}(C_j) \) and \( \alpha_j^2 \in \text{Inn}(C_j) \) such that \( \alpha_j(\tilde{\epsilon}_j) = \tilde{\epsilon}_j \) and \( \alpha_j^2(c) = \tilde{\epsilon}_j c \tilde{\epsilon}_j^{-1} \) for all \( c \in C_j \).

Let \( G^* \) be the group of the presentation

\[
G^* = (G,t_i,t_j | \text{rel } G, t_i A_i t_i^{-1} = B_i, t_j C_j t_j^{-1} = C_j, t_j^2 = \tilde{\epsilon}_j, i \in I, j \in J) \tag{5.1}
\]

where \( t_i A_i t_i^{-1} = B_i \) stands for the set of relations \( t_i a_i t_i^{-1} = \phi_i(a_i) \) for all \( a_i \in A_i \), and \( t_j C_j t_j^{-1} = C_j \) stands for the set of relations \( t_j c_j t_j^{-1} = \alpha_j(c_j) \) for all \( c_j \in C_j \). The group \( G^* \) is called a quasi \( HNN \) group of base \( G \) and associated pairs \((A_i,B_i)\), \((C_j,C_j)\), \( i \in I, j \in J \) of subgroups of \( G \). Moreover, \( G \) is embedded in \( G^* \). We note that if \( J = \emptyset \), then \( G^* \) is an \( HNN \) group of base \( G \) and associated pairs \((A_i,B_i)\), \( i \in I \) of subgroups of \( G \).

**Proposition 5.3.** Let \( G^* \) be the quasi \( HNN \) group of base \( G \) and associated pairs \((A_i,B_i)\), \((C_j,C_j)\), \( i \in I, j \in J \) of subgroups of \( G \) defined above. Let \( H \) be a finitely generated subgroup of \( G^* \). Then \( H \) contains an element conjugate to an element \( t_j \), \( j \in J \) or \( H \) contains a cyclically reduced element of length at least one or \( H \) is contained in a conjugate of \( G \). Moreover, if \( H \) is finite containing no element conjugate to the element \( t_j \), \( j \in J \), then \( H \) is contained in a conjugate of \( G \).

**Proof.** By Mahmood and Khanfar [9], there exists a tree \( X \) on which \( G^* \) acts with inversions such that \( G^* \) is transitive on the set \( V(X) \), \( X^{G^*} = \varphi \), and for every vertex \( v \) of \( X \), and every edge \( x \) of \( X \), \( G^*_x \) is isomorphic to \( G \), and \( G^*_x \) is isomorphic to \( A_i \), \( i \in I \), or is isomorphic to \( C_j \), \( j \in J \). Moreover, \( G^* \) contains the invertor elements conjugate to an element \( t_j \), \( j \in J \). Therefore by Theorem 4.1, the proof of Proposition 5.3 follows. \( \square \)

**Corollary 5.4.** For any finitely generated subgroup \( H \) of an \( HNN \) group \( G^* \) of base \( G \), a conjugate of \( H \) contains a cyclically reduced element of length at least one
or \( H \) is contained in a conjugate of \( G \). Moreover if \( H \) is finite, then \( H \) is contained in a conjugate of \( G \).

**Proof.** By taking \( J = \emptyset \), we see that \( G^* \) of Proposition 5.3 above is an HNN group containing no inverter elements. Therefore the proof of Corollary 5.4 follows from Proposition 5.3.
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