For any univariate polynomial $P$ whose coefficients lie in an ordinary differential field $F$ of characteristic zero, and for any constant indeterminate $\alpha$, there exists a nonunique nonzero linear ordinary differential operator $R$ of finite order such that the $\alpha$th power of each root of $P$ is a solution of $Rz^\alpha = 0$, and the coefficient functions of $R$ all lie in the differential ring generated by the coefficients of $P$ and the integers $\mathbb{Z}$. We call $R$ an $\alpha$-resolvent of $P$. The author’s powersum formula yields one particular $\alpha$-resolvent. However, this formula yields extremely large polynomials in the coefficients of $P$ and their derivatives. We will use the $A$-hypergeometric linear partial differential equations of Mayr and Gelfand to find a particular factor of some terms of this $\alpha$-resolvent. We will then demonstrate this factorization on an $\alpha$-resolvent for quadratic and cubic polynomials.
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1. Introduction. Factoring polynomials in several variables is often a daunting, computationally intensive task. When those variables bear certain algebraic relations among each other, the factoring can become considerably easier. It is often the case that a polynomial can be too big to factor on a computer, so algebraic identities must be used to aid the factorization. In the case of computing a differential resolvent of a polynomial, one often looks for the resolvent of lowest possible order and/or weight. We call such a resolvent the Cohnian of the polynomial. The author in [9] has computed upper bounds on the weight of the Cohnian for polynomials whose distinct roots are differentially independent over constants.

In order to get to the Cohnian, one must first use the powersum formula [10] to compute a certain multiple of the Cohnian. This multiple is extremely large, resulting in an intermediate blowup problem. For example, the Cohnian of a cubic polynomial with three indeterminate coefficients fits on the 12 GB harddrive of a desktop computer. But it is impossible to use the powersum formula with Mathematica 4.0 on an ordinary desktop to compute a resolvent of such a cubic. This paper attempts to circumvent the intermediate blowup problem by algebraically factoring some of the terms of the resolvent with the use of partial differential equations, matrices, and a lot of linear algebra. This factoring culminates in a reduction in the weight of some of the terms of the resolvent by an amount given by (8.7) in Remark 8.3.

**Definition 1.1.** Let the $N$th degree monic polynomial $P(t) \equiv \sum_{i=0}^{N}(-1)^{N-i}e_{N-i} \cdot t^i$ with coefficients $e \equiv \{e_i\}_{i=1}^{N}$ have $n$ distinct roots $\{z_j\}_{j=1}^{n}$. Let $\alpha$ be a transcendental constant over the ordinary differential field, $\mathbb{Q}\langle e \rangle$, generated by the rational numbers
\( \mathbb{Q} \) and the coefficients \( e \) with derivation \( D \). For each root \( z_j \), let \( y_j \) denote a nonzero solution of the logarithmic differential equation, \( D y_j / y_j = \alpha \cdot (D z_j / z_j) \).

Such a solution is guaranteed to exist by \([3]\). We call \( y_j \) the \( \alpha \)th power of the root \( z_j \).

For convenience, we will drop the index \( j \) and use the letter \( z \) to denote any one of the roots \( \{z_j\}_{j=1}^n \). We will use \( y \) to denote any given integer power of \( z \) as well as the \( \alpha \)th power of \( z \), depending upon the context.

By Theorem A.3 in the appendix (originally \([7, \text{Theorem 37, page 67}]\)), there exist linear ordinary differential equations of finite order of the form

\[
\sum_{i,m} R_{i,m} \cdot \alpha^i D^m y = 0
\]

such that each \( y \) is a solution, all the coefficient functions \( R_{i,m} \) (terminology \([7, \text{page 725}]\)) lie in \( \mathbb{Q} \langle e \rangle \), and not all \( R_{i,m} \) are zero. In this equation, \( \Omega \equiv r \cdot (r - 1)/2 + 1 \), where the order \( r \) is greater than or equal to the number of \( y \) which are linearly independent over constants.

We call such a linear ordinary differential equation, and any of its differential consequences, an \( \alpha \)th-power ordinary differential resolvent of the polynomial \( P \), or simply an \( \alpha \)-resolvent. By multiplying through by a common denominator, we may take all the coefficient functions \( R_{i,m} \) of the resolvent \( R \) to lie in \( \mathbb{Z} \langle e \rangle \), the differential ring generated by the \( e \) over the ring of integers \( \mathbb{Z} \). We say such a resolvent is integral.

To perform the factorization in Theorem 8.2, we will need to use several nonzero linear partial differential equations which are satisfied by each \( y \) and whose terms lie in \( \mathbb{Q} \langle e \rangle \). We call these linear partial differential equations \( \alpha \)th-power partial differential resolvents of \( P \).

**Definition 1.2.** For any particular \( \alpha \)-resolvent

\[
\sum_{(i,m)} R_{i,m} \cdot \alpha^i D^m y = 0,
\]

denote by \( S \) the set of pairs \((i,m)\) such that \( R_{i,m} \neq 0 \).

Under the stringent condition that the coefficient ring \( \mathbb{Z} \langle e \rangle \) is a unique factorization domain, such as the case under study in this paper when all the roots of \( P \) are differentially independent over constants, the weight of monomials in \( \mathbb{Z} \langle e \rangle \) is given by Definition 3.4. We can then define the Cohnian of a polynomial as the particular \( \alpha \)-resolvent of \( P \) which is minimal first in order, then minimal in the weight of its terms. (It is conjectured that one gets the same resolvent by minimizing by weight first and then by order.) Specifically, there exists no common factor among the terms of the Cohnian in the differential ring \( \mathbb{Z} \langle e \rangle \) except \( \pm 1 \). In the case when all the roots of \( P \) are differentially independent over constants, \( r = N = n \), \( \Omega = n \cdot (n - 1)/2 + 1 \), and we will denote the Cohnian by

\[
\sum_{m=0}^{n} \sum_{i=0}^{\Omega - m} \theta_{i,m} \cdot \alpha^i D^m y = 0,
\]

where \( \gcd_{(i,m) \in S} (\theta_{i,m}) = 1 \). By \([6, \text{Theorem 40, page 71}]\) \( S \) equals the complete set of pairs \((i,m)\) indicated in this double summation, excluding \((0,0)\). We will define \( \Omega \) in Theorem A.3 for the more general case of resolvents for polynomials whose roots’ \( \alpha \)th powers bear linear relations over constants. But until the appendix, we give

\[
\Omega = \frac{n \cdot (n - 1)}{2} + 1
\]

as the formula for \( \Omega \), consistent with the definition given in Theorem A.3 in the case of the Cohnian of a polynomial whose roots are differentially independent over constants.

If the distinct roots of \( P \) are differentially independent over constants, the author’s powersum formula \([10]\) yields a nonzero multiple

\[
\sum_{m=0}^{n} \sum_{i=0}^{\Omega - m} F_{i,m} \cdot \alpha^i D^m y = 0
\]
the Cohnian [7, Theorem 4.1] that has a weight many times larger than the weight of the Cohnian. Under the more stringent condition that all the roots of $P$ are differentially independent over constants, Theorem 8.2, the main factorization theorem, assures us that the determinant of a certain matrix, later called $\mathfrak{M}$, whose entries lie in $\mathbb{Q}\{e\}$, divides certain terms of the resolvent, specifically $F_{\Omega=m,m}$, $F_{0,m}$, and $F_{1,0}$. We will apply Theorem 8.2 to a quadratic polynomial, in which all the terms happen to factor. We conjecture that $\det\mathfrak{M}$ divides all the coefficient functions $F_{i,m}$ in $\mathbb{Q}\{e\}$. If so, we seek formulae for the quotient $\vartheta_{i,m}$ from which we hope to extract yet another unknown factor $\Xi$ to arrive at the Cohnian $\vartheta_{i,m}$. Thus, we wish to complete the factorization

$$F_{i,m} = (\det\mathfrak{M}) \cdot \vartheta_{i,m} = (\det\mathfrak{M}) \cdot \Xi \cdot \vartheta_{i,m}. \quad (1.2)$$

The author has also applied Theorem 8.2 in [6, Example 77, page 135] to a cubic polynomial whose coefficients are differentially independent over constants. Theorem 8.2 guarantees that eight of the thirteen coefficient functions of the Cohnian of the cubic possess the same factor. Massive computations with the computer algebra system Mathematica verified the conjecture that the determinant of $\mathfrak{M}$ divides all thirteen coefficient functions of the Cohnian. Unfortunately, the author was unsuccessful in reducing the size of these programs for this particular case of the cubic for this paper. It is for this reason that much algebraic work must still be done to factor resolvents before implementing them on a computer algebra system. However, the author successfully tested the conjecture on the particular cubic

$$z^3 - x \cdot z^2 + x^2 \cdot z - (3x^3 + 2x^2 - 11x - 10) = 0 \quad (1.3)$$

to be shown in Section 12.

The very first differential resolvent had been discovered by Sir James Cockle in 1860. Writing on Cockle’s work, the Reverend Robert Harley coined the term differential resolvent in 1862 [2]. Both authors considered only polynomials in the ring $\mathbb{Q}(x)[t]$. Since then, the present author has related the first-power resolvent of a quadratic polynomial to the nonlinear Riccati differential equation [8].

2. Weights, lengths, and multi-index notation for partial derivatives. Let $\mathbb{N}$ denote the set of positive integers. Let $\mathbb{N}_0$ denote the set of nonnegative integers. For any $n \in \mathbb{N}$, let $\mathbb{N}_n^0$ denote the set of ordered $n$-tuples of nonnegative integers.

**Definition 2.1.** For any $m \in \mathbb{N}$, define $[m] \equiv \{k \in \mathbb{N} \ni 1 \leq k \leq m\}$.

**Definition 2.2.** For any $m \in \mathbb{N}_0$, define $[m]_0 \equiv \{k \in \mathbb{N}_0 \ni 0 \leq k \leq m\}$.

**Definition 2.3.** For any integers $i$ and $j$, define $\delta_{i,j} \equiv 1$ if $i = j$ and $\delta_{i,j} = 0$ if $i \neq j$.

**Definition 2.4.** For any $m \in \mathbb{N}$, let $I_m$ denote the $m \times m$ identity matrix.

**Definition 2.5.** For any matrix $M$, let $M^\dagger$ denote its transpose, and let $|M|$ or $\det M$ denote its determinant. All rings and fields will be assumed to have characteristic zero.

**Definition 2.6.** For any finite set $X$, let $|X|$ denote the size of $X$. 
Let $n \in \mathbb{N}$. On the ordinary differential field $\mathbb{Q}(e)$ apply the partial derivations $\{\partial_{1,i}\}_{i=1}^n$ such that $\partial_{1,i} e_j = \delta_{i,j}$. In other words, for each $i \in [n]$, $\partial_{1,i}$ is the natural derivation with respect to $e_i$, holding all other $e_j$ for $j \neq i$ fixed. For each $m \in \mathbb{N}$, denote the $m$th composition of $\partial_{1,1}$, simply by $\partial_{1,1}^m$. For each $k \in \mathbb{N}_0$, define $e_j^{(k)} = D^k e_j$, where $D^0 e_j \equiv e_j$.

Let $\lambda_1, \ldots, \lambda_n, i$ be $n + 1$ nonnegative integers with $i \geq \sum_{k=1}^n \lambda_k$. Let $\lambda$ represent the ordered $n$-tuple, $(\lambda_1, \ldots, \lambda_n) \in \mathbb{N}_0^n$. We will call $n$ the dimension of $\lambda$. The multinomial function is defined by

$$
(\lambda)^t = \left( \lambda_1, \ldots, \lambda_n \right)^t \equiv \frac{t!}{(t - \sum_{k=1}^n \lambda_k)! \prod_{k=1}^n \lambda_k!}.
$$

**Definition 2.7.** Define the weight of $\lambda$ to be $\sum_{k=1}^n k \cdot \lambda_k$ and denote it by $|\lambda|$.

**Definition 2.8.** Define the length of $\lambda$ to be $\sum_{k=1}^n \lambda_k$ and denote it by $\ell(\lambda)$.

These definitions and notations are related to the definitions and notations used in [4] in the following way. Define a finite nonincreasing sequence, $v \equiv (v_j)$, of positive integers consisting of $\lambda_k$'s for each $k \in [n]$. Then, we say $v$ is a partition of the integer, $|\lambda|$, with the same weight and length as $\lambda$. We say $\lambda_k$ is the multiplicity of $k$ in $v$ and write $v = (1^{\lambda_1} 2^{\lambda_2} \cdots n^{\lambda_n})$. For reference, there exist only finitely many $\lambda \in \mathbb{N}_0^n$ of any given weight or any given length. The $n$-tuple $(0)^n$ is the only $n$-tuple with $\ell = 0$ and $w = 0$.

**Definition 2.9.** For any $\lambda \in \mathbb{N}_0^n$, define the partial derivative operator, $\partial^{\lambda}$, on $\mathbb{Q}(e)$ to be $\partial_{1,1}^{\lambda_1} \partial_{1,2}^{\lambda_2} \cdots \partial_{1,n}^{\lambda_n}$. Define the weight of $\partial^{\lambda}$ to be $|\lambda|$ given by **Definition 2.7**. Define the length or order of $\partial^{\lambda}$ to be $\ell(\lambda)$ given by **Definition 2.8**.

By a well-known theorem in [5], we have the partial differential resolvent

$$
\partial^{\lambda} y = \partial^{\sigma} y
$$

if $\ell(\lambda) = \ell(\sigma)$ and $|\lambda| = |\sigma|$. Hence, we may indicate the partial derivative operator, $\partial^{\lambda}$, simply by the length, $\ell$, and weight, $w$, of $\lambda$ and denote it by $\partial_{\ell,w}$. We will separate $\ell$ and $w$ in the subscript of $\partial_{\ell,w}$ with a comma. Hence, the derivation $\partial_{1,j}$ has length 1 and weight $j$ for each $j \in [n]$. For any $\ell \in \mathbb{N}, \partial_{\ell,w}$ exists only for $w$ in the range, $\ell \leq w \leq \ell \cdot n$. The unique partial derivative of order $\ell$ and minimal weight $w = \ell \cdot n$ is $\partial_{\ell,\ell \cdot n}$.

**3. Powersums and the powersum formula.** When the roots of $P$ are distinct, for each $q \in \mathbb{Z}$, define the $q$th powersum of the roots to be $p_q = \sum_{j=1}^n z_j^q$. By the determinantal formula given by [4, page 28], we have that $p_q \in \mathbb{Z}[e]$, the nondifferential ring generated by the $e$ and $z$, for each $q \in \mathbb{N}_0$.

**Definition 3.1.** For any $m \in \mathbb{N}_0$, define $\mathbb{Z}(e)_m$ to be the (nondifferential) ring generated by the coefficients $e$ of the polynomial $P$ of **Definition 1.1**, their derivatives up through $m$th order, and the integers. Define $\mathbb{Q}(e)_m$ to be the (nondifferential) ring generated by $e$, their derivatives up through $m$th order, and the rationals.
A differential ring must contain infinitely many derivatives of all its members. Definition 1.1 implies $\mathbb{Z}\{e\} = \mathbb{Z}[e]$ and $D^m q^i p_q \in \mathbb{Z}\{e\}_m \subset \mathbb{Z}\{e\}$ for every $m, i, q \in \mathbb{N}_0$.

From Section 5 onward it is important to remember that the derivation, $D$, is a $\mathbb{Z}$-homomorphic map $D : \mathbb{Z}\{e\}_m \to \mathbb{Z}\{e\}_{m+1}$ which may be expressed as $D = \sum_{k=0}^{n} \sum_{j=1}^{n} \epsilon_j^{(k+1)} (\partial / \partial e_j^{(k)})$ on the ring, $\mathbb{Z}\{e\}_m$, where we have extended the natural derivation, $\delta_{i,j}, e_j = \delta_{i,j},$ to $\langle \partial / \partial e_j^{(k)} \rangle \epsilon_i^{(l)} = \delta_{i,j} \cdot \partial e_j$. It is worth mentioning that $\mathbb{Z}\{e\}_m$ is a partial differential ring with derivations, $\partial / \partial e_j^{(k)}$, with $k \in [m]_0$ and $j \in [n]$, but does not possess $D$ as a derivation.

While partial differential resolvent (2.2) implies that $\partial^3 y_1 = \partial^3 y_1$ and $\partial^3 y_2 = \partial^3 y_2$, when $\ell(\lambda) = \ell(\sigma)$ and $|\lambda| = |\sigma|$ it is important to note that $\partial^3 (y_1 y_2) = \partial^3 (y_1 y_2)$. Hence, although it follows that $\partial^3 p_q = \partial^3 p_q$ for all $q \in \mathbb{Z}$ by summing $\partial^3 y = \partial^3 y$ over all the roots of $P$, it does not follow that $\partial^3 (p_q \cdot p_{r}) = \partial^3 (p_q \cdot p_{r})$.

For example, for the cubic $z^3 - e_1 \cdot z^2 + e_2 \cdot z - e_3 = 0$, one easily sees that $\lambda = (1, 2, 0)$ and $\sigma = (2, 0, 1)$ have equal length, $\ell(\lambda) = \ell(\sigma) = 3$, and equal weight, $|\lambda| = 1 \cdot 1 + 2 \cdot 2 + 3 \cdot 0 = 5$, $|\sigma| = 1 \cdot 2 + 2 \cdot 0 + 3 \cdot 1 = 5$. So $\partial^3 y = \partial_{1,1}^3 \partial_{1,2}^3 y = \partial_{1,1}^3 \partial_{1,3}^3 y = \partial^3 y$ is correct, where $y = z^4$ for any $q \in \mathbb{Z}$. But $\partial^3 (e_1^2) = \partial_{1,1}^3 \partial_{1,2}^3 (e_1 e_2) = 2 \neq 0 = \partial_{1,1}^3 \partial_{1,3}^3 (e_1 e_2) = \partial^3 (e_1 e_2)$. Henceforth, when we write $\partial^3 = \partial^3$, we imply that this partial differential resolvent and all other partial differential resolvents of $P$ hold only when the operators are applied to $y$ or the powersums $p_q$. We will omit the $y$ or $p_q$ for convenience when necessary.

**Definition 3.2.** Define $\Phi$ to be the number of nonzero coefficient-functions $R_{i,m}$ in a resolvent $\mathbf{A} = \sum_{(i,m)} R_{i,m} \cdot \alpha^i \cdot D^m y$.

So $\Phi$ equals the size of the set $S$ given by Definition 1.2.

**Definition 3.3.** Define $\Psi \equiv \Phi - 1$.

In general, one does not know a priori the value of $\Phi$ for a given polynomial until one starts computing $\mathbf{A}$. The powersum formula [10, Corollary 4.3] offers one possible way to compute the $R_{i,m}$. To derive the formula, one first orders the pairs $(i, m)$ in $S$. Let $\text{sgn}(i, m)$ denote the position of the pair $(i, m)$ in this ordering. Then, one sets $R_{i,m} = F_{i,m}$ as in [10] to get the powersum formula

$$A_{i,m} = \left[D^{m'} q^i p_q\right]_{(i', m')} \cdot \text{sgn}(i,m) \cdot \det A_{i,m}. \quad (3.1)$$

Here, $A_{i,m}$ is the $\Psi \times \Psi$ matrix with rows labelled by $(i', m')$ and columns labelled by $q$, where we take $q$ to lie in the smallest possible set of $\Psi$ nonnegative integers, which is $[\Psi]$. This is basically an application of Cramer’s rule.

Since $q^i D^m p_q \in \mathbb{Z}\{e\}$ for every $q \in \mathbb{N}_0$, we could choose $q$ not to lie in $[\Psi]$ but to lie in $\Gamma$ for any subset $\Gamma \subset \mathbb{N}_0$ of $\Psi$ distinct nonnegative integers. However, in the case that the $e$ are differentially independent over $\mathbb{Z}$, the weight of monomials in $\mathbb{Z}\{e\}$ is well defined.

**Definition 3.4.** Define the weight of the monomial $s \cdot \prod_{j,k} (e_j^{(k)})^{\pi_{j,k}}$ with $s \in \mathbb{Z}$, $s \neq 0$, and $\pi_{j,k} \in \mathbb{N}_0$ to be $\sum_{j,k} j \cdot \pi_{j,k}$. 
By Definition 3.4 the weight of integers is zero. The weight of \( p_q \) is \( q \). Therefore the powersum formula has been defined for any polynomial such that, in the case of differentially independent roots, the formula yields a resolvent with terms in \( \mathbb{Z}[e] \) of minimal weight over all other possible choices of positive integers \( q \). This will minimize the amount of factoring necessary to get to the Cohnian. Since the polynomial \( \det(q^m p_q)_{(i,m)\times q} \) is homogeneous of weight \( \sum_{q \in \Gamma} q \), this weight is minimized by choosing \( \Gamma = [\Psi] \) and equals \( \Psi \cdot (\Psi + 1)/2 \).

4. Examples of low-order resolvents. By Theorem A.3 in the appendix, polynomials whose \( n \) distinct roots have \( \alpha \)th powers which are linearly independent over constants possess differential resolvents of the following forms. By [6, Theorem 40, page 71] or [7, Theorem 4.1], and in the smaller cases by direct computation, it is known that all \( F_{i,m} \neq 0 \) in these resolvents.

**Two distinct roots.** \( n = 2, \Omega = 2, \Phi = 5 \). \( P(t) = (t - u)^{\pi_u} \cdot (t - v)^{\pi_v} \) has a resolvent of the form

\[
F_{0,2} \cdot D^2 y + (F_{0,1} + F_{1,1} \cdot \alpha) \cdot D y + (F_{1,0} \cdot \alpha + F_{2,0} \cdot \alpha^2) \cdot y = 0. \tag{4.1}
\]

The set \( S \) given by Definition 1.2 for resolvent (4.1) is

\[
\{(0,2), (0,1), (1,1), (1,0), (2,0)\}. \tag{4.2}
\]

By [8, Theorem 1], the logarithmic derivative \( Dz/z \) satisfies the first-order inhomogeneous linear ordinary differential equation

\[
F_{0,2} \cdot D \left( \frac{Dz}{z} \right) + F_{0,1} \cdot \left( \frac{Dz}{z} \right) + F_{1,0} = 0 \tag{4.3}
\]

and the quadratic polynomial

\[
F_{0,2} \cdot \left( \frac{Dz}{z} \right)^2 + F_{1,1} \cdot \left( \frac{Dz}{z} \right) + F_{2,0} = 0. \tag{4.4}
\]

**Three distinct roots.** \( n = 3, \Omega = 4, \Phi = 13 \). \( P(t) = (t - u)^{\pi_u} \cdot (t - v)^{\pi_v} \cdot (t - w)^{\pi_w} \) has a resolvent of the form

\[
(F_{0,3} + F_{1,3} \cdot \alpha) \cdot D^3 y + (F_{0,2} + F_{1,2} \cdot \alpha + F_{2,2} \cdot \alpha^2) \cdot D^2 y \\
+ (F_{0,1} + F_{1,1} \cdot \alpha + F_{2,1} \cdot \alpha^2 + F_{3,1} \cdot \alpha^3) \cdot D y \\
+ (F_{1,0} \cdot \alpha + F_{2,0} \cdot \alpha^2 + F_{3,0} \cdot \alpha^3 + F_{4,0} \cdot \alpha^4) \cdot y = 0. \tag{4.5}
\]

The set \( S \) given by Definition 1.2 for resolvent (4.5) is

\[
\{(0,3), (1,3), (0,2), (1,2), (2,2), (0,1), (1,1), (2,1), (3,1), (1,0), (2,0), (3,0), (4,0)\}. \tag{4.6}
\]
By [8, Theorem 1], the logarithmic derivative $Dz/z$ satisfies the second-order inhomogeneous linear ordinary differential equation

$$F_{0,3} \cdot D^2 \left( \frac{Dz}{z} \right) + F_{0,2} \cdot D \left( \frac{Dz}{z} \right) + F_{0,1} \cdot \left( \frac{Dz}{z} \right) + F_{1,0} = 0 \quad (4.7)$$

and the cubic polynomial

$$F_{1,3} \cdot \left( \frac{Dz}{z} \right)^3 + F_{2,2} \cdot \left( \frac{Dz}{z} \right)^2 + F_{3,1} \cdot \left( \frac{Dz}{z} \right) + F_{4,0} = 0. \quad (4.8)$$

**FOUR DISTINCT ROOTS.** $n = 4$, $\Omega = 7$, $\Phi = 29$, $P(t) = (t - u)^\pi u (t - v)^\pi v (t - w)^\pi w (t - x)^\pi x$ has a resolvent of the form

$$(F_{0,4} + F_{1,4} \cdot \alpha + F_{2,4} \cdot \alpha^2 + F_{3,4} \cdot \alpha^3) \cdot D^4 y$$

$$+ (F_{0,3} + F_{1,3} \cdot \alpha + F_{2,3} \cdot \alpha^2 + F_{3,3} \cdot \alpha^3 + F_{4,3} \cdot \alpha^4) \cdot D^3 y$$

$$+ (F_{0,2} + F_{1,2} \cdot \alpha + F_{2,2} \cdot \alpha^2 + F_{3,2} \cdot \alpha^3 + F_{4,2} \cdot \alpha^4 + F_{5,2} \cdot \alpha^5) \cdot D^2 y$$

$$+ (F_{0,1} + F_{1,1} \cdot \alpha + F_{2,1} \cdot \alpha^2 + F_{3,1} \cdot \alpha^3 + F_{4,1} \cdot \alpha^4 + F_{5,1} \cdot \alpha^5 + F_{6,1} \cdot \alpha^6) \cdot D y$$

$$+ (F_{1,0} \cdot \alpha + F_{2,0} \cdot \alpha^2 + F_{3,0} \cdot \alpha^3 + F_{4,0} \cdot \alpha^4 + F_{5,0} \cdot \alpha^5 + F_{6,0} \cdot \alpha^6 + F_{7,0} \cdot \alpha^7) \cdot y = 0. \quad (4.9)$$

By [8, Theorem 1], the logarithmic derivative $Dz/z$ satisfies the third-order inhomogeneous linear ordinary differential equation

$$F_{0,4} \cdot D^3 \left( \frac{Dz}{z} \right) + F_{0,3} \cdot D^2 \left( \frac{Dz}{z} \right) + F_{0,2} \cdot D \left( \frac{Dz}{z} \right) + F_{0,1} \cdot \left( \frac{Dz}{z} \right) + F_{1,0} = 0 \quad (4.10)$$

and the quartic polynomial

$$F_{3,4} \cdot \left( \frac{Dz}{z} \right)^4 + F_{4,3} \cdot \left( \frac{Dz}{z} \right)^3 + F_{5,2} \cdot \left( \frac{Dz}{z} \right)^2 + F_{6,1} \cdot \left( \frac{Dz}{z} \right) + F_{7,0} = 0. \quad (4.11)$$

Basically, [8, Theorem 1] says that the logarithmic derivatives of the roots satisfy an inhomogeneous $(n - 1)$th-order linear ordinary differential equation whose terms $F_{0,m}$ and $F_{1,0}$ are the coefficients of the lowest degree in $\alpha$ in the $\alpha$-resolvent of $P$. By a slight extension of the definition of a differential resolvent to include inhomogeneous linear ordinary differential equations, we may say that the powersum formula (3.1) also yields a 1-resolvent for the logarithmic derivatives of the roots of $P$. Also [8, Theorem 1] says that the logarithmic derivatives of the roots satisfy the $n$th-degree polynomial whose coefficients are the terms $F_{\Omega-m,m}$, which are the coefficients of the highest degree in $\alpha$ in the $\alpha$-resolvent of $P$. Therefore, [8, Theorem 1] provides a way of partially factoring all the terms of a minimal-order inhomogeneous 1-resolvent and of finding the minimal polynomial of the logarithmic derivatives of the roots of $P$ over $\mathbb{Q}\{e\}$.

5. Partial differential resolvents

**Definition 5.1.** Define the partial derivation operator $\Theta$ on the partial differential field $\mathbb{Q}\{e\}$ to be $\Theta = \sum_{k=1}^n k \cdot e_k \cdot \partial_{1,k}$. 
Then we have the Euler-homogeneity partial differential resolvent
\[ \Theta y = \alpha \cdot y \quad \text{or} \quad \Theta p_q = q \cdot p_q. \tag{5.1} \]

In the next theorem, we use the \( A \)-hypergeometric partial differential resolvents of Mayr [5] and Gelfand et al. [1] and their differential consequences to demonstrate that all compositions of the derivations \( D \) and \( \Theta \) can be expressed as linear combinations over \( \mathbb{Q}\{e\} \) of a certain set, \( \partial_{\ell,w} \), of partial derivatives of distinct weights. Although explicit formulae have been determined, for instance in [6, Theorem 59, page 109], for the expression of the operator \( D^m \Theta^i \) as a linear combination of the partial derivatives, \( \partial_{\ell,w} \), the computation of these formulae is not enlightening and involves no original ideas. So, these formulae have been omitted. Furthermore, on simple examples, it is easier to work out the formulae for \( D^m \Theta^i \) by hand, as we will do in Section 9 for a quadratic polynomial. On more complicated examples, such as for the cubic polynomial in Section 12, it is easier to use computer algebra systems, such as Mathematica, to compute \( D^m \Theta^i \). Rather than programming the explicit formulae, which involve multiple summations over many \( n \)-tuples, it is easier to use the partial and total differentiation capabilities of the computer algebra system to recursively compute as many \( D^m \Theta^i \) as needed.

By induction on \( i \) and \( m \), it is possible for the reader to determine that there exist \( \psi_{i,m,\lambda} \in \mathbb{Z}\{e\}_m \) such that \( D^m \Theta^i = \sum_{\lambda} \psi_{i,m,\lambda} \cdot \partial_{\lambda} \) with the sum over all distinct \( \lambda \in \mathbb{N}_0^n \). It is easy to see that \( \psi_{i,m,\lambda} \neq 0 \) for only finitely many \( \lambda \). Specifically \( \psi_{i,m,\lambda} = 0 \) for all \( \lambda \ni \ell(\lambda) > i + m \). In Theorem 5.2 we will collect terms in this summation and express \( D^m \Theta^i \) as a linear combination over \( \mathbb{Q}\{e\} \) of partial derivatives \( \partial_{\lambda} \) over \( \lambda \in \mathbb{N}_0^n \) of distinct length and weight.

Theorem 5.2 will use the particular system [6, Theorem 49, page 100] of partial differential resolvents of \( P \),
\[ \partial_{1,j} y = -\sum_{i=0}^{n} e_i \cdot \partial_{2,i+j} y \quad \text{for each} \quad j \in [n], \quad j > 1. \tag{5.2} \]

For lack of a published reference for partial differential resolvent (5.2), the author credits the referees at the Journal of Symbolic Computation for pointing out that these partial differential resolvents are simply the statement that the partial derivative, \( \partial_{1,j} y \), of a function with standard homogeneity 0 has homogeneity \(-1\). By repeated differentiation of partial differential resolvent (5.2), one may determine as in [6, Theorem 56, page 105] the following partial differential resolvents of \( P \) for any \( \ell, w, \varpi \in \mathbb{N} \) with \( \varpi \geq w > \ell \) of the form
\[ \partial_{\ell,w} = \sum_{\kappa=\varpi}^{\kappa=\varpi} f_\kappa \cdot \partial_{\kappa,\kappa} + \sum_{\kappa=\varpi+1}^{\kappa=n-(\varpi-\ell)+w} f_\kappa \cdot \partial_{\varpi,\kappa}, \tag{5.3} \]
where \( f_\sigma \in \mathbb{Q}[e] \) depend upon \( \varpi, w, \) and \( \ell \). We will use partial differential resolvent (5.3) later to perform a simple computation for a quadratic polynomial. Partial differential resolvent (5.3) expresses a partial derivative of a given length and weight as a linear combination of partial derivatives of higher lengths and weights.
**Theorem 5.2.** Let \(i, m, \varpi \in \mathbb{N}_0\) and \(\varpi \geq i + m > 0\). Then

\[
D^m\Theta^i = \sum_{k=1}^{\varpi} \tau_{(i,m)\times k} \cdot \partial_{k,k} + \sum_{k=\varpi+1}^{n-\varpi} \tau_{(i,m)\times k} \cdot \partial_{\varpi,k} \quad \text{for some } \tau_{(i,m)\times k} \in \mathbb{Q}\{e\}. \tag{5.4}
\]

**Proof.** By partial differential resolvent (2.2), we may write \(\partial^\lambda = \partial_{\ell,w}\), where \(w = |\lambda|\) and \(\ell = \ell(\lambda)\) are given by Definitions 2.7 and 2.8, respectively. In the summation \(D^m\Theta^i = \sum_{\lambda} \psi_{i,m,\lambda} \cdot \partial^\lambda\) with \(\psi_{i,m,\lambda} \in \mathbb{Z}\{e\}_m\) we collect together those \(n\)-tuples \(\lambda \in \mathbb{N}_0^n\) with a given weight \(w = |\lambda|\) and a given length \(\ell = \ell(\lambda)\). Define \(\Omega_{i,m,\ell,w} = \sum_{\lambda: \ell(\lambda) = \ell} \psi_{i,m,\lambda} \in \mathbb{Z}\{e\}_m\). Then \(D^m\Theta^i = \sum_{w=1}^{n-(i+m)} \sum_{\ell=1}^{\min(i+m,w)} \Omega_{i,m,\ell,w} \cdot \partial_{\ell,w}\).

We first separate out in this sum those partials whose lengths equal their weight. We then express all partials, \(\partial_{\ell,w}\), with \(\ell > w\) in terms of partials with lengths and weights in the range \(\{1,1, (2,2), \ldots, (\varpi,\varpi), (\varpi,\varpi+1), \ldots, (\varpi, n \cdot \varpi)\}\) using partial differential resolvent (5.3). Thus \(D^m\Theta^i = \sum_{k=1}^{\varpi} \sum_{\ell=1}^{\varpi-k} \Omega_{i,m,\ell,k} \cdot f_{k} \cdot \partial_{k,k} + \sum_{\ell,w} \Omega_{i,m,\ell,w} \sum_{\kappa=\varpi+1}^{n-(\varpi-\ell)+w} f_{\kappa} \cdot \partial_{\varpi,k,\kappa}\), where the natural condition \(w \leq n \cdot \ell\) guarantees that \(k \leq n \cdot \varpi\). Define \(\Omega_{(i,m)\times k} \equiv f_{k} \cdot \sum_{\ell=1}^{\varpi-k} \sum_{w=1}^{\varpi-k-n-(\varpi-\ell)} \sum_{\kappa=\varpi+1}^{\min(w,i+m)} \Omega_{i,m,\ell,w,\kappa} \in \mathbb{Q}\{e\}\) for \(1 \leq k \leq \varpi\) and \(\tau_{(i,m)\times k} \equiv f_{k} \cdot \sum_{\ell=1}^{\varpi-k} \sum_{w=1}^{\varpi-k-n-(\varpi-\ell)} \sum_{\kappa=\varpi+1}^{\min(w,i+m)} \Omega_{i,m,\ell,w,\kappa} \in \mathbb{Q}\{e\}\) for \(\varpi + 1 \leq k \leq n \cdot \varpi\). Then \(D^m\Theta^i = \sum_{\varpi} \tau_{(i,m)\times k} \cdot \partial_{k,k} + \sum_{k=\varpi+1}^{n-\varpi} \tau_{(i,m)\times k} \cdot \partial_{\varpi,k}\).

**Definition 5.3.** For particular \(i, m, \varpi\), a particular set \(\mathcal{A}\) of partial derivatives \(\partial_{\ell,w}\) represents the operator \(D^m\Theta^i\) if \(D^m\Theta^i\) can be expressed as a linear combination over the differential ring \(\mathbb{Q}\{e\}\) of the partials from \(\mathcal{A}\) as in Theorem 5.2.

It is important to remember that the transition coefficients \(\tau_{(i,m)\times k}\) appearing in Theorem 5.2 depend upon the choice of \(\varpi\). In Theorem 7.1, when we choose \(\varpi = \Omega\), we will use \(\tau_{(i,m)\times k}\), and in Theorem 8.1, when we choose \(\varpi = L\), we will use \(\tilde{\tau}_{(i,m)\times k}\).

6. Demonstration of Theorem 5.2

**Example 6.1.** Let \(P(t) = t^3 - e_1 \cdot t^2 + e_2 \cdot t - e_3\) be a cubic with three distinct roots. Express \(D^2 y\) as a sum of terms in \(\mathbb{Q}\{e\}\) times partial derivatives of \(y\) with respect to \(e_1, e_2,\) and \(e_3\) of order up to \(\varpi = 3\) and with distinct weight up to \(n \cdot \varpi = 9\).

**Solution.** We add no complications by considering the expansion of \(y = z^\alpha\) for any indeterminate power \(\alpha\) of any root \(z\) of \(P\) until the final computation to check that both sides of the identity in Theorem 5.2 are equal. It is practically impossible to write a formula for \(z^\alpha\) as a function of \(e_1, e_2,\) and \(e_3\) and then to explicitly compute the partial derivatives of \(z^\alpha\) with respect to \(e_1, e_2,\) and \(e_3\). Instead, we test only the final partial differential resolvent with a computer algebra system by applying the final partial differential resolvent to at least nine powersums.

First apply

\[
D = e_1' \frac{\partial}{\partial e_1} + e_2' \frac{\partial}{\partial e_2} + e_3' \frac{\partial}{\partial e_3} \tag{6.1}
\]

to \(y\). Now apply \(D\) again, where this second derivative is given by

\[
D = e_1'' \frac{\partial}{\partial e_1} + e_2'' \frac{\partial}{\partial e_2} + e_3'' \frac{\partial}{\partial e_3} + e_1''' \frac{\partial}{\partial e_1} + e_2''' \frac{\partial}{\partial e_2} + e_3''' \frac{\partial}{\partial e_3} \tag{6.2}
\]
since \( e_1', e_2', \) and \( e_3' \) appear in \( D_y \). By partial differential resolvent (2.2) we may equate partial derivatives of equal order and weight. In this case, \( \partial^2 y/\partial e_1 \partial e_3 = \partial^2 y/\partial e_2^2 \). For a quadratic, there are no distinct partial derivatives of equal length (order) and weight, since

\[
\frac{\partial^{u+v}}{\partial e_1^u \partial e_2^v} = \frac{\partial^{u'+v'}}{\partial e_1^{u'} \partial e_2^{v'}}
\]

\[
\iff \{ u + v = u' + v', \ 1 \cdot u + 2 \cdot v = 1 \cdot u' + 2 \cdot v' \}
\]

\[
\iff \{ u = u', \ v = v' \}.\]

Thus, we chose a cubic to demonstrate distinct partials of equal length and weight. We get

\[
D^2 y = (e_1')^2 \frac{\partial^2 y}{\partial e_1^2} + 2e_1' e_2' \frac{\partial^2 y}{\partial e_1 \partial e_2} + \left(2e_1' e_3' + (e_2')^2\right) \frac{\partial^2 y}{\partial e_1 \partial e_3} + 2e_2' e_3' \frac{\partial^2 y}{\partial e_2 \partial e_3} + (e_3')^2 \frac{\partial^2 y}{\partial e_2^2} + e_1'' \frac{\partial y}{\partial e_1} + e_2'' \frac{\partial y}{\partial e_2} + e_3'' \frac{\partial y}{\partial e_3},
\]

where we have ordered second-order and then first-order partial derivatives by increasing weight. In the notation of Section 5, the coefficient of the partial derivative \( \partial^{\lambda_1+\lambda_2+\lambda_3} y/\partial e_1^{\lambda_1} \partial e_2^{\lambda_2} \partial e_3^{\lambda_3} \) is \( \psi_{0,2,\lambda} \).

Example 6.1 requests that we expand these partial derivatives of \( y \) as sums over the ring \( \mathbb{Q}[e_1, e_2, e_3] \) of partial derivatives of \( y \) of order up through \( \varpi = 3 \). More specifically, we wish to expand these partial derivatives of \( y \) as sums over the ring \( \mathbb{Q}[e_1, e_2, e_3] \) of the \( n \cdot \varpi = 9 \) partial derivatives

\[
\{ \partial_{1,1}, \ldots, \partial_{1,\varpi}, \partial_{\varpi,\varpi+1}, \ldots, \partial_{\varpi,n-\varpi} \}
\]

\[
= \{ \partial_{1,1}, \partial_{2,2}, \partial_{3,3}, \partial_{3,4}, \partial_{3,5}, \partial_{3,6}, \partial_{3,7}, \partial_{3,8}, \partial_{3,9} \}
\]

\[
= \{ \frac{\partial y}{\partial e_1}, \frac{\partial^2 y}{\partial e_1^2}, \frac{\partial^2 y}{\partial e_1 \partial e_2}, \frac{\partial^2 y}{\partial e_1 \partial e_3}, \frac{\partial^3 y}{\partial e_1^3}, \frac{\partial^3 y}{\partial e_1^2 \partial e_2}, \frac{\partial^3 y}{\partial e_1^2 \partial e_3}, \frac{\partial^3 y}{\partial e_1 \partial e_2^2}, \frac{\partial^3 y}{\partial e_1 \partial e_2 \partial e_3}, \frac{\partial^3 y}{\partial e_1 \partial e_3^2}, \frac{\partial^3 y}{\partial e_1 \partial e_3}, \frac{\partial^3 y}{\partial e_2^3}, \frac{\partial^3 y}{\partial e_2^2 \partial e_3}, \frac{\partial^3 y}{\partial e_2^2}, \frac{\partial^3 y}{\partial e_2}, \frac{\partial^3 y}{\partial e_3} \}\] (6.5)

To do this we apply partial differential resolvent (5.2) with \( j \in \{2,3\} \),

\[
\partial_{1,2} y = - \sum_{i=0}^{3} e_i \cdot \partial_{2,i+2} y, \quad \partial_{1,3} y = - \sum_{i=0}^{3} e_i \cdot \partial_{2,i+3} y,
\]

(6.6)

and their differential consequences. In traditional notation,

\[
\frac{\partial y}{\partial e_2} = - \frac{\partial^2 y}{\partial e_1^2} - e_1 \cdot \frac{\partial^2 y}{\partial e_1 \partial e_2} - e_2 \cdot \frac{\partial^2 y}{\partial e_1 \partial e_3} - e_3 \cdot \frac{\partial^2 y}{\partial e_2 \partial e_3},
\]

(6.7)

\[
\frac{\partial y}{\partial e_3} = - \frac{\partial^2 y}{\partial e_1 \partial e_2} - e_1 \cdot \frac{\partial^2 y}{\partial e_1 \partial e_3} - e_2 \cdot \frac{\partial^2 y}{\partial e_2 \partial e_3} - e_3 \cdot \frac{\partial^2 y}{\partial e_3^2}.
\]

(6.8)

We may apply \( \partial/\partial e_1, \partial/\partial e_2, \) and \( \partial/\partial e_3 \) to (6.7) and (6.8) to get six higher-order differential consequences. One of the resulting six partial differential resolvents is redundant.
because \( \partial^2 y / (\partial e_1 \partial e_3) = \partial^2 y / (\partial e_2 \partial e_3) \) and another is redundant because \( \partial^2 y / (\partial e_2 \partial e_2) \). Thus we get four distinct partial differential resolvents

\[
\frac{\partial^2 y}{\partial e_1 \partial e_2} = - \frac{\partial^3 y}{\partial e_1^2} - \frac{\partial^2 y}{\partial e_1 \partial e_2} - e_1 \cdot \frac{\partial^3 y}{\partial e_1^2 \partial e_2} - e_2 \cdot \frac{\partial^3 y}{\partial e_1 \partial e_2^2} - e_3 \cdot \frac{\partial^3 y}{\partial e_1 \partial e_2 \partial e_3}, \quad (6.9)
\]

\[
\frac{\partial^2 y}{\partial e_2^2} = - \frac{\partial^3 y}{\partial e_2^3} - e_1 \cdot \frac{\partial^3 y}{\partial e_1 \partial e_2^2} - \frac{\partial^2 y}{\partial e_2^2} - e_2 \cdot \frac{\partial^3 y}{\partial e_2^2 \partial e_3} - e_3 \cdot \frac{\partial^3 y}{\partial e_2 \partial e_3^2}, \quad (6.10)
\]

\[
\frac{\partial^2 y}{\partial e_2 \partial e_3} = - \frac{\partial^3 y}{\partial e_1 \partial e_2 \partial e_3} - e_1 \cdot \frac{\partial^3 y}{\partial e_1 \partial e_2 \partial e_3} - e_2 \cdot \frac{\partial^3 y}{\partial e_2^2 \partial e_3} - e_3 \cdot \frac{\partial^3 y}{\partial e_2 \partial e_3^2}, \quad (6.11)
\]

\[
\frac{\partial^2 y}{\partial e_3^2} = - \frac{\partial^3 y}{\partial e_3^3} - e_1 \cdot \frac{\partial^3 y}{\partial e_1 \partial e_3^2} - e_2 \cdot \frac{\partial^3 y}{\partial e_2 \partial e_3^2} - e_3 \cdot \frac{\partial^3 y}{\partial e_3^3}. \quad (6.12)
\]

Solving for the second-order partials, we get the following formulae. In the notation of Theorem 5.2,

\[
\frac{\partial^2 y}{\partial e_1 \partial e_2} = \frac{\partial^3 y}{\partial e_1^2} - e_1 \cdot \frac{\partial^3 y}{\partial e_1 \partial e_2} - e_2 \cdot \frac{\partial^3 y}{\partial e_1 \partial e_2^2} - e_3 \cdot \frac{\partial^3 y}{\partial e_1 \partial e_2 \partial e_3}, \quad (6.13)
\]

\[
\frac{\partial^2 y}{\partial e_2^2} = \frac{\partial^3 y}{\partial e_2^2} - e_1 \cdot \frac{\partial^3 y}{\partial e_1 \partial e_2^2} - e_2 \cdot \frac{\partial^3 y}{\partial e_2^2 \partial e_3} - e_3 \cdot \frac{\partial^3 y}{\partial e_2 \partial e_3^2}, \quad (6.14)
\]

\[
\frac{\partial^2 y}{\partial e_2 \partial e_3} = \frac{\partial^3 y}{\partial e_1 \partial e_2 \partial e_3} - e_1 \cdot \frac{\partial^3 y}{\partial e_1 \partial e_2 \partial e_3} - e_2 \cdot \frac{\partial^3 y}{\partial e_2^2 \partial e_3} - e_3 \cdot \frac{\partial^3 y}{\partial e_2 \partial e_3^2}, \quad (6.15)
\]

\[
\frac{\partial^2 y}{\partial e_3^2} = \frac{\partial^3 y}{\partial e_3^2} - e_1 \cdot \frac{\partial^3 y}{\partial e_1 \partial e_3^2} - e_2 \cdot \frac{\partial^3 y}{\partial e_2 \partial e_3^2} - e_3 \cdot \frac{\partial^3 y}{\partial e_3^3}. \quad (6.16)
\]

If we substitute (6.14), (6.15), and (6.16) into (6.7) for the second-order partial derivatives, we get

\[
\frac{\partial y}{\partial e_2} = - \frac{\partial^2 y}{\partial e_1 \partial e_2} + \frac{1}{2} \frac{\partial^3 y}{\partial e_1^2} + \frac{1}{2} (e_1^2 + e_2) \frac{\partial^3 y}{\partial e_1 \partial e_2^2} + \frac{1}{2} (2e_1 e_2 + e_3) \frac{\partial^3 y}{\partial e_1 \partial e_2 \partial e_3} + \frac{1}{2} (2e_1 e_3 + e_2^2) \frac{\partial^3 y}{\partial e_1 \partial e_3^2} + e_2 e_3 \frac{\partial^3 y}{\partial e_2^2 \partial e_3} + e_1 e_3 \frac{\partial^3 y}{\partial e_2 \partial e_3^2} + e_2^2 \frac{\partial^3 y}{\partial e_3^3}. \quad (6.18)
\]

If we substitute (6.14), (6.15), (6.16), and (6.17) into (6.8) for the second-order partial derivatives, we get

\[
\frac{\partial y}{\partial e_3} = \frac{1}{2} \frac{\partial^3 y}{\partial e_1^3} + e_1 \frac{\partial^3 y}{\partial e_1 \partial e_2 \partial e_3} + \frac{1}{2} (e_1^2 + e_2) \frac{\partial^3 y}{\partial e_1 \partial e_3^2} + \frac{1}{2} (2e_1 e_2 + e_3) \frac{\partial^3 y}{\partial e_1 \partial e_2 \partial e_3} + \frac{1}{2} (2e_1 e_3 + e_2^2) \frac{\partial^3 y}{\partial e_2^2 \partial e_3} + e_2 e_3 \frac{\partial^3 y}{\partial e_2 \partial e_3^2} + e_1 e_3 \frac{\partial^3 y}{\partial e_2 \partial e_3^2} + e_2^2 \frac{\partial^3 y}{\partial e_3^3}. \quad (6.19)
\]
Now substitute (6.18) and (6.19) for the first-order partial derivatives and (6.14), (6.15), (6.16), and (6.17) for the second-order partial derivatives into equation (6.4), and combine terms to get

\[
D^2 y = e'_1 \cdot \frac{\partial y}{\partial e_1} + ((e'_1)^2 - e''_1) \frac{\partial^2 y}{\partial e_1^2} + \left(-e'_1 e'_2 + \frac{1}{2} e_1 e''_2 + \frac{1}{2} e'_2 e''_2\right) \frac{\partial^2 y}{\partial e_1^2} + \left(-e_1 e'_2 - e'_3 - \frac{1}{2} (e'_2)^2 + e_1 e''_3 + \frac{1}{2} e'_3 e''_3 + \frac{1}{2} e'_2 e''_2\right) \frac{\partial^2 y}{\partial e_1 \partial e_2} + \left(-e_2 e'_2 - e_1 e'_3 - \frac{1}{2} e_1 (e'_2)^2 - e'_2 e'_3 + e_1 e'_2 e''_2 + \frac{1}{2} e_3 e''_2 + \frac{1}{2} e'_2 e''_3 + e_2 e''_3\right) \frac{\partial^2 y}{\partial e_2^2} + \left(-e_3 e'_2 - e_2 e'_3 - \frac{1}{2} e_2 (e'_2)^2 - e'_2 e'_3 - \frac{1}{2} (e'_3)^2 + e_1 e_2 e''_3 + e_1 e_3 e''_3 + \frac{1}{2} e_2 e''_3\right) \frac{\partial^2 y}{\partial e_2 \partial e_3} + \left(-e_3 e'_3 - \frac{1}{2} e_3 \cdot (e'_2)^2 - e_2 e'_3 - \frac{1}{2} e_1 (e'_3)^2 + e_2 e_3 e''_3 + e_1 e_3 e''_3 + \frac{1}{2} e_2 e''_3\right) \frac{\partial^2 y}{\partial e_3^2} + \left(-e_3 e'_2 - \frac{1}{2} e_2 (e'_3)^2 + \frac{1}{2} e_3 e''_2 + e_2 e_3 e''_3\right) \frac{\partial^2 y}{\partial e_2 \partial e_3} + \left(\frac{1}{2} e_3 e''_3 - \frac{1}{2} e_3 (e'_3)^2\right) \frac{\partial^2 y}{\partial e_3^2}.
\]

(6.20)

If we now specialize \(\alpha\) to a positive integer \(q\) and sum over the three roots of \(P\), we may replace \(y\) with the \(q\)th powersum \(p_q\). With Mathematica one can easily recursively compute the first twenty powersums as polynomials of \(e_1\), \(e_2\), and \(e_3\). One can then easily verify that this partial differential resolvent holds for these powersums. In the notation of Theorem 5.2, \(\tau_{(0,2)\times 1} = e'_1\), \(\tau_{(0,2)\times 2} = (e'_1)^2 - e''_1\), \(\ldots\), \(\tau_{(0,2)\times 9} = (1/2) e_3^2 e'_3 - (1/2) e_3 (e'_3)^2\).

7. Trivial factorization of the powersum formula. Now we return to the problem of finding the Cohnian \(\sum_{m=0}^{n} \sum_{i=0}^{\Omega-m} \theta_{i,m} \cdot \alpha^i D^m y = 0\), of a polynomial \(P\) of degree \(n\) whose roots are differentially independent over constants. By an easy extension of basic algebra to differential algebra (see [6, Theorem 1, page 23]) the roots of \(P\) are differentially independent over constants if and only if the coefficients \(e\) of \(P\) are differentially independent over constants. So, we may refer interchangeably to either the roots or the coefficients of \(P\) as being differentially independent over constants. Reformulating the notation in Section 1, the set \(S\) of indices of the nonzero coefficients in the Cohnian equals \(\{(i,m) \ni i + m \in [\Omega], m \in [n]_0, i \geq 0\}\), where \(\Omega = n \cdot (n - 1)/2 + 1\). So, by Definition 3.2 for \(\Phi\) as the size of the set \(S\) and for \(\Psi\) as the dimension of the matrices appearing in the powersum formula (3.1), we see that \(\Psi = n \cdot \Omega\) and \(\Phi = n \cdot \Omega + 1\).

We wish to present first a “trivial” factorization theorem. We refer to it as trivial because the determinant of the matrix that factors from the matrix \(A_{i,m}\) in (3.1) has no weight if \(q\) is taken to span the set \([\Psi]\). In other words, this determinant is just an integer.
THEOREM 7.1 (trivial factorization theorem). Fix a pair \((i, m) \in S\). Then the matrix, 
\[
[D^m q^i p_q]_{q(i', m') \times q},
\]
with columns indexed by \(q \in \mathcal{Q}\) and rows indexed by \((i', m') \in S \equiv (i, m)\), factors over the differential ring, \(\mathbb{Q}[e]\), as
\[
[D^m q^i p_q]_{q(i', m') \times q} = [\tau(i', m') \times k] \cdot \begin{bmatrix}
\partial_{1,1} p_q & \cdots & \partial_{\Omega, 0} p_q & \cdots & \partial_{\Omega, 1} p_q & \cdots & \partial_{\Omega, \Psi} p_q
\end{bmatrix}_{q \in \mathcal{Q}}.
\]

The factor \([\partial_{1,1} p_q \cdots \partial_{\Omega, 0} p_q \partial_{\Omega, 1} p_q \cdots \partial_{\Omega, \Psi} p_q]_{q \in \mathcal{Q}}\) is a \(\Psi \times \Psi\) upper-triangular matrix with entries in \(\mathbb{Z}[e]\). The factor \([\tau(i, m) \times k]\) is a \(\Psi \times \Psi\) matrix with entries in \(\mathbb{Q}[e]_n\).

PROOF. By Theorem 5.2, we have \(D^m \Theta^i p_q = \sum_{K=1}^{\infty} \tau(i, m) \times K \cdot \partial_{\omega, K} p_q + \sum_{K=1}^{\infty} \tau(i, m) \times K \cdot \partial_{\omega, K} p_q\). Setting \(\omega = \Omega\) gives us \(D^m \Theta^i p_q = \sum_{K=1}^{\infty} \tau(i, m) \times K \cdot \partial_{\omega, K} p_q + \sum_{K=1}^{\infty} \Omega_{1+1} \tau(i, m) \times K \cdot \partial_{\omega, K} p_q\). So
\[
[D^m \Theta^i p_q]_{(i, m) \times q} = [\tau(i, m) \times k] \cdot \begin{bmatrix}
\partial_{1,1} p_q & \cdots & \partial_{\Omega, 0} p_q & \cdots & \partial_{\Omega, 1} p_q & \cdots & \partial_{\Omega, \Psi} p_q
\end{bmatrix}_{q \in \mathcal{Q}}.
\]

It is obvious that the entries \(\partial_{\ell, w} p_q\) lie in \(\mathbb{Z}[e]\).

In Theorem 8.1 we will be interested in an important variation of Theorem 7.1, in which we choose \(\omega = \Omega - 1\) instead of \(\omega = \Omega\), and ignore the powersums. Define the \(1 \times \Psi\) row vector, \(\mathcal{A} \equiv [p_q]_{q \in \mathcal{Q}}\), of powersums. In Theorem 8.1 we will define the \(\Psi \times 1\) column vector of partial derivatives \(\mathcal{A}_\Omega \equiv [\partial_{\ell, w} \ni \ell = w \in [\Omega], \Omega + 1 \leq w \leq \Psi]\).

DEFINITION 7.2. If \(M_{\text{left}}\) is a matrix whose \((i, j)\) entry is \(\sum_{\ell, w} h_{\ell, w}^{i, j} \cdot \partial_{\ell, w}\) with \(h_{\ell, w}^{i, j} \in \mathbb{Q}[e]\) and \(M_{\text{right}}\) is a matrix whose \((j, k)\) entry is \(g_{j, k} \in \mathbb{Z}[e]\), then the operator \(*\) is defined such that \(M_{\text{left}} * M_{\text{right}}\) is the matrix whose \((i, k)\) entry is \(\sum_{j} \sum_{\ell, w} h_{\ell, w}^{i, j} \cdot \partial_{\ell, w} g_{j, k}\). Similarly, if \(M_{\text{left}}\) is a matrix whose \((i, j)\) entry is \(\sum_{u, v} h_{u, v}^{i, j} \cdot D^u \Theta^v\) with \(h_{u, v}^{i, j} \in \mathbb{Q}[e]\) and \(M_{\text{right}}\) is a matrix whose \((j, k)\) entry is \(g_{j, k} \in \mathbb{Z}[e]\), then the operator \(*\) is defined such that \(M_{\text{left}} * M_{\text{right}}\) is the matrix whose \((i, k)\) entry is \(\sum_{j} \sum_{u, v} h_{u, v}^{i, j} \cdot D^u \Theta^v g_{j, k}\).

Then we may write the right factor \(\Psi \times \Psi\) matrix in (7.1)
\[
\begin{bmatrix}
\partial_{1,1} p_q & \cdots & \partial_{\Omega, 0} p_q & \cdots & \partial_{\Omega, 1} p_q & \cdots & \partial_{\Omega, \Psi} p_q
\end{bmatrix}_{q \in \mathcal{Q}}
\]
as the product of a \(\Psi \times 1\) with a \(1 \times \Psi\) matrix \(\mathcal{A}_\Omega \ast \tilde{p}\). We will use this shorter notation as much as possible from now on. By Theorem 7.1, the term \(\det(\mathcal{A}_\Omega \ast \tilde{p}) \in \mathbb{Z}[e]\) factors out of \(\det(D^m \Theta^i p_q)_{(i, m) \times q}\), leaving \(\pm \det([\tau(i, m) \times k]) \in \mathbb{Q}[e]\) as the quotient. The isobaric weight of the entry \(\partial_{\ell, w} p_q\) in \(\mathcal{A}_\Omega \ast \tilde{p}\) is \(q - w\) if \(q \geq w\) and \(\partial_{\ell, w} p_q = 0\) if \(q < w\). When \(q = w\), it is well known that \(\partial_{\ell, w} p_q = w! \in \mathbb{N}\). Since \(\mathcal{A}_\Omega \ast \tilde{p}\) is upper-triangular, \(\det(\mathcal{A}_\Omega \ast \tilde{p})\) is just the product of the entries down its main diagonal \(\prod_{w=1}^{\Psi} w!\).

The matrix, \([\tau(i', m') \times k]_{(i', m') \times (i, m)}\), in Theorem 7.1 is the transition matrix expressing the operators, \(D^m \Theta^i\), that appear in the powersum formula (3.1) in terms of the basis of \(\Psi\) distinct partial derivatives \(\mathcal{A}\).
The reader might consider it unnecessary to use the powersums of the roots, and hence the powersum formula (3.1), to find the terms of a resolvent since the problem has been reduced to finding a linear combination of the operators, $D^m \Theta^i$, over $\mathbb{Z}\{e\}$. This is true in the case under consideration, when the roots are differentially independent over constants. However, the powersum formula (3.1) is indeed useful for finding resolvents of polynomials whose roots may bear unknown relations. Furthermore, even in the case when the roots are differentially independent over constants, it turns out that it is much easier and faster on a computer algebra system to compute total derivatives and partial derivatives of the powersums with respect to the polynomial coefficients, $e$, than to compute such derivatives of a transcendental element like $y$. As a demonstration, the author will use these powersums to compute the terms in a resolvent of a particular cubic polynomial in Section 12.

8. The main factorization theorem. We now wish to expand these ordinary derivative operators $D^m \Theta^i$ as sums of the partial derivative operators $\partial_{\ell,w}$ with respect to the coefficients $e$ of the polynomial $P$ given by Definition 1.1. First, we must count the number of distinct partial derivative operators $\partial_{\ell,w}$ needed to represent a particular ordinary derivative operator $D^m \Theta^i$ appearing effectively in the Cohnian.

**Theorem 8.1.** For any $\omega \in [\Omega]$, define $\mathcal{N}_\omega \equiv \{D^m \Theta^i \ni (i,m) \in S, \ i + m \in [\omega]\}$ to be the subset of ordinary derivative operators $D^m \Theta^i$ corresponding to the derivative operators $\alpha^i D^m$ appearing effectively in the $\alpha$-resolvent $\sum_{m=0}^{n} \sum_{i=0}^{n-m} F_{i,m} \cdot \alpha^i D^m y = 0$ of $P$, constrained by $i + m \leq \omega$. For this same $\omega$, define $\mathcal{A}_\omega \equiv \{\partial_{\ell,l} \}_{\ell=1}^{w=\omega} \cup \{\partial_{\omega,w} \}_{w=\omega+1}^{w=n-\omega+1}$ to be the set of partial derivative operators needed to represent the derivative operators in $\mathcal{N}_\omega$. Let $L$ denote the unique minimal positive integer such that $|\mathcal{N}_L| = |\mathcal{A}_L|$. Then $L = n \cdot (n-1)/2$.

**Proof.** By Theorem 5.2, for any $\omega \geq i + m$, the operator $D^m \Theta^i$ can be expressed as a linear combination over $\mathbb{Q}\{e\}$ of the partial derivatives $\{\partial_{\ell,l} \}_{\ell=1}^{w=\omega} \cup \{\partial_{\omega,w} \}_{w=\omega+1}^{w=n-\omega+1}$, a total of $n \cdot \omega$ partial derivatives. Thus $|\mathcal{A}_\omega| = n \cdot \omega$. By directly counting the number of indices $(i,m)$ in the set $\mathcal{N}_\omega \equiv \{D^m \Theta^i \ni (i,m) \in S, \ i + m \in [\omega]\}$ we find that

$$\left|\mathcal{N}_\omega\right| = -1 + \sum_{m=0}^{n} (\omega - m + 1) = n \cdot \omega + \omega - \frac{n \cdot (n-1)}{2},$$

(8.1)

where the initial $-1$ accounts for the fact that $(0,0) \notin S$. Hence, $|\mathcal{N}_\omega| = |\mathcal{A}_\omega|$ if and only if $n \cdot \omega = n \cdot \omega + \omega - n \cdot (n-1)/2$ if and only if $\omega = n \cdot (n-1)/2$. So $L = n \cdot (n-1)/2$.

Now give the elements of the sets $\mathcal{N}_\omega$ and $\mathcal{A}_\omega$ defined in the proof of Theorem 8.1 an ordering. Using these definitions of $\mathcal{N}_\omega$ and $\mathcal{A}_\omega$, we will consider the following three vectors in Theorem 8.2: the $(n \cdot L) \times 1$ vector

$$\mathcal{N}_L = \{D^m \Theta^i \ni (i,m) \in S, \ i + m \in [L]\},$$

(8.2)

the $(n \cdot L) \times 1$ vector

$$\mathcal{A}_L = \{\partial_{\ell,w} \ni w = \ell \in [L]\} \cup \{\partial_{\ell,w} \ni \ell = L, \ w \in [n \cdot L] \ni w > L\},$$

(8.3)
We remind the reader that \( S = \{(i, m) \ni i + m \in [\Omega], \ m \in [n]_0, \ i \geq 0\} \). Let \( S_L \subset S \) denote the subset of \( S \), \( S_L = \{(i, m) \ni i + m \in [L], \ m \in [n]_0, \ i \geq 0\} \).

Setting \( \varpi = L \) in Theorem 5.2 gives us \( D^{m'}\Theta^i = \sum_{\kappa=1}^L \tilde{\tau}(i, m)_{\kappa} \cdot \delta_{L, \kappa} + \sum_{\kappa=1}^L \tilde{\tau}(i, m)_{\kappa} \cdot \partial_{L, \kappa} \) for some \( \tilde{\tau}(i, m)_{\kappa} \in \mathbb{Q}\{e\} \). Define the \( n \cdot L \times n \cdot L \) transition matrix with entries in \( \mathbb{Z}\{e\} \)

\[
20 = \left[ \tilde{\tau}(i', m')_{\kappa} \right]_{(i', m') \ni (i, m) \ni i + m = \Omega}^{(i', m') \ni (i, m) \ni i + m = \Omega}.
\]

Then \( 20 \) is the transition matrix, \( 20 : A_L \rightarrow N_L \), from the vector of partial derivatives \( A_L \) given by (8.3) to the vector of ordinary derivatives \( N_L \) given by (8.2). So we may write \( N_L = 20 \cdot A_L \). For future reference, we note that \( N_L \) is simply the complete set of \( \Phi \) operators, \( D^{m'}\Theta^i \), appearing in the resolvent. Theorem 8.1 guarantees that \( 20 \) is a square matrix, and therefore \( \det 20 \) is defined.

**THEOREM 8.2** (main factorization theorem). Let \( P(t) \equiv \sum_{i=0}^{n} (-1)^{n-i}e_{n-i} \cdot t^i \) be a monic polynomial whose coefficients \( \{e_i\}_{i=1}^{n} \) are differentially independent over \( \mathbb{Z} \) with respect to the derivation \( D \). Let \( \sum_{m=0}^{n} \sum_{i=0}^{m} F_{i,m} \cdot \alpha^i D^{m'} \gamma = 0, \ F_{0,0} = 0, \) be the differential resolvent of \( P \) given by the powersum formula (3.1). Let \( 20 \) be defined by (8.5). Let \( S \subset S \) denote the subset of \( 2n + 2 \) terms in the resolvent, \( \{(0, m)\}_{m=1}^{n} \cup \{(1, 0)\} \cup \{(i, m) \ni i + m = \Omega\}_{m=0}^{n} \). Then a common factor of \( F_{i,m} \), for each \( (i, m) \ni S \), is the determinant of \( 20 \).

In other words, for each \( (i, m) \ni S \), \( \det 20 \) divides \( F_{i,m} \) in the ring \( \mathbb{Q}\{e\} \).

**PROOF.** Fix \( (i, m) \ni S \). Let \( \bar{p} \equiv (p_1, \ldots, p_{\Psi}) \) denote the \( 1 \times \Psi \) row vector of the first \( \Psi \) powersums.

By partial differential resolvent (5.3) with \( \varpi = L \), we may express any \( \partial_{\ell, w} \) with \( w \leq \Psi \) as a linear combination over \( \mathbb{Q}\{e\} \) of \( \partial_{\ell', w'} \in A_{L} \). In other words, there exists an \( n \cdot L \times \Psi \) transition matrix, \( N : A_{L} \rightarrow N_{L} \), with entries in \( \mathbb{Q}\{e\} \), such that \( A_{L} = N \cdot A_{L} \). Then \( 20 \cdot N : A_{L} \rightarrow N_{L} \), so \( N_L = 20 \cdot N \cdot A_{L} \). Let \( \Lambda_{i,m} \ni \Psi \times 1 \) vector of operators, \( \{D^{m'}\Theta^i \ni (i', m') \ni S \} \ni (i', m') \ni S \), appearing in the powersum formula (3.1).

**CASE 1.** \( (i, m) \ni S \ni i + m = \Omega \).

In this case \( \Lambda_{i,m} = \left[ \begin{array}{c} R_{I,m} \\ R_{i,m} \end{array} \right] \), where \( R_{i,m} = \{D^{m'}\Theta^i \ni m', \ m' \ni [n]_0, \ m' \ni m \} \) is the column of \( n \) operators obtained from \( \Lambda_{i,m} \) by removing \( N_{L} \). Let \( T_{i,m} \ni n \times \Psi \) transition matrix consisting of entries in \( \mathbb{Q}\{e\} \) from \( A_{L} \) to the set of \( n \) operators \( R_{i,m} \). So \( R_{i,m} = T_{i,m} \cdot A_{L} \). Then \( \Lambda_{i,m} = \left[ \begin{array}{c} 20 \ni N \ni A_{L} \\ T_{i,m} \ni A_{L} \end{array} \right] \ni \Lambda_{i,m} = \left[ \begin{array}{cc} 20 \ni N \\ T_{i,m} \ni A_{L} \end{array} \right] \ni \Lambda_{i,m} = \left[ \begin{array}{cc} 20 \ni 0 \ni 0 \\ 0 \ni 1 \ni 0 \\ 1 \ni 0 \ni 1 \ni N \ni A_{L} \end{array} \right] \ni \Lambda_{i,m} \). So by (3.1) \( \Lambda_{i,m} = \Lambda_{i,m} \cdot \bar{p} \ni F_{i,m} = \det \Lambda_{i,m} = \det \left( \left[ \begin{array}{cc} 20 \ni 0 \ni 0 \\ 0 \ni 1 \ni 0 \\ 1 \ni 0 \ni 1 \ni N \ni A_{L} \end{array} \right] \cdot \bar{p} \right) = \det(20) \cdot \det(\Lambda_{L} \ni \bar{p}) \) after a suitable ordering of the rows of \( T_{i,m} \).

**CASE 2.** \( (i, m) \ni S \ni i = 0 \).

Define \( N_{L} \ni \Theta \equiv \{D^{m'}\Theta^i \ni m' \ni N_{L} \} = \{D^{m'}\Theta^i \ni m' \ni S \} \ni S \ni (i', m') \ni S \ni i' + m' \ni [L] \}. \) Then \( \Lambda_{i,m} = \left[ \begin{array}{c} N_{L} \ni \Theta \\ R_{i,m} \end{array} \right] \), where \( R_{i,m} \) is the column of \( n \) operators with entries taken from
the vector \( \{D^{m'}, m' \in [n], m' \neq m\} \cup \{\Theta\} \) which were obtained from \( \Lambda_{i,m} \) by removing \( n_{\ell} \Theta \). We have \( n_{\ell} \Theta = \mathcal{W} \ast \mathcal{A}_{\ell} \Theta \), where \( \mathcal{A}_{\ell} \Theta = \{\partial_{\ell,w} \Theta \ni \partial_{\ell,w} \in P\} \) is an \( n \times 1 \) column vector of partial derivative operators. Since the order of the derivative operators in \( \mathcal{A}_{\ell} \Theta \) is less than or equal to \( L + 1 = \Omega \), we know there exists an \( n \times L \times \Psi \) transition matrix \( \tilde{\mathcal{N}} : \mathcal{A}_{\Omega} \rightarrow \mathcal{A}_{\ell} \Theta \) with entries in \( \mathbb{Q}[e] \), such that \( \mathcal{A}_{\ell} \Theta = \tilde{\mathcal{N}} \ast \mathcal{A}_{\Omega} \). Let \( T_{i,m} \) be the \( n \times \Psi \) transition matrix consisting of entries in \( \mathbb{Z}[e] \) from \( \mathcal{A}_{\Omega} \) to the set of \( n \) operators \( \mathcal{R}_{i,m}. \) So \( \mathcal{R}_{i,m} = T_{i,m} \ast \mathcal{A}_{\Omega}. \) Then

\[
\Lambda_{i,m} = \begin{bmatrix} \mathcal{W} \ast \tilde{\mathcal{N}} \\ T_{i,m} \end{bmatrix} \ast \mathcal{A}_{\Omega}.
\] (8.6)

So \( F_{i,m} = \det \Lambda_{i,m} = \det \left( \begin{bmatrix} \mathcal{W} & 0 \\ 0 & I_n \end{bmatrix} \ast \begin{bmatrix} \tilde{\mathcal{N}} \\ T_{i,m} \end{bmatrix} \ast \begin{bmatrix} \mathcal{A}_{\Omega} \ast \tilde{p} \end{bmatrix} \right) = \det(\mathcal{O}) \cdot \det(\mathcal{N}_{T_{i,m}}) \cdot \det(\mathcal{A}_{\Omega} \ast \tilde{p}) \) after a suitable ordering of the rows of \( T_{i,m} \).

**CASE 3.** \((i, m) = (1, 0) \in S\).

We have \( \Lambda_{i,m} = \begin{bmatrix} n_{\ell} \Theta \\ \mathcal{R}_{i,m} \end{bmatrix} \), where \( \mathcal{R}_{i,m} = (D^{m'})_{m'=1} \). The matrix algebra is the same as in **Case 2.** So \( \det \mathcal{O} \) divides \( F_{i,m} \) in \( \mathbb{Q}[e] \) for all \((i, m) \in S. \)

**Remarks 8.3.** Theorem 8.2 is [6, Theorem 62, page 114]. Observe that the determinant of the matrix \( \mathcal{W} \) has weight \( \sum_{\kappa=1}^{n} \kappa = n \cdot L(n \cdot L + 1)/2 \). Therefore, the weight of \( F_{i,m} \) equals

\[
\frac{\Psi(\Psi + 1)}{2} - \frac{n \cdot L(n \cdot L + 1)}{2} = n \cdot \frac{n^3 - n^2 + n + 1}{2}.
\] (8.7)

Therefore, Theorem 8.2 has reduced the weight for those terms of the resolvent indexed by \((i, m) \in S \) from sextic in \( n \) to quartic in \( n. \)

**9. Quadratic resolvent by the powersum formula**

**Example 9.1.** Let \( P(t) \equiv t^2 - e_1 \cdot t + e_2 \) be a quadratic polynomial whose coefficients \( e_1 \) and \( e_2 \) are differentially independent over \( \mathbb{Q} \). So \( n = 2, L = n \cdot (n - 1)/2 = 1, \Omega = L + 1 = 2, \Psi = n \cdot \Omega = 4, \) and \( \Phi = 1 + \Psi = 5. \) The discriminant of \( P \) is \( \Delta = e_1^2 - 4e_2. \) Later we will let the prime ‘ denote differentiation by \( D. \) The first four powersums are given in terms of the elementary symmetric functions by \( p_1 = e_1, p_2 = e_1^2 - 2e_2, p_3 = e_1^3 - 3e_1e_2, \) and \( p_4 = e_1^4 - 4e_1^2e_2 + 2e_2^2. \) Define

\[
\tilde{p} = \begin{bmatrix} p_1 & p_2 & p_3 & p_4 \end{bmatrix}.
\] (9.1)

Theorem 8.2 allows us to factor those terms of the resolvent indexed by \( S = \{(0,1), (0,2), (1,0), (1,1), (2,0)\}. \) Thus, for the quadratic, \( S = S, \) so all the terms factor by Theorem 8.2. The form of the Cohnian is given by (4.1) as

\[
\theta_{0,2} \cdot D^2 y + (\theta_{0,1} + \theta_{1,1} \cdot \alpha) \cdot D y + (\theta_{1,0} \cdot \alpha + \theta_{2,0} \cdot \alpha^2) \cdot y = 0.
\] (9.2)

First we will show how the powersum formula (3.1) works. Then we will factor it with the help of Theorem 8.2.
Specializing \( \alpha \) to the integers \( \mathbb{W} = \{1, 2, 3, 4\} \) in this resolvent and summing each of the resulting four equations over the two roots yields the system of four equations

\[
\begin{align*}
\partial_{0,2} & \cdot D^2 p_1 + (\partial_{0,1} + \partial_{1,1} \cdot 1) \cdot D p_1 + (\partial_{1,0} \cdot 1 + \partial_{2,0} \cdot 1^2) \cdot p_1 = 0, \\
\partial_{0,2} & \cdot D^2 p_2 + (\partial_{0,1} + \partial_{1,1} \cdot 2) \cdot D p_2 + (\partial_{1,0} \cdot 2 + \partial_{2,0} \cdot 2^2) \cdot p_2 = 0, \\
\partial_{0,2} & \cdot D^2 p_3 + (\partial_{0,1} + \partial_{1,1} \cdot 3) \cdot D p_3 + (\partial_{1,0} \cdot 3 + \partial_{2,0} \cdot 3^2) \cdot p_3 = 0, \\
\partial_{0,2} & \cdot D^2 p_4 + (\partial_{0,1} + \partial_{1,1} \cdot 4) \cdot D p_4 + (\partial_{1,0} \cdot 4 + \partial_{2,0} \cdot 4^2) \cdot p_4 = 0.
\end{align*}
\]

This is a system of four homogeneous linear equations in the five variables, \( \theta_{i,m} \). We may now solve for the terms \( \theta_{i,m} \) in order for the reader to see more clearly how the powersum formula works. However, we have also indexed the rows of \( F \) to the integers \( \mathbb{W} \) as \( \mathbb{W}_2 \). This yields the powersum formula (3.1) for \( F_{i,m} \). Then factor each \( F_{i,m} \) over \( \mathbb{Z}[e] \) to get \( \theta_{i,m} \) such that the only factor common to all five \( \theta_{i,m} \) is \( \pm 1 \). By (3.1),

\[
\begin{align*}
A_{0,2} & \equiv \begin{bmatrix}
D p_1 & 1 \cdot D p_1 & 1 p_1 & 1^2 p_1 \\
D p_2 & 2 \cdot D p_2 & 2 p_2 & 2^2 p_2 \\
D p_3 & 3 \cdot D p_3 & 3 p_3 & 3^2 p_3 \\
D p_4 & 4 \cdot D p_4 & 4 p_4 & 4^2 p_4
\end{bmatrix}, \\
A_{0,1} & \equiv \begin{bmatrix}
D^2 p_1 & 1 \cdot D p_1 & 1 p_1 & 1^2 p_1 \\
D^2 p_2 & 2 \cdot D p_2 & 2 p_2 & 2^2 p_2 \\
D^2 p_3 & 3 \cdot D p_3 & 3 p_3 & 3^2 p_3 \\
D^2 p_4 & 4 \cdot D p_4 & 4 p_4 & 4^2 p_4
\end{bmatrix}, \\
A_{1,0} & \equiv \begin{bmatrix}
D^2 p_1 & D p_1 & 1 \cdot D p_1 & 1^2 p_1 \\
D^2 p_2 & D p_2 & 2 \cdot D p_2 & 2^2 p_2 \\
D^2 p_3 & D p_3 & 3 \cdot D p_3 & 3^2 p_3 \\
D^2 p_4 & D p_4 & 4 \cdot D p_4 & 4^2 p_4
\end{bmatrix}, \\
A_{2,0} & \equiv \begin{bmatrix}
D^2 p_1 & D p_1 & 1 \cdot D p_1 & 1 p_1 \\
D^2 p_2 & D p_2 & 2 \cdot D p_2 & 2 p_2 \\
D^2 p_3 & D p_3 & 3 \cdot D p_3 & 3 p_3 \\
D^2 p_4 & D p_4 & 4 \cdot D p_4 & 4 p_4
\end{bmatrix}.
\end{align*}
\]

Then the powersum formula (3.1) gives \( F_{0,2} = \det A_{0,2}, F_{0,1} = -\det A_{0,1}, F_{1,1} = \det A_{1,1}, F_{1,0} = -\det A_{1,0}, \) and \( F_{2,0} = \det A_{2,0} \). We have kept the columns of the matrices \( A_{i,m} \) in the same order as the corresponding terms in the Cohnian, namely, \( D^2 > D > \alpha D > \alpha > \alpha^2 \). We have also indexed the rows of \( A_{i,m} \) by \( q \), where \( q \) is the weight of the powersum \( p_q \), in order for the reader to see more clearly how the powersum formula works. However, for reasons that will become apparent later, we will prefer to work with a new matrix \( A_{i,m} \), rather than with \( A_{i,m} \), where \( A_{i,m} \) is the transpose of \( A_{i,m} \) after the columns of \( A_{i,m} \) have been permuted a certain way.

By **Theorem 8.2**, \( A_L \) is the \( n \cdot L \times 1 = 2 \times 1 \) vector of partial derivatives \( \begin{bmatrix} \partial_{i,1} \\ \partial_{i,2} \end{bmatrix} \), where \( \partial_{1,1} = \partial / \partial e_1 \) and \( \partial_{1,2} = \partial / \partial e_2 \), \( \varpi_L \) is the \( n \cdot L \times 1 = 2 \times 1 \) vector \( \begin{bmatrix} D \\ \Theta \end{bmatrix} \), and \( \mathcal{W} \) is the \( 2 \times 2 \)
transition matrix from $A_L$ to $N_L$. $A_\Omega$ is the $\Psi \times 1 = 4 \times 1$ vector of partial derivatives

$$
\begin{bmatrix}
\partial_{1,1} \\
\partial_{2,2} \\
\partial_{2,3} \\
\partial_{2,4}
\end{bmatrix}, \quad \text{where} \quad \partial_{2,2} = \frac{\partial^2}{\partial e_1^2}, \ \partial_{2,3} = \frac{\partial^2}{\partial e_1 \partial e_2}, \ \partial_{2,4} = \frac{\partial^2}{\partial e_2^2}.
$$

(9.5)

By Definition 5.1 we have $\Theta = 1 \cdot e_1 \cdot (\partial / \partial e_1) + 2 \cdot e_2 \cdot (\partial / \partial e_2) = e_1 \cdot \partial_{1,1} + 2 \cdot e_2 \cdot \partial_{1,2}$ and $D = e_1'(\partial / \partial e_1) + e_2'(\partial / \partial e_2) = e_1'\partial_{1,1} + e_2'\partial_{1,2}$ when acting on $Q(e_1, e_2)$. Thus $\mathfrak{N} = \begin{bmatrix} e_1' & e_2' \\ e_1 & e_2 \end{bmatrix}$

since $\mathfrak{N} \ast A_L = \begin{bmatrix} e_1' & e_2' \\ e_1 & e_2 \end{bmatrix} \ast \begin{bmatrix} \partial_{1,1} \\ \partial_{1,2} \end{bmatrix} = \begin{bmatrix} D \\ \Theta \end{bmatrix} = N_L$.

10. Expansion of the partial derivatives for the quadratic. In order to compute the various compositions of $D$ and $\Theta$, we note that $\partial_{l,j} \partial_{k,l} = \partial_{l+k,j+l}$, so $\partial_{1,1} \partial_{1,1} = \partial_{2,2}$, $\partial_{1,1} \partial_{1,2} = \partial_{2,3}$, and $\partial_{1,2} \partial_{1,2} = \partial_{2,4}$. We need to express the partial derivatives comprising $A_L$ in terms of the partial derivatives comprising $A_\Omega$. The only partial derivative not in common between $A_L$ and $A_\Omega$ is $\partial_{1,2}$, so this is the only partial derivative that needs to be expressed in terms of the others. Choosing $j = 2$ in partial differential resolvent (5.2), which corresponds to $\ell = 1$, $\omega = 2$, and $\pi = 2$ in (5.3), we get

$$\partial_{1,2} = -(\partial_{2,2} + e_1 \cdot \partial_{2,3} + e_2 \cdot \partial_{2,4}).$$

(10.1)

We may now compute the $n \cdot L \times \Psi = 2 \times 4$ transition matrix $N$ from $A_\Omega$ to $A_L$ such that $A_L = N \ast A_\Omega$. We find that

$$
\begin{bmatrix}
\partial_{1,1} \\
\partial_{1,2}
\end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & -e_1 & -e_2 \end{bmatrix} \ast \begin{bmatrix} \partial_{1,1} \\ \partial_{2,2} \\ \partial_{2,3} \\ \partial_{2,4} \end{bmatrix}
$$

(10.2)

so

$$N = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & -e_1 & -e_2 \end{bmatrix}.$$ 

(10.3)

We may also compute the $n \cdot L \times \Psi = 2 \times 4$ transition matrix $\tilde{N}$ from $A_\Omega$ to $A_L \Theta$ such that $A_L \Theta = \tilde{N} \ast A_\Omega$. We have

$$A_L \Theta = \begin{bmatrix} \partial_{1,1} \Theta \\ \partial_{1,2} \Theta \end{bmatrix} = \begin{bmatrix} \partial_{1,1} (e_1 \partial_{1,1} + 2e_2 \partial_{1,2}) \\ \partial_{1,2} (e_1 \partial_{1,1} + 2e_2 \partial_{1,2}) \end{bmatrix} = \begin{bmatrix} \partial_{1,1} + e_1 \partial_{2,2} + 2e_2 \partial_{2,3} \\ e_1 \partial_{2,3} + 2 \partial_{2,2} + 2e_2 \partial_{2,4} \end{bmatrix}.$$ 

(10.4)

So

$$A_L \Theta = \begin{bmatrix} \partial_{1,1} + e_1 \partial_{2,2} + 2e_2 \partial_{2,3} \\ e_1 \partial_{2,3} - 2(\partial_{2,2} + e_1 \cdot \partial_{2,3} + e_2 \cdot \partial_{2,4}) + e_2 \partial_{2,4} \end{bmatrix} = \begin{bmatrix} \partial_{1,1} + e_1 \cdot \partial_{2,2} + 2e_2 \cdot \partial_{2,3} \\ -2 \cdot \partial_{2,2} - e_1 \cdot \partial_{2,3} \end{bmatrix}.$$ 

(10.5)
So
\[
\begin{bmatrix}
\partial_{1,1} \\
\partial_{1,2}
\end{bmatrix} = \begin{bmatrix}
1 & e_1 & 2e_2 & 0 \\
0 & -2 & -e_1 & 0
\end{bmatrix}
\begin{bmatrix}
\partial_{1,1} \\
\partial_{2,2} \\
\partial_{2,3} \\
\partial_{2,4}
\end{bmatrix}.
\] (10.6)

So
\[
\hat{N} = \begin{bmatrix}
1 & e_1 & 2e_2 & 0 \\
0 & -2 & -e_1 & 0
\end{bmatrix}.
\] (10.7)

We may now express each of the $D^m\Theta^i$ in terms of the partials comprising $\mathcal{A}_0$. We will express all monomials in the order $e_1 < e_2 < e_1' < e_2' < e_1'' < e_2''$:
\[
\Theta = e_1 \cdot \partial_{1,1} - 2e_2 \cdot \partial_{2,2} - 2e_1e_2 \cdot \partial_{2,3} - 2e_2^2 \cdot \partial_{2,4},
\] (10.8)
\[
D = e_1' \cdot \partial_{1,1} - e_2' \cdot \partial_{2,2} - e_1'e_2 \cdot \partial_{2,3} - e_2'e_2 \cdot \partial_{2,4},
\] (10.9)
\[
D^2 = \left( e'' + 2e' \frac{\partial}{\partial e_1} + e_e \frac{\partial}{\partial e_2} + e'e_1 \frac{\partial}{\partial e_1} + e'e_2 \frac{\partial}{\partial e_2} \right) \left( e'' + 2e' \frac{\partial}{\partial e_1} + e_e \frac{\partial}{\partial e_2} + e'e_1 \frac{\partial}{\partial e_1} + e'e_2 \frac{\partial}{\partial e_2} \right),
\] (10.10)

which implies
\[
D^2 = e'' \partial_{1,1} + e_e \partial_{1,2} + (e')^2 \partial_{2,2} + 2(e'e_2) \partial_{2,3} + (e_2')^2 \partial_{2,4}.
\] (10.11)

or
\[
D^2 = e'' \partial_{1,1} + e_e \partial_{1,2} + (e')^2 \partial_{2,2} + 2(e'e_2) \partial_{2,3} + (e_2')^2 \partial_{2,4}.
\] (10.12)

So
\[
D^2 = e'' \partial_{1,1} - e_e \partial_{2,2} + e_1 \partial_{2,3} + e_2 \partial_{2,4} + (e')^2 \partial_{2,2} + 2(e'e_2) \partial_{2,3} + (e_2')^2 \partial_{2,4}
\] (10.13)
or
\[
D^2 = e'' \partial_{1,1} + (e')^2 - e_e \partial_{2,2} + 2(e'e_2) - e_1e_2 \partial_{2,2} + ((e')^2 - 2e_2e''') \partial_{2,2}.
\] (10.14)
\[
D\Theta = (e'(\partial/\partial e_1) + e_2'(\partial/\partial e_2))(e_i(\partial/\partial e_1) + 2e_2(\partial/\partial e_2)),
\] which implies
\[
D\Theta = e'' \partial_{1,1} + 2e'_e \partial_{1,1} + e_1' \partial_{2,2} + (e_2'e_2' + e_1'e_1) \partial_{2,2} + 2e_2'e_2 \partial_{2,2}
\] (10.15)
or
\[
D\Theta = e'' \partial_{1,1} + 2e'_e \partial_{1,1} + e_1' \partial_{2,2} + (2e_2'e_2' + e_1'e_1) \partial_{2,2} + 2e_2'e_2 \partial_{2,2},
\] (10.16)
or, after using (10.2) to replace $\partial_{1,2}$,
\[
D\Theta = e'' \partial_{1,1} - 2e'_e \partial_{2,2} + e_1 \partial_{2,3} + e_2 \partial_{2,4} + e_1' \partial_{2,2} + (2e_2'e_2' + e_1'e_1) \partial_{2,3} + 2e_2'e_2 \partial_{2,4}
\] (10.17)
or

\[ D\Theta = e_1' \partial_{1,1} + (e_1 e_1' - 2e_1' \cdot \partial_{2,2} + (2e_2 e_1' - e_1 e_1' \cdot \partial_{2,3} + 0 \cdot \partial_{2,4}. \]  

(10.18)

\[ \Theta^2 = (e_1 \cdot \partial_{1,1} + 2e_2 \cdot \partial_{1,2}) (e_1 \cdot \partial_{1,1} + 2e_2 \cdot \partial_{1,2}), \]

which implies

\[ \Theta^2 = e_1 \cdot \partial_{1,1} + 4e_2 \cdot \partial_{1,2} + e_1^2 \cdot \partial_{2,2} + 4e_1 e_2 \cdot \partial_{2,3} + 4e_2^2 \cdot \partial_{2,4}. \]  

(10.19)

So

\[ \Theta^2 = e_1 \cdot \partial_{1,1} - 4e_2 \cdot (\partial_{2,2} + e_1 \partial_{2,3} + e_2 \partial_{2,4}) + e_1^2 \cdot \partial_{2,2} + 4e_1 e_2 \cdot \partial_{2,3} + 4e_2^2 \cdot \partial_{2,4} \]  

(10.20)

or

\[ \Theta^2 = e_1 \cdot \partial_{1,1} + (e_1^2 - 4e_2) \cdot \partial_{2,2} + 0 \cdot \partial_{2,3} + 0 \cdot \partial_{2,4}. \]  

(10.21)

We may summarize these partial derivative relations by

\[
\begin{bmatrix}
D^2 & D \\
D \Theta & \Theta
\end{bmatrix} =
\begin{bmatrix}
e_1'' & (e_1')^2 - e_1'' & 2e_1' e_2' - e_1 e_1'' & (e_2')^2 - e_2 e_2'' \\
e_1' & -e_1' & -e_1 e_1' & -e_2 e_2' \\
e_1 & -2e_2 & -2e_1 e_2 & -2e_2^2 \\
e_1 & e_1^2 - 4e_2 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\partial_{1,1} \\
\partial_{2,2} \\
\partial_{2,3} \\
\partial_{2,4}
\end{bmatrix}
= \Sigma \cdot \mathcal{A}_\Omega,
\]

(10.22)

where \( \Sigma \) is defined as the \( \Phi \times \Psi = 5 \times 4 \) transition matrix \( \tau(i,m)_{(i,m) \in \mathcal{S}} \), the vector of partial derivatives \( \mathcal{A}_\Omega \) to the vector of total derivatives \( \mathcal{N}_\Omega \) as defined in Theorem 8.1. (We defined \( \Sigma \) here in the application to a quadratic since we do not really need it elsewhere.)

11. **Factoring the quadratic resolvent by Theorem 8.2.** If a matrix \( A \) is an odd permutation of the rows of a matrix \( B \), then write \( A \approx -B \). If a matrix \( A \) is an even permutation of the rows of a matrix \( B \), then write \( A \approx B \). If \( A \approx -B \), then \( \det(A) = -\det(B) \). If \( A \approx B \), then \( \det(A) = \det(B) \). Then we have \( A_{0,2}^1 \approx -A_{0,2} = -\Lambda_{0,2} \cdot \hat{p} \), where

\[
\Lambda_{0,2} =
\begin{bmatrix}
D\Theta \\
\Theta^2 \\
D \\
\Theta
\end{bmatrix}
\begin{bmatrix}
D \\
\Theta
\end{bmatrix}
= 
\begin{bmatrix}
\mathcal{N}_L \Theta \\
\mathcal{N}_L
\end{bmatrix}
= 
\begin{bmatrix}
\mathcal{N} \cdot (\mathcal{A}_L \Theta) \\
\mathcal{N} \cdot \mathcal{A}_L
\end{bmatrix}
\begin{bmatrix}
\mathcal{N} \cdot (\mathcal{N} \cdot \mathcal{A}_\Omega) \\
\mathcal{N} \cdot \mathcal{A}_\Omega
\end{bmatrix}
\]

(11.1)
We have just shown that $\det \mathcal{M}$ factors out of $\det A_{0,2}$ twice. $A_{0,1}^\dagger \approx \Lambda_{0,1} \ast \tilde{p}$, where

$$A_{0,1}^\dagger \approx \Lambda_{0,1} \ast \tilde{p},$$

where

$$\Lambda_{0,1} = \begin{bmatrix} D \Theta \\ \Theta^2 \\ \Theta \\ D^2 \end{bmatrix} = \begin{bmatrix} \mathcal{M} \ast (\mathcal{A}_L \Theta) \\ \mathcal{M} \ast (\mathcal{A}_L \Theta) \\ \mathcal{M} \ast (\mathcal{A}_L \Theta) \\ \mathcal{M} \ast (\mathcal{A}_L \Theta) \end{bmatrix} = \begin{bmatrix} \mathcal{M} \ast (\mathcal{A}_L \Theta) \\ \mathcal{M} \ast (\mathcal{A}_L \Theta) \\ \mathcal{M} \ast (\mathcal{A}_L \Theta) \\ \mathcal{M} \ast (\mathcal{A}_L \Theta) \end{bmatrix} \ast \begin{bmatrix} \tilde{N} \\ \tilde{N} \\ \tilde{N} \\ \tilde{N} \end{bmatrix} \ast \mathcal{A}_\Omega. \quad (11.2)$$

$A_{1,1}^\dagger \approx \Lambda_{1,1} \ast \tilde{p}$, where

$$\Lambda_{1,1} = \begin{bmatrix} D \\ \Theta \\ \Theta^2 \\ D^2 \end{bmatrix} = \begin{bmatrix} \mathcal{M} \ast (\mathcal{A}_L \Theta) \\ \mathcal{M} \ast (\mathcal{A}_L \Theta) \\ \mathcal{M} \ast (\mathcal{A}_L \Theta) \\ \mathcal{M} \ast (\mathcal{A}_L \Theta) \end{bmatrix} = \begin{bmatrix} \mathcal{M} \ast (\mathcal{A}_L \Theta) \\ \mathcal{M} \ast (\mathcal{A}_L \Theta) \\ \mathcal{M} \ast (\mathcal{A}_L \Theta) \\ \mathcal{M} \ast (\mathcal{A}_L \Theta) \end{bmatrix} \ast \begin{bmatrix} \tilde{N} \\ \tilde{N} \\ \tilde{N} \\ \tilde{N} \end{bmatrix} \ast \mathcal{A}_\Omega. \quad (11.3)$$

$A_{1,0}^\dagger \approx \Lambda_{1,0} \ast \tilde{p}$, where

$$\Lambda_{1,0} = \begin{bmatrix} D \\ \Theta \\ \Theta^2 \\ D^2 \end{bmatrix} = \begin{bmatrix} \mathcal{M} \ast (\mathcal{A}_L \Theta) \\ \mathcal{M} \ast (\mathcal{A}_L \Theta) \\ \mathcal{M} \ast (\mathcal{A}_L \Theta) \\ \mathcal{M} \ast (\mathcal{A}_L \Theta) \end{bmatrix} = \begin{bmatrix} \mathcal{M} \ast (\mathcal{A}_L \Theta) \\ \mathcal{M} \ast (\mathcal{A}_L \Theta) \\ \mathcal{M} \ast (\mathcal{A}_L \Theta) \\ \mathcal{M} \ast (\mathcal{A}_L \Theta) \end{bmatrix} \ast \begin{bmatrix} \tilde{N} \\ \tilde{N} \\ \tilde{N} \\ \tilde{N} \end{bmatrix} \ast \mathcal{A}_\Omega. \quad (11.4)$$

$A_{2,0}^\dagger \approx \Lambda_{2,0} \ast \tilde{p}$, where

$$\Lambda_{2,0} = \begin{bmatrix} D \\ \Theta \\ D^2 \end{bmatrix} = \begin{bmatrix} \mathcal{M} \ast (\mathcal{A}_L \Theta) \\ \mathcal{M} \ast (\mathcal{A}_L \Theta) \\ \mathcal{M} \ast (\mathcal{A}_L \Theta) \end{bmatrix} = \begin{bmatrix} \mathcal{M} \ast (\mathcal{A}_L \Theta) \\ \mathcal{M} \ast (\mathcal{A}_L \Theta) \\ \mathcal{M} \ast (\mathcal{A}_L \Theta) \end{bmatrix} \ast \begin{bmatrix} \tilde{N} \\ \tilde{N} \\ \tilde{N} \end{bmatrix} \ast \mathcal{A}_\Omega. \quad (11.5)$$

We remark that $T_{0,1}$ is the 4th and 1st rows of $\Sigma$, $T_{1,1}$ is the 5th and 1st rows of $\Sigma$, $T_{1,0}$ is the 1st and 2nd rows of $\Sigma$, and $T_{2,0}$ is the 1st and 3rd rows of $\Sigma$. Thus

$$F_{0,2} = - \det (\Lambda_{0,2} \ast \tilde{p}) = - (\det \mathcal{M})^2 \cdot \det \begin{bmatrix} \tilde{N} \\ N \end{bmatrix} \cdot \det (\mathcal{A}_\Omega \ast \tilde{p}), \quad (11.6)$$

$$F_{0,1} = - \det (\Lambda_{0,1} \ast \tilde{p}) = - (\det \mathcal{M}) \cdot \det \begin{bmatrix} \tilde{N} \\ T_{0,1} \end{bmatrix} \cdot \det (\mathcal{A}_\Omega \ast \tilde{p}), \quad (11.7)$$

$$F_{1,1} = - \det (\Lambda_{1,1} \ast \tilde{p}) = - (\det \mathcal{M}) \cdot \det \begin{bmatrix} \tilde{N} \\ T_{1,1} \end{bmatrix} \cdot \det (\mathcal{A}_\Omega \ast \tilde{p}), \quad (11.8)$$

$$F_{1,0} = - \det (\Lambda_{1,0} \ast \tilde{p}) = - (\det \mathcal{M}) \cdot \det \begin{bmatrix} \tilde{N} \\ T_{1,0} \end{bmatrix} \cdot \det (\mathcal{A}_\Omega \ast \tilde{p}), \quad (11.9)$$

$$F_{2,0} = - \det (\Lambda_{2,0} \ast \tilde{p}) = - (\det \mathcal{M}) \cdot \det \begin{bmatrix} \tilde{N} \\ T_{2,0} \end{bmatrix} \cdot \det (\mathcal{A}_\Omega \ast \tilde{p}). \quad (11.10)$$

Division of each coefficient function $F_{i,m}$ by $\det \mathcal{M} \cdot \det (\mathcal{A}_\Omega \ast \tilde{p})$ yields $\theta_{i,m}$, the coefficient functions of the Cohnian of $P$. We note that $\mathcal{A}_\Omega \ast \tilde{p}$ is a $4 \times 4$ upper-triangular matrix whose main diagonal equals $[\vartheta_{1,1} p_1 \vartheta_{2,2} p_2 \vartheta_{2,3} p_3 \vartheta_{2,4} p_4] = [1 \ 2 \ -3 \ 4]$. 

Therefore $\det(\mathcal{A}_\Omega \ast \tilde{p}) = -24$.

\[
\theta_{0,2} = -(\det \mathfrak{M}) \cdot \det \begin{bmatrix} \hat{N} \\ N \end{bmatrix} = - \begin{vmatrix} e'_1 & e'_2 \\ 1 \cdot e_1 & 2 \cdot e_2 \end{vmatrix} \cdot \begin{vmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & -e_1 & -e_2 \\ 1 & e_1 & 2e_2 & 0 \\ 0 & -2 & -e_1 & 0 \end{vmatrix}
\]
\[= \begin{vmatrix} 1 \cdot e_1 & 2 \cdot e_2 \\ e'_1 & e'_2 \end{vmatrix} \cdot e_2 \cdot \Delta,
\tag{11.11}
\]

\[
\theta_{0,1} = - \det \begin{bmatrix} \hat{N} \\ T_{0,1} \end{bmatrix} = - \begin{vmatrix} 1 & e_1 & 2e_2 & 0 \\ 0 & -2 & -e_1 & 0 \\ e_1 & -2e_2 & -2e_1e_2 & -2e_2^2 \\ e''_1 (e'_1)^2 - e''_2 2e'_1 e'_2 - e''_2 (e'_2)^2 - e_2 e''_2 \end{vmatrix},
\tag{11.12}
\]

\[
\theta_{1,1} = - \det \begin{bmatrix} N \\ T_{1,1} \end{bmatrix} = - \begin{vmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & -e_1 & -e_2 \\ e_1 & e''_1 - 4e_2 & 0 & 0 \\ e''_1 (e'_1)^2 - e''_2 2e'_1 e'_2 - e''_2 (e'_2)^2 - e_2 e''_2 \end{vmatrix},
\tag{11.13}
\]

\[
\theta_{1,0} = - \det \begin{bmatrix} \hat{N} \\ T_{1,0} \end{bmatrix} = - \begin{vmatrix} 1 & e_1 & 2e_2 & 0 \\ 0 & -2 & -e_1 & 0 \\ e''_1 (e'_1)^2 - e''_2 2e'_1 e'_2 - e''_2 (e'_2)^2 - e_2 e''_2 \\ e'_1 & e_2 & e''_2 & 0 \end{vmatrix},
\tag{11.14}
\]

\[
\theta_{2,0} = - \det \begin{bmatrix} N \\ T_{2,0} \end{bmatrix} = - \begin{vmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & -e_1 & -e_2 \\ e''_1 (e'_1)^2 - e''_2 2e'_1 e'_2 - e''_2 (e'_2)^2 - e_2 e''_2 \\ e'_1 & e_1 e' - 2e_2 & 2e'_1 e'_2 & -e_1 e''_2 \end{vmatrix}.
\tag{11.15}
\]

The weight of each $F_{i,m}$ is $\Psi \cdot (\Psi + 1)/2 = 10$. We factored out $24 \cdot \det \mathfrak{M}$ to obtain $\theta_{i,m}$ which has weight 7. One can divide the Cohnian by the leading term to get a nonintegral monic resolvent, $D^2 y + (g_{0,1} + g_{1,1} \cdot \alpha) \cdot D y + (g_{1,0} \cdot \alpha + g_{2,0} \cdot \alpha^2) \cdot y = 0$. One can show that

\[
g_{0,1} = -\frac{DW}{W} + \frac{1}{2} \frac{D\Delta}{\Delta} + \frac{De_2}{e_2},
\tag{11.16}
\]

\[
g_{1,1} = -\frac{De_2}{e_2},
\tag{11.17}
\]

\[
g_{1,0} = \frac{1}{2} \left( \frac{De_2}{e_2} \cdot \left( \frac{DW}{W} - \frac{1}{2} \frac{D\Delta}{\Delta} \right) - \frac{D^2 e_2}{e_2} \right),
\tag{11.18}
\]

\[
g_{2,0} = \frac{1}{2} \left( \frac{DW}{W} \cdot \frac{D\Delta}{\Delta} - \frac{D^2 \Delta}{\Delta} \right) - g_{1,0},
\tag{11.19}
\]

where $W \equiv \left| \begin{vmatrix} 1 \cdot e_1 & 2 \cdot e_2 \\ e'_1 & e'_2 \end{vmatrix} \right| = -\det \mathfrak{M}$ is $\sqrt{\Delta/\alpha} \cdot e_2^{x-1}$ times the Wronskian.

**12. Factoring a cubic by Mathematica.** We will now present an example which requires the use of a computer algebra system to test the conjecture that the determinant of the matrix $\mathfrak{M}$ given by (8.5) in Section 8 divides every term of the resolvent obtained
by the powersum formula (3.1). Consider the cubic (3.1) in $z$

$$z^3 - x \cdot z^2 + x^2 \cdot z - (3x^3 + 2x^2 - 11x - 10) = 0$$

with $Dx = 1$. The form of the third-order $\alpha$-resolvent of a general cubic was given by (4.5) where $n = 3$, $\Omega = 4$ by (1.1), and $L = 3$. Let $g(x)$ denote the greatest common divisor in the ring $\mathbb{Z}[x]$ of all thirteen $F_{i,m}$ in this resolvent.

Let $\mathfrak{M}$ denote the $9 \times 9$ transition matrix from the $9 \times 1$ column vector of partial differential operators $A_L = [\partial_{1,1}, \partial_{2,2}, \partial_{3,3}, \partial_{3,4}, \partial_{3,5}, \partial_{3,6}, \partial_{3,7}, \partial_{3,8}, \partial_{3,9}]^\dagger$ to the $9 \times 1$ column vector of operators $\mathfrak{N}_L = [D, \Theta, D^2, D\Theta, D^2, D^2\Theta, D^3, D^2\Theta, D^3]^\dagger$. One first computes the entries of $\mathfrak{M}$ as elements of $\mathbb{Q}\{e_1, e_2, e_3\}$ and then specializes $e_1 \to x$, $e_2 \to x^2$, $e_3 \to (3x^3 + 2x^2 - 11x - 10)$, $e'_1 \to 1$, and so forth. Since $\mathfrak{N}_L = \mathfrak{M} * A_L$, we may apply this $9 \times 1$ vector to the $1 \times 9$ row vector of the first nine powersums $\tilde{p}$ to get the $9 \times 9$ matrix $\mathfrak{N} = \mathfrak{N}_L \tilde{p} = \mathfrak{M} * (\tilde{A}_L \tilde{p})$. Since $\tilde{A}_L \tilde{p}$ is a $9 \times 9$ upper-triangular matrix whose main diagonal is $[1, 2, 6, -8, 10, -12, 14, -16, 18]$ we have that $\det(\mathfrak{N}) = -46448640 \cdot \det(\mathfrak{M}) = 2^{14} \cdot 3^4 \cdot 5^3 \cdot 7^1 \cdot \det(\mathfrak{M})$. The computer directly computes $\mathfrak{N}$, not $\mathfrak{M}$, since $\mathfrak{N} = [D^m q^l \tilde{p}_q]_{i',m',q:l,q \leq 9}$ is very easy to compute.

The author used Mathematica 4.0 for Students on a Dell Dimension XPS R400 computer, Windows 98. The computation time was about 5 minutes. The computer found that

$$g(x) = 2^{31} \cdot 3^9 \cdot 5^2 \cdot 7^1 \cdot 11^1 \cdot (-2 + x) \cdot x^2 \cdot (1 + x) \cdot (5 + 3x)$$

$$\cdot (-15 - 11x + x^2)^{11} \cdot \psi(x) \cdot \phi(x),$$

where

$$\phi(x) \equiv (2700 + 5940x + 2187x^2 - 2688x^3 - 1520x^4 + 296x^5 + 204x^6),$$

$$\psi(x) \equiv (-10 - 11x + 2x^2 + 6x^3),$$

and $\det(\mathfrak{N}) = 2^{22} \cdot 3^5 \cdot 5^1 \cdot 7^1 \cdot x^2(-15 - 11x + x^2)^{10} \cdot \psi(x)$. So $\deg_x g(x) = 36$. One sees that $\det(\mathfrak{M})$, and hence $\det(\mathfrak{N})$, divides $g$ in the ring $\mathbb{Q}[x]$. Therefore, the conjecture has been verified for $P(t) \equiv t^3 - x \cdot t^2 + x^2 \cdot t - (3x^3 + 2x^2 - 11x - 10)$.

We also note from the output of this program that the leading term in the resolvent $F_{0,3} + \alpha \cdot F_{1,3}$ equals

$$(-2 + x) \cdot (1 + x) \cdot (5 + 3x) \cdot (-15 - 11x + x^2)^2$$

$$\cdot \phi(x) \cdot (\psi(x) + \alpha(50 + 55x - 10x^2 - 18x^3)).$$

At $x \in \{2, -1, -5/3\}$ and the roots of $-15 - 11x + x^2$ and $\phi(x)$, the powersum formula fails, since the formula yields an identically zero differential equation. However, for all powers, $\alpha \neq 1/5$, there exist roots of $(\psi(x) + \alpha(50 + 55x - 10x^2 - 18x^3))$ which are not roots of $g(x)$. These yield the apparent singularities of the resolvent. At $\alpha = 1/5$, $F_{0,3} + \alpha \cdot F_{1,3}$ reduces to $(12/5)x^3$ whose only root is $x = 0$, which satisfies $g(0) = 0$. 
Appendix. We now state two theorems regarding the existence and form of resolvents for any polynomial with differentiable coefficients. We will prove in a nonrigorous manner the main result of the second theorem asserting the maximal degree of $\alpha$.

**Theorem A.1.** Let $P(t) = \sum_{i=0}^{N} (-1)^{N-i} e_{N-i} \cdot t^i$ be an $N$th-degree polynomial over a $d$-field, $\mathbb{F}$, with $n$ distinct roots $\{z_j\}_{j=1}^{n}$. Let $\alpha$ be either a transcendental indeterminate over $\mathbb{F}$ with $D\alpha = 0$ or an integer. For each $j \in [n]$, let $y_j$ be a nonzero solution to the ordinary differential equation, $z_j \cdot Dy_j = \alpha \cdot y_j \cdot Dz_j$. Define $o$ to be the maximal number of the $y \equiv \{y_j\}_{j=1}^{n}$ which are linearly independent over constants. Then there exists a nonzero $o$th-order $\alpha$-resolvent, $\mathcal{R}$, of $P$ with terms in $\mathbb{Z}[e]_o[\alpha]$. Furthermore, no $\alpha$-resolvent of $P$ has order less than $o$.

**Remarks A.2.** This is [6, Theorem 16, page 39]. Theorem A.1 asserts a little more than the well-known result that there exists a linear ordinary differential equation of order $o$ which is satisfied by any set of $o$ functions which are linearly independent over constants. One has to work through the details that the terms of this linear ordinary differential equation lie in the desired differential ring.

**Theorem A.3.** Let $P(t) = \sum_{i=0}^{N} (-1)^{N-i} e_{N-i} \cdot t^i \in \mathbb{F}[t]$ be a polynomial of degree $N$ in $t$ over a $d$-field, $\mathbb{F}$, with $n$ distinct roots $\{z_j\}_{j=1}^{n}$. Then there exists an $o$th-order differential resolvent, $\varphi y \equiv \sum_{m=0}^{o} \sum_{i=0}^{m} R_{i,m} \cdot \alpha^m y = 0$, with $R_{i,m} \in \mathbb{Z}[e]_o$ and $R_{0,0} = 0$ for some $o \in [n]$ where $\Omega$ is defined to be $o(o - 1)/2 + 1$. Furthermore, $o$ may be chosen to equal the number of $\{y_j\}_{j=1}^{n}$ linearly independent over constants.

**Proof.** If $P(t) \equiv t^v \cdot P(t)$, where $P(t)$ has no zero roots, then $P$ and $P$ have the same differential coefficient field $\mathbb{Q}(e)$ and the same nonzero roots. The zero roots of $P$ satisfy the resolvent of $P$, since a resolvent is a homogeneous linear ordinary differential equation. So $P$ and $P$ have the same resolvent. So, henceforth, assume $v = 0$.

Write $P(t) = \prod_{i=1}^{n} (t - z_i)^{m_i}$.

Define

$$b_k \equiv (-1)^m \left| \frac{Dp_{m+i}}{p_{m+i}} \right| \left| \frac{m_{x,i} s_{m \leq n}}{l_{x,k} 0 \leq s_{m \leq n-1}} \right| \sum_{j=1}^{n} \pi_j \cdot z_j^{m-1} Dz_j \left| \frac{m_{x,i} l_{x} s_{m \leq n}}{l_{x,k} 0 \leq s_{m \leq n-1}} \right| \sum_{j=1}^{n} \pi_j \cdot z_j^{m+i} \left| \frac{m_{x,i} l_{x} s_{m \leq n}}{l_{x,k} 0 \leq s_{m \leq n-1}} \right|.$$  \hspace{1cm} (A.1)

By definition, $b_k \in \mathbb{Q}(e)$. Factoring the denominator and numerator yields

$$b_k = (-1)^m \left| \frac{\pi_j \cdot z_j^m}{m_{x,j}} \right| \left| \frac{z_j^{-1} \cdot Dz_j \cdot z_j^i}{j_{x,i} k, 0 \leq s_m \leq n-1} \right| \left| \frac{\pi_j \cdot z_j^m}{m_{x,j}} \right| \left| \frac{z_j^i}{j_{x,i} k, 0 \leq s_m \leq n-1} \right|.$$ \hspace{1cm} (A.2)
Thus $b_k$ is simply the Cramer’s rule solution of the system of $n$ linear equations
$Dz_j/z_j = \sum_{k=0}^{n-1} b_k \cdot z_j^k$ for each $j \in [n]$.

For any root $z$, define $B_{i1}(z) \equiv \sum_{k=0}^{n-1} b_k \cdot z^k$. Then $Dz^\alpha = \alpha \cdot z^\alpha \cdot (Dz/z) = \alpha \cdot z^\alpha \cdot B_{11}(z)$. So the hypothesis that $Dmz^\alpha/z^\alpha$ is a polynomial in $\alpha$ over $\mathbb{Q}(e)[z]$ of degree at most $m$ is true for $m = 1$. Assume that $Dmz^\alpha = z^\alpha \cdot \sum_{j=1}^{m} \alpha^j \cdot B_{i,j}(z)$, where $B_{i,m}(z) \in \mathbb{Q}(e)[z]$. Then $D\sum_{j=1}^{m} \alpha^j \cdot B_{i,j}(z) + z^\alpha \cdot \sum_{j=1}^{m} \alpha^j \cdot DB_{i,j}(z) = \alpha \cdot z^\alpha B_{1,1}(z) \cdot \sum_{j=1}^{m} \alpha^j \cdot B_{i,j}(z) + z^\alpha \cdot \sum_{j=1}^{m} \alpha^j \cdot DB_{i,j}(z) = z^\alpha \cdot \sum_{j=1}^{m+1} \alpha^j \cdot (B_{i,1}(z) \cdot B_{i-1,m}(z) + DB_{i,m}(z))$, where $B_{0,m}(z) \equiv 0$ for $m \in [n]$ and $B_{m+1,m}(z) \equiv 0$. So the hypothesis is true for all $m$.

Define $B_{0,0}(z) = 1$. Let $o$ denote the maximal number of $\{y_i\}_{i=1}^{n} = \{z_1^\alpha\}_{i=1}^{n}$ which are linearly independent over constants. Let $\{y_i\}_{i=1}^{o} = \{z_i^\alpha\}_{i=1}^{o}$ be linearly independent over constants. Each of the $\{z_i^\alpha\}_{i=1}^{o}$ clearly satisfies the linear ordinary differential equation
$\partial y = \left| Dmz^\alpha \cdot Dm \right|_{i \times m, 1 \leq i \leq o \atop 0 \leq m \leq o}$ \hspace{1cm} (A.3)

$= \left( \prod_{i=1}^{o} z_i^\alpha \right) \cdot \sum_{m=0}^{o} \sum_{l=0}^{m} \alpha^l \cdot B_{l,m}(z_i) \cdot Dm \equiv 0.$ \hspace{1cm} (A.4)

The remaining $\{z_i^\alpha\}_{i=1}^{n-o+1}$ also satisfy this linear ordinary differential equation because they are linear combinations of $\{z_i^\alpha\}_{i=1}^{o}$ over constants. The leading term of $\partial$ is
$W \equiv \left| Dmz^\alpha \right|_{i \times m, 1 \leq i \leq o \atop 0 \leq m \leq o-1}$ \hspace{1cm} (A.5)

$= \left( \prod_{i=1}^{o} z_i^\alpha \right) \cdot \sum_{m=0}^{o} \sum_{l=0}^{m} \alpha^l \cdot B_{l,m'}(z_i) \cdot Dm \equiv 0.$ \hspace{1cm} (A.6)

the Wronskian of $\partial$. Since the $\{z_i^\alpha\}_{i=1}^{o}$ are linearly independent over constants, $W \neq 0$. Let
$R_m \equiv \frac{\sum_{m=0}^{m'} \alpha^l \cdot B_{l,m'}(z_i)}{\sum_{m=0}^{m'} \alpha^l \cdot B_{l,m'}(z_i)}.$ \hspace{1cm} (A.7)

Then $\partial y/W = D_0 y + \sum_{m=0}^{a-1} R_m \cdot Dm y$ and $R_m \in \mathbb{Q}(e) (z_1, \ldots, z_o, \alpha)$. Since $R_m$ no longer involves the $\alpha$th power of $z$, we may apply each automorphism $\sigma$ in the Galois group $G$ of $P$ to this equation and sum the resulting equations to get $\hat{\mathbb{R}} \partial y / W = |G| \cdot D_0 y + \sum_{m=0}^{a-1} \hat{\mathbb{R}}_m \cdot Dm y$, where the terms $\hat{\mathbb{R}}_m$ of $\hat{\mathbb{R}}$ now lie in $\mathbb{Q}(e)(\alpha)$ since they are now fixed under the action of any element in $G$. Since $|G| \neq 0$, $\hat{\mathbb{R}}$ is not identically zero. So $\hat{\mathbb{R}}$ is a resolvent of $P$. Clearing denominators of $\hat{\mathbb{R}}$ yields an integral resolvent $\hat{\mathbb{R}}$ whose terms lie in $\mathbb{Z}[e]_o$. This proves Theorem A.1.

The resolvent $\hat{\mathbb{R}}$ is a rational function of $\alpha$. Because we have summed over all elements in the Galois group to get $\hat{\mathbb{R}}$, when we clear denominators to get $\mathbb{R}$ we will get a resolvent which will be a polynomial in $\alpha$ of degree much greater than the result desired in Theorem A.3. Therefore, we must try a different approach which is quite similar to the standard proof of the existence of a resolvent for an irreducible polynomial which uses the existence of a basis for any vector space over $\mathbb{Q}(e)(\alpha)$. 

Write \( \sum_{\alpha=0}^{\mu} \alpha^t \cdot B_{i,m}(z) = \sum_{k=0}^{n-1} z^k \cdot E_{m,k} \), where \( E_{m,k} \in \mathbb{Q}(\varepsilon)[\alpha] \), \( E_{0,k} = 1 \), for all \( k \in [n-1]_0 \). Let the first \( r \) rows of the \( n \times (n+1) \) matrix \([E_{m,k}]_{m \times k \atop 0 \leq m \leq n \atop 0 \leq k \leq n-1}\) be linearly independent over \( \mathbb{Q}(\varepsilon)(\alpha) \) and let the first \( r + 1 \) rows be dependent. Note that the condition that \( E_{0,k} = 1 \), for all \( k \in [n-1]_0 \), guarantees that \( r > 0 \). So the \((r+1) \times (n+1)\) submatrix \([E_{m,k}]_{m \times k \atop 0 \leq m \leq r \atop 0 \leq k \leq n-1}\) has rank \( r \). Then this submatrix has an \( r \times r \) submatrix \( E = [E_{m,k}]_{0 \leq m \leq r \atop 0 \leq k \leq n-1} \) for some subset \( K \subset [n-1]_0 \) such that \( \det E \neq 0 \). Hence,

\[
\begin{align*}
\mathcal{S} y &= \sum_{m=0}^{r} \left| E_{m',k'} \right|_{0 \leq m' \leq r, m' \neq m} (-1)^m \cdot D^m y \\
&= \sum_{m=0}^{r} \sum_{k=0}^{n-1} z^k \left| E_{m',k'} \right|_{0 \leq m' \leq r, m' \neq m} (-1)^m \cdot E_{m,k} \\
&= \sum_{k=0}^{n-1} z^k \sum_{m=0}^{r} \left| E_{m',k'} \right|_{0 \leq m' \leq r, m' \neq m} (-1)^m \cdot E_{m,k} = \sum_{k=0}^{n-1} z^k \cdot \left| E_{m,k} \right|_{m \times k' \atop 0 \leq m \leq r \atop 0 \leq k' \leq n-1}.
\end{align*}
\]

(A.8)

But the \((r+1) \times (r+1)\) determinant \( \left| E_{m,k} \right|_{m \times k' \atop 0 \leq m \leq r \atop 0 \leq k' \leq n-1} \) is not zero since \( [E_{m,k}]_{m \times k \atop 0 \leq m \leq r \atop 0 \leq k \leq n-1} \) has rank \( r \). So \( \mathcal{S} y = 0 \). Since the leading term of \( \mathcal{S} \) is \( \det E \neq 0 \), and since \( \left| E_{m',k'} \right|_{0 \leq m' \leq r, m' \neq m} \in \mathbb{Q}(\varepsilon)[\alpha] \), \( \mathcal{S} \) is a resolvent.

Since \( \deg_\alpha E_{m,k} \leq m \), it follows that \( \deg_\alpha \left| E_{m',k'} \right|_{0 \leq m' \leq r, m' \neq m} \leq \sum_{k'=K}^{r} i - m = r \cdot (r + 1)/2 - m \). Since \( B_{0,m'}(z) \equiv 0 \) for each \( m' \in [n] \), \( \alpha \) divides \( E_{m',k'} \) for each \( m' \in [n] \) and each \( k' \in K \). So, for each \( m \in [r] \), we can factor \( \alpha \) out of the \( m' \)th row of \( \left| E_{m',k'} \right|_{0 \leq m' \leq r \atop m' \neq m} \) for each \( m' \in [r] \), \( m' \neq m \). Thus we can factor \( \alpha^{r-1} \) out of \( \left| E_{m',k'} \right|_{0 \leq m' \leq r \atop m' \neq m} \). By a similar reasoning, we can factor \( \alpha^{r} \) out of \( \left| E_{m',k'} \right|_{m' \in [r] \atop k' \in K} \), the coefficient of \( y \) in \( \mathcal{S} y \). Thus the resolvent \( \varphi \equiv \alpha^{-(r-1)} \cdot \mathcal{S} \) has the form

\[
\varphi y = \sum_{m=0}^{r} \sum_{i=0}^{\Omega-m} R_{i,m} \cdot \alpha^i D^m y, \tag{A.9}
\]

where \( \Omega \equiv r \cdot (r + 1)/2 - (r - 1) = r \cdot (r - 1)/2 + 1 \). This proves Theorem A.3. \( \square \)

**Remarks A.4.** Theorem A.3 is [6, Theorem 37, page 67]. We used the letter \( B \) to suggest base field. Referees at several other journals suggested using the left greatest common divisors of the differential resolvents of the irreducible factors of \( P \) to prove Theorem A.3. However, even for an irreducible polynomial, one would still have to go through the steps in this proof to get the bounds on the degree in \( \alpha \). A greater complication is proving that the resulting linear ordinary differential equation is in fact a resolvent of \( P \). The resolvents of the irreducible factors of \( P \) lie in the differential coefficient fields of the individual factors. But it is very difficult to prove that the terms of some combination of these resolvents lie in the differential coefficient field of the original polynomial \( P \).
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Thinking about nonlinearity in engineering areas, up to the 70s, was focused on intentionally built nonlinear parts in order to improve the operational characteristics of a device or system. Keying, saturation, hysteretic phenomena, and dead zones were added to existing devices increasing their behavior diversity and precision. In this context, an intrinsic nonlinearity was treated just as a linear approximation, around equilibrium points.

Inspired on the rediscovering of the richness of nonlinear and chaotic phenomena, engineers started using analytical tools from “Qualitative Theory of Differential Equations,” allowing more precise analysis and synthesis, in order to produce new vital products and services. Bifurcation theory, dynamical systems and chaos started to be part of the mandatory set of tools for design engineers.

This proposed special edition of the Mathematical Problems in Engineering aims to provide a picture of the importance of the bifurcation theory, relating it with nonlinear and chaotic dynamics for natural and engineered systems. Ideas of how this dynamics can be captured through precisely tailored real and numerical experiments and understanding by the combination of specific tools that associate dynamical system theory and geometric tools in a very clever, sophisticated, and at the same time simple and unique analytical environment are the subject of this issue, allowing new methods to design high-precision devices and equipment.
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