Weighted $L^p$-type regularity estimates for nonlinear parabolic equations with Orlicz growth
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Abstract. In this paper we obtain the following weighted $L^p$-type regularity estimates

$$B(|f|) \in L^q(v,v+T;L^q_w(\Omega)) \quad \text{locally} \Rightarrow B(|\nabla u|) \in L^q(v,v+T;L^q_w(\Omega)) \quad \text{locally}$$

for any $q > 1$ of weak solutions for non-homogeneous nonlinear parabolic equations with Orlicz growth

$$u_t - \text{div} \left( a \left( (A \nabla u \cdot \nabla u)^{1/2} \right) A \nabla u \right) = \text{div} (a(|f|) f)$$

under some proper assumptions on the functions $a,w,A$ and $f$, where $B(t) = \int_0^t \tau a(\tau) d\tau$ for $t \geq 0$. Moreover, we remark that two natural examples of functions $a(t)$ are

$$a(t) = t^{p-2} \quad (p\text{-Laplace equation}) \quad \text{and} \quad a(t) = t^{p-2} \log^a (1+t) \quad \text{for} \ a > 0.$$ 

Moreover, our results improve the known results for such equations.
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1 Introduction

This paper is concerned with the local weighted $L^p$-type gradient estimates for weak solutions of the following non-homogeneous nonlinear parabolic equations with Orlicz growth

$$u_t - \text{div} \left( a \left( (A \nabla u \cdot \nabla u)^{1/2} \right) A \nabla u \right) = \text{div} (a(|f|) f) \quad \text{in} \ \Omega_T := \Omega \times (v,v+T),$$

where $v \in \mathbb{R}$, $\Omega$ is an open bounded domain in $\mathbb{R}^n$, the vector valued function $f = (f_1, \ldots, f_n)$ and $a : (0,\infty) \to (0,\infty) \in C^1 (0,\infty)$ satisfies

$$0 \leq i_a := \inf_{t > 0} \frac{t a'(t)}{a(t)} \leq \sup_{t > 0} \frac{t a'(t)}{a(t)} :=: s_a < \infty.$$  
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Here, \( A(x,t) = \{a_{ij}(x,t)\}_{n \times n} \) is a symmetric matrix with measurable coefficients satisfying the uniformly parabolic condition
\[
\Lambda^{-1}|\xi|^2 \leq A(x,t)\xi \cdot \xi \leq \Lambda|\xi|^2
\]  
for all \( \xi \in \mathbb{R}^n \), almost every \((x,t) \in \mathbb{R}^n \times \mathbb{R}\) and some positive constant \( \Lambda \). Especially when \( a(t) = t^{p-2} \), then \( 2 + l_a = 2 + s_a = p \) and (1.1) is reduced to the classical parabolic \( p \)-Laplace equations
\[
u_t - \text{div} \left( (A\nabla u \cdot \nabla u)^{\frac{p-2}{2}} A\nabla u \right) = \text{div} \left( |f|^{p-2} f \right) .
\]  
Define
\[
g(t) = ta(t) \quad \text{and} \quad B(t) = \int_0^t g(\tau) \, d\tau = \int_0^t \tau a(\tau) \, d\tau \quad \text{for} \ t \geq 0.
\]  
Then (1.2) implies that
\[
g(t) \text{ is strictly increasing and continuous over } [0, +\infty),
\]  
and
\[
B(t) \text{ is increasing over } [0, +\infty) \text{ and strictly convex with } B(0) = 0.
\]  
There are two simple examples satisfying the given condition (1.2)
\[
a(t) = t^{p-2} \quad \text{and} \quad a(t) = t^{p-2} \log^\alpha (1 + t) \quad \text{for any } p \geq 2 \text{ and any } \alpha > 0.
\]  
Additionally, another general and interesting example satisfying (1.2) is related to \((p,q)\)-growth condition which is given by appropriate gluing of the monomials (see page 600 in [7] and page 314 in [37]).

Different from the elliptic \( p \)-Laplace equation
\[
\text{div} \left( (A\nabla u \cdot \nabla u)^{\frac{p-2}{2}} A\nabla u \right) = \text{div} \left( |f|^{p-2} f \right) \quad \text{in } \Omega,
\]  
the solution in the \( p \)-parabolic setting (1.4) is no longer invariant under multiplication by a constant, which is one of the most difficulties (see [12]). More precisely, it is slightly difficult to use maximal operators, which are typically used in the elliptic cases (see [22]). First of all, Kinnunen and Lewis [36] established the following Gehring’s reverse Hölder inequality
\[
\nabla u \in L^{p+\epsilon}_{\text{loc}}(\Omega_T) \quad \text{for some small } \epsilon > 0
\]  
for weak solutions of (1.4), which implies the local higher integrability of the gradient. In their article they overcome the difficulties in using normalization and scaling methods by choosing the irregular cylinders whose side lengths depend on the function. Meanwhile, Misawa [42] obtained \( L^q \) \((q \geq p)\) estimates for gradients for evoluntary \( p \)-Laplacian equations/systems (1.4) with discontinuous coefficients and external force given by the divergence of BMO-functions. Subsequently, Acerbi & Mingione [1] invented a new covering/iteration argument to prove the sharp local \( L^q \) \((q \geq p)\) estimates
\[
|f|^p \in L^q_{\text{loc}}(\Omega_T) \Rightarrow |\nabla u|^p \in L^q_{\text{loc}}(\Omega_T) \quad \text{for any } q \geq 1.
\]
with
\[
\int_{Q_r} |\nabla u|^{pq} \, dz \leq C \left[ \left( \int_{Q_{2r}} |\nabla u|^{pq} \, dz \right)^q + \int_{Q_{2r}} |f|^{pq} + 1 \, dz \right]^{p/2},
\]  
where the parabolic cylinder \( Q_{2r} = B_{2r} \times (-4r^2, 4r^2] \subset \Omega_T \), for weak solutions of the parabolic \( p \)-Laplace equations/systems (1.4) with small BMO coefficients. Furthermore, Byun, Ok & Ryu [17] obtained the global \( L^q \) \((q \geq p)\) estimates
\[
f \in L^q(\Omega_T) \Rightarrow \nabla u \in L^q(\Omega_T) \quad \text{for any } q \geq p
\]
for weak solutions of the following general parabolic \( p \)-Laplace equations
\[
u_t - \text{div} \, a(Du, x, t) = \text{div} \, (|f|^{p-2} f).
\]  
(1.10)

The corresponding Hölder estimates for (1.4) and (1.10) can be found in the book [29]. On the other hand, the corresponding \( L^p \)-type estimates and Hölder estimates for the parabolic \( p(x, t) \)-Laplacian equations are also developed by [6,10]. In addition, some authors [5,13] have researched the Calderón–Zygmund estimates in the setting of Lorentz spaces
\[
|f|^p \in L^{q,\gamma} \Rightarrow |\nabla u|^p \in L^{q,\gamma} \quad \text{for any } 1 < \gamma < \infty \text{ and } 0 < q \leq \infty
\]  
(1.11)
for degenerate parabolic equations/systems (1.4). Most recently, there are also many research results [9,11,16,19,20,25,33,35] on the study of various kinds of regularity estimates for weak solutions of the parabolic equations of \( p \)-Laplacian type.

The following non-homogeneous nonlinear elliptic equations with Orlicz growth which is first introduced by Lieberman [37]
\[
\text{div} \, (a(|\nabla u|) \nabla u) = f \quad \text{in } \Omega
\]  
(1.12)
can be seen as the most natural generalization of the elliptic \( p \)-Laplace equations. Afterward, Cianchi & Maz’ya [26–28] have investigated the global Lipschitz regularity and sharp estimates for (1.12) with the condition (1.2). Moreover, Diening, Stroffolini & Verde [32] obtained the \( \phi \)-harmonic approximation lemma for the gradient of solutions to (1.12) with the condition (1.2) and \( f = 0 \). Lately, we [48] established the following local \( L^q \) estimates
\[
B(|f|) \in L^q_{loc} \Rightarrow B(|\nabla u|) \in L^q_{loc} \quad \text{for any } q > 1
\]
for weak solutions of
\[
\text{div} \, (a(|\nabla u|) \nabla u) = \text{div} \, (a(|f|) f) \quad \text{in } \Omega.
\]  
(1.13)
Additionally, the global gradient estimates in Orlicz spaces for weak solutions of (1.13) in a Reifenberg domain have been developed by Byun and Cho [15]. Recently, Beck & Mingione [8] also proved the local Lipschitz regularity of weak solutions for nonuniformly elliptic variational problems, which satisfies the condition (1.2) or the fast, exponential-type growth conditions. Meanwhile, Baasandorj, Byun & Oh [4] discussed the Calderón–Zygmund type estimates for non-uniformly elliptic equations of generalized double phase type in divergence form. A more detailed research progress on (1.12) can be found in the paper [41]. Just like the difference between the elliptic and parabolic quasilinear \( p \)-Laplace equations, it is much more difficult to deal with the parabolic case (1.1) than the corresponding elliptic case (1.13).
Recently, Diening, Scharle and Schwarzacher [31] obtained the interior Lipschitz regularity for weak solutions of
\[ u_t - \text{div} \left( a \left( |\nabla u| \right) \nabla u \right) = \text{div} \left( a \left( |f| \right) f \right). \]  

(1.14)

Subsequently, we [46, 47] established the local Calderón–Zygmund estimates in the setting of Sobolev spaces and Lorentz spaces for weak solutions of (1.14). Moreover, many authors [14, 38] also studied the regularity estimates of weak solutions for the parabolic case (1.14). In recent years, there are many research activities on the weighted \( L^p \)-type estimates for the nonlinear elliptic equations [21, 23, 39, 40, 45] and the nonlinear parabolic cases [3, 18, 49].

The purpose of this paper is to investigate the local weighted \( L^p \)-type regularity estimates for weak solutions of (1.1).

Let \( Q(\theta, \rho) = B_\rho \times (-\theta, \theta) \) be a centered parabolic cylinder. Especially when \( \theta = \rho^2 \), we denote \( Q_\rho = Q(\rho^2, \rho) \). Throughout this paper we assume that the coefficients of \( A = \{a_{ij}\} \) are in parabolic BMO spaces and their parabolic semi-norm are small enough. More precisely, we have the following definition.

**Definition 1.1 (Small BMO coefficients).** We say that the matrix \( A \) of coefficients is \((\delta, R)\)-vanishing if
\[
\sup_{Q_\rho \subset \mathbb{R}^n \times 
\begin{align*}
A(\xi) - \overline{A}_{Q_\rho}(\theta, \rho) \leq \delta
\end{align*}
\]

for \( \rho \leq R \) and \( \theta \leq R^2 \), where \( z = (x, t) \) and \( \zeta = (y, s) \in \mathbb{R}^n \times \mathbb{R} \).

As usual, the solutions of (1.1) are taken in a weak sense. We now state the definition of weak solutions.

**Definition 1.2.** Assume that \( f \in L^B_{\text{loc}}(\Omega_T) \) (see Definition 2.4). A function \( u \in L^\infty_{\text{loc}}(\nu, \nu + T; L^2_{\text{loc}}(\Omega)) \cap L^2_{\text{loc}}(\nu, \nu + T; W^{1, B}_{\text{loc}}(\Omega)) \) is a local weak solution of (1.1) if for any compact subset \( K \) of \( \Omega \) and for any subinterval \([t_1, t_2]\) of \((\nu, \nu + T)\) we have
\[
\int_K u \varphi \, dx \bigg|_{t_1}^{t_2} + \int_{t_1}^{t_2} \int_K \left\{ -u \varphi_t + a \left( (A \nabla u \cdot \nabla u) \right) \right\} A \nabla u \cdot \nabla \varphi \, dx \, dt = -\int_{t_1}^{t_2} \int_K a (|f|) f \cdot \nabla \varphi \, dx \, dt
\]

for any \( \varphi \in L^\infty_{\text{loc}}(\nu, \nu + T; L^2(K)) \cap L^2_{\text{loc}}(\nu, \nu + T; W^{1, B}_{\text{loc}}(K)) \).

For convenience of the readers, we shall now give some definitions and properties on the weighted Lebesgue spaces (see [43, 44]).

**Definition 1.3.** We call the positive function \( w(x) \in L^1_{\text{loc}}(\mathbb{R}^n) \) belongs to the class of the reverse Hölder weights \( A_q \) for some \( q > 1 \) if
\[
\left( \int_{B_r} w(x) \, dx \right) \left( \int_{B_r} w(x)^{\frac{1}{q-1}} \, dx \right)^{q-1} \leq C
\]

for any ball \( B_r \subset \mathbb{R}^n \) and some constant \( C > 0 \). Moreover, we denote
\[
A_\infty := \bigcup_{1 < q < \infty} A_q \quad \text{and} \quad w(B_r) := \int_{B_r} w(x) \, dx.
\]

Furthermore, the corresponding weighted Lebesgue space \( L^p_w(B_r) \) for any \( p \geq 1 \) consists of all functions \( h \) which satisfy
\[
\|h\|_{L^p_w(B_r)} := \left( \int_{B_r} |h|^p w(x) \, dx \right)^{1/p} < \infty.
\]
Now we are in a position to state the main result of this paper. Here we remark that just like in [49], the occurrence of the assumption $B((|\nabla u|) \in L^{1+\varepsilon}(v_v + T; L^{l+\varepsilon}_{\text{loc}}(\Omega))$ locally is essentially due to the presence of the weight function $w$.

**Theorem 1.4.** Assume that $w(x) \in A_q$ for some $q > 1$. Let $u$ be a local weak solution of (1.1) in $\Omega_T$ with $Q_T \subset \Omega_T$. Then for every $\varepsilon \in (0, q - 1)$ there exists a small $\delta = \delta(n, w, l_v, s_v, \varepsilon, R, \Lambda) > 0$ so that for each uniformly parabolic and $(\delta, R)$-vanishing $A$, and for all $f$ with $B(|f|) \in L^q(v_v + T; L^q_{\text{loc}}(\Omega))$ locally, if $B((|\nabla u|) \in L^{l+\varepsilon}(v_v + T; L^{l+\varepsilon}_{\text{loc}}(\Omega))$ locally, then we have $B((|\nabla u|) \in L^q(v_v + T; L^q_{\text{loc}}(\Omega))$ locally with the following estimate

$$
\left(\int_{Q_1} |B(|\nabla u|)|^q \, w(x) \, dz\right)^{\frac{1}{q}} \leq C \left[\left\{\int_{Q_2} |B(|\nabla u|)|^{1+\varepsilon} \, w(x) \, dz\right\}^{\frac{1+\varepsilon}{\varepsilon}} + \left\{\int_{Q_2} |B(|f|)|^q \, w(x) \, dz\right\}^{\frac{1}{q}} + 1\right]^\frac{\delta(2+\varepsilon)}{2},
$$

where the constant $C$ is independent of $u$ and $f$.

### 2 Proof of the main result

This section is devoted to the proof of the main result stated in Theorem 1.4. For convenience of the readers, we recall some definitions and conclusions on the properties of the general Orlicz spaces.

**Definition 2.1.** A function $B: [0, +\infty) \to [0, +\infty)$ is said to be a Young function if it is convex and $B(0) = 0$. Then a Young function $B$ is called an $N$-function if

$$
0 < B(t) < \infty \quad \text{for} \quad t > 0 \quad \text{and} \quad \lim_{t \to +\infty} \frac{B(t)}{t} = \lim_{t \to 0^+} \frac{t}{B(t)} = +\infty. \quad (2.1)
$$

Moreover, we call a Young function $B$ satisfies the global $\Delta_2$ condition, denoted by $B \in \Delta_2$, if there exists a positive constant $K$ such that

$$
B(2t) \leq KB(t) \quad \text{for every} \quad t > 0. \quad (2.2)
$$

Furthermore, an $N$-function $B$ is said to satisfy the global $\nabla_2$ condition, denoted by $B \in \nabla_2$, if there exists a number $\theta > 1$ such that

$$
B(t) \leq \frac{B(\theta t)}{2\theta} \quad \text{for every} \quad t > 0. \quad (2.3)
$$

**Remark 2.2.** For example,

1. $G_1(t) = (1 + t) \log(1 + t) - t \in \Delta_2$, but $G_1(t) \notin \nabla_2$.
2. $G_2(t) = e^t - t - 1 \in \nabla_2$, but $G_2(t) \notin \Delta_2$.
3. $G_3(t) = t^p \log(1 + t) \in \Delta_2 \cap \nabla_2$ for $p > 1$.

Actually, it is easy to check that a Young function $B \in \Delta_2 \cap \nabla_2$ if and only if

$$
A_1 \left(\frac{s}{t}\right)^{\beta_2} \leq B(s) \leq B(t) \leq A_2 \left(\frac{s}{t}\right)^{\beta_1} \quad (2.4)
$$

for some constants $A_2 \geq A_1 > 0$, $\beta_1 \geq \beta_2 > 1$ and any $0 < t \leq s$. 


Lemma 2.3. If $B$ is an $N$-function, then $B$ satisfies the following Young’s inequality
\[ st \leq \tilde{B}(s) + B(t) \quad \text{for any } s, t \geq 0. \tag{2.5} \]
Additionally, if $B \in \nabla_2 \cap \Delta_2$, then we obtain the following Young’s inequality with $e$
\[ st \leq e \tilde{B}(s) + C(e)B(t) \quad \text{for any } s, t \geq 0 \quad \text{and} \quad e > 0. \tag{2.6} \]

Definition 2.4. If $B$ is an $N$-function, then the Orlicz class $K^B(\Omega)$ consists of all measurable functions $g : \Omega \to \mathbb{R}$ satisfying
\[ \int_{\Omega} B(|g|) \, dx < \infty. \]
Also, the Orlicz space $L^B(\Omega)$ is the linear hull of $K^B(\Omega)$ endowed with the Luxemburg norm
\[ \|g\|_{L^B(\Omega)} := \inf \left\{ k > 0 : \int_{\Omega} B \left( \frac{|g(x)|}{k} \right) \, dx \leq 1 \right\}. \]
On the other hand, the Orlicz–Sobolev space $W^{1,b}(\Omega) := \{ g \in L^B(\Omega) \mid \nabla g \in L^B(\Omega) \}$, endowed with the norm $\| g \|_{W^{1,b}(\Omega)} := \| g \|_{L^B(\Omega)} + \| \nabla g \|_{L^B(\Omega)}$.

Remark 2.5. In general, $K^B(\Omega) \subset L^B(\Omega)$ (see [2, Chapter 8]). But when $B \in \Delta_2$, $K^B(\Omega) = L^B(\Omega)$.

We first state the following properties on the functions $a(t)$ and $B(t)$ described above.

Lemma 2.6 (see [26, Proposition 2.9] and [48, Lemma 1.9]). If $a(t)$ satisfies (1.2) and $B(t)$ is defined in (1.5), then we have
1. $B(t)$ is strictly convex $N$-function and
   \[ \tilde{B} \left( b(t) \right) \leq C_0 B(t) \quad \text{for } t \geq 0 \quad \text{and some constant } C_0 > 0. \]
2. $B(t) \in \Delta_2 \cap \nabla_2$ with the estimate
   \[ A_1 \left( \frac{s}{t} \right)^{2+s_i} \leq \frac{B(s)}{B(t)} \leq A_2 \left( \frac{s}{t} \right)^{2+s_i} \quad \text{for any } 0 < t \leq s. \tag{2.7} \]
3. $a(t)^{\theta s_i} \leq a(\theta t)^{\theta s_i}$ for any $t > 0$ and $\theta \geq 1$.

We continue to require certain properties of the functions $a(t)$ and $B(t)$, whose proofs can be found in Lemma 3 of [30] and Lemma 2.4 and Remark 2.5 of [48].

Lemma 2.7. If $a(t)$ satisfies (1.2), $A(x, t)$ satisfies (1.3) and $B(t)$ is defined in (1.5), then for any $\xi, \eta \in \mathbb{R}^n$ we have
\[ a \left( (A\xi \cdot \xi)^{\frac{1}{2}} \right) A\xi \cdot \xi \geq C(i_s, s_a, \Lambda)B \left( |\xi| \right) \tag{2.8} \]
and
\[ a \left( (A\xi \cdot \xi)^{\frac{1}{2}} \right) A\xi - a \left( (A\eta \cdot \eta)^{\frac{1}{2}} \right) A\eta \cdot (\xi - \eta) \geq C(i_s, s_a, \Lambda)B \left( |\xi - \eta| \right). \tag{2.9} \]
Moreover, we first give the following $L^1$ estimate of weak solutions.
Lemma 2.8. Assume that $u$ is a local weak solution of (1.1) in $\Omega_T$ with $Q_2 \subset \Omega_T$ and (1.2). Then we have
\[
\int_{Q_1} B(|\nabla u|) \, dz \leq C \int_{Q_2} B(|u|) + B(|f|) + 1 \, dz. \tag{2.10}
\]

Proof. We may as well select the test function $\varphi = \zeta u$, which may be justified via Steklov average just like Remark 2.2 in [17], where $\zeta \in C_0^\infty(\mathbb{R}^{n+1})$ is a cut-off function satisfying $0 \leq \zeta \leq 1$, $\zeta \equiv 1$ in $Q_1$ and $\zeta \equiv 0$ in $\mathbb{R}^{n+1}/Q_2$.

Then by Definition 1.2, after a direct calculation we show the resulting expression as
\[
I_1 + I_2 = I_3 + I_4,
\]
where
\[
\begin{align*}
I_1 &= \frac{1}{2} \int_{B_2} |u(x,t)|^2 \zeta(x,t) \, dx \bigg|_{t=-\frac{1}{4}}^{t=\frac{1}{4}} = 0, \\
I_2 &= \int_{Q_2} \zeta a \left( (A\nabla u \cdot \nabla u)^{\frac{1}{2}} \right) A\nabla u \cdot \nabla u \, dz, \\
I_3 &= \frac{1}{2} \int_{Q_2} \zeta u^2 \, dz - \int_{Q_2} u a \left( (A\nabla u \cdot \nabla u)^{\frac{1}{2}} \right) A\nabla u \cdot \nabla \zeta \, dz, \\
I_4 &= -\int_{Q_2} \zeta a (|f|) f \cdot \nabla u + u a (|f|) f \cdot \nabla \zeta \, dz.
\end{align*}
\]

Estimate of $I_2$. It follows from (2.8) and the definition of $\zeta$ that
\[
I_2 \geq C \int_{Q_2} \zeta B(|\nabla u|) \, dz \geq C \int_{Q_1} B(|\nabla u|) \, dz.
\]

Estimate of $I_3$. According to Lemma 2.3 and Lemma 2.6 (1), we conclude that
\[
|I_3| \leq C \int_{Q_2} a (|\nabla u|) |\nabla u| |u| + |u|^2 \, dz \\
\leq \frac{\tau}{C_0} \int_{Q_2} \tilde{B} (a (|\nabla u|) |\nabla u|) \, dz + C(\tau) \int_{Q_2} B(|u|) + |u|^2 \, dz \\
\leq \tau \int_{Q_2} B(|\nabla u|) \, dz + C(\tau) \int_{Q_2} B(|u|) + 1 \, dz \quad \text{for any } \tau > 0,
\]
where we have used the following inequality
\[
B(\lambda) \geq A_1 \lambda^{2+i} B(1) \geq A_1 B(1) \lambda^2 \quad \text{for } \lambda \geq 1 \tag{2.11}
\]
by Lemma 2.6 (2) and the fact that $i_a \geq 0$.

Estimate of $I_4$. Similarly to the estimate of $I_3$, we have
\[
|I_4| \leq \int_{Q_2} a (|f|) |f| |\nabla u| + a (|f|) |f| |u| \, dz \\
\leq \tau \int_{Q_2} B(|\nabla u|) \, dz + C(\tau) \int_{Q_2} B(|f|) + B(|u|) \, dz \quad \text{for any } \tau > 0.
\]

Now we combine all the estimates of $I_i$ ($1 \leq i \leq 4$) to deduce that
\[
C \int_{Q_1} B(|\nabla u|) \, dz \leq 2\tau \int_{Q_2} B(|\nabla u|) \, dz + C(\tau) \int_{Q_2} B(|f|) + B(|u|) + 1 \, dz.
\]
Selecting $\tau$ small enough and removing the above right-hand side first integral by a covering and iteration argument (see Lemma 4.1 of Chapter 2 in [24] or Lemma 2.1 of Chapter 3 in [34]), we finish the proof. \qed
Next, we shall give some lemmas on the properties of $A_q$ weight.

**Lemma 2.9** (see [18, 39, 44]). Assume that $w \in A_q$ for some $q > 1$. Then there exists a small positive constant $\alpha \in (0, 1)$ such that

$$C_1 \left( \frac{|B_r|}{|B_R|} \right)^q \leq \frac{w(B_r)}{w(B_R)} \leq C_2 \left( \frac{|B_r|}{|B_R|} \right)^{\alpha}$$

for any balls $B_r \subset B_R \subset \mathbb{R}^n$ and some constants $C_1, C_2 > 0$.

**Remark 2.10.** We remark that $A_{p_1} \subset A_p$ for any $1 < p_1 \leq p < \infty$ (see page 195 in [43]).

Now we recall the following self-improved property and reverse Hölder’s inequality.

**Lemma 2.11** (see [43, 44]). Assume $w \in A_q$ for some $q > 1$. Then there exist two constants $q_1 \in (1, q)$ and $\epsilon_0 > 0$, depending only on $n, q$ and $\epsilon$ such that

$$w \in A_{q_1} \quad \text{and} \quad \left\{ \int_{B_r} w^{1+\epsilon_0}(x) \, dx \right\}^{\frac{1}{1+\epsilon_0}} \leq C \int_{B_r} w(x) \, dx.$$

The following is the measure theory of the weighted Lebesgue spaces.

**Lemma 2.12.** If $w(x) \in A_q$ for some $q > 1$ and $g \in L_w^n(\mathbb{R}^{n+1})$, then for any $q > \beta > 1$ we have

$$\int_{\mathbb{R}^{n+1}} |g(z)|^q w(x) \, dx \, dt = q \int_0^{+\infty} \lambda^{q-1} \int_{\{z \in \mathbb{R}^{n+1} : |g| > \lambda\}} w(x) \, dx \, dt \, d\lambda$$

$$= (q - \beta) \int_0^{+\infty} \lambda^{q-\beta-1} \int_{\{z \in \mathbb{R}^{n+1} : |g| > \lambda\}} |g|^\beta w(x) \, dx \, dt \, d\lambda.$$

**Proof.** Using Fubini’s lemma, we conclude that

$$\int_{\mathbb{R}^{n+1}} |g(z)|^q w(x) \, dx \, dt = \int_{\mathbb{R}^{n+1}} \left[ q \int_0^{+\infty} \lambda^{q-1} \, d\lambda \right] w(x) \, dx \, dt$$

$$= \int_{\mathbb{R}^{n+1}} \left[ q \int_0^{+\infty} \lambda^{q-1} \chi_{\{z \in \mathbb{R}^{n+1} : |g| > \lambda\}} \, d\lambda \right] w(x) \, dx \, dt$$

$$= q \int_0^{+\infty} \lambda^{q-1} \int_{\mathbb{R}^{n+1}} \chi_{\{z \in \mathbb{R}^{n+1} : |g| > \lambda\}} w(x) \, dx \, dt \, d\lambda$$

$$= q \int_0^{+\infty} \lambda^{q-1} \int_{\{z \in \mathbb{R}^{n+1} : |g| > \lambda\}} w(x) \, dx \, dt \, d\lambda.$$

On the other hand, we apply Fubini’s lemma to obtain that

$$(q - \beta) \int_0^{+\infty} \lambda^{q-\beta-1} \int_{\{z \in \mathbb{R}^{n+1} : |g| > \lambda\}} |g|^\beta w(x) \, dx \, dt \, d\lambda$$

$$= (q - \beta) \int_0^{+\infty} \lambda^{q-\beta-1} \int_{\mathbb{R}^{n+1}} |g|^\beta \chi_{\{z \in \mathbb{R}^{n+1} : |g| > \lambda\}} w(x) \, dx \, dt \, d\lambda$$

$$= (q - \beta) \int_{\mathbb{R}^{n+1}} \int_0^{+\infty} \lambda^{q-\beta-1} |g|^\beta \chi_{\{z \in \mathbb{R}^{n+1} : |g| > \lambda\}} w(x) \, dx \, d\lambda \, d\lambda$$

$$= \int_{\mathbb{R}^{n+1}} |g|^\beta \left( (q - \beta) \int_0^{+\infty} \lambda^{q-\beta-1} \, d\lambda \right) w(x) \, dx \, dt$$

$$= \int_{\mathbb{R}^{n+1}} |g|^\beta |g|^{q-\beta} w(x) \, dx \, dt = \int_{\mathbb{R}^{n+1}} |g|^q w(x) \, dx \, dt.$$

Thus, we finish the proof. \qed
Next, we shall need the following important iteration-covering lemma, in which we will divide the domain into several small parts.

**Lemma 2.13.** Given \( \lambda \geq \lambda_* := \frac{\pi^{q_0+2}}{\min\{\sqrt{\lambda_1 B(1)}, 1\}} \lambda_0 \), where

\[
\lambda_0^2 := \left\{ \frac{1}{w(B_2)} \int_{Q_2} [B(|\nabla u|)]^{q_0} w(x) dx \right\}^{\frac{1}{q_0}} + \frac{1}{\delta} \left\{ \frac{1}{w(B_2)} \int_{Q_2} [B(|f|)]^{q_0} w(x) dx \right\}^{\frac{1}{q_0}} + 1 \tag{2.12}
\]

and \( q_0 = 1 + \epsilon \) with \( \epsilon \in (0, q - 1) \), there exist a family of disjoint cylinders \( \{Q_i^0\}_{i \in \mathbb{N}} \) with

\[
Q_i^0 := Q_{z_i} \left( \frac{\lambda^2}{B(\lambda)} \rho_i^2, \rho_i \right),
\]

where \( z_i = (x_i, t_i) \in E(Q_1, \lambda) := \{ z \in Q_1 : B(|\nabla u|) > B(\lambda) \} \) and \( 0 < \rho_i = \rho(z_i) \leq 1/10 \) such that

1. \( J[Q_i^0] = J \left[ Q_{z_i} \left( \frac{\lambda^2}{B(\lambda)} \rho_i^2, \rho_i \right) \right] = B(\lambda), \)

where

\[
J[Q(\theta, \rho)] := \left\{ \frac{1}{2\theta w(B_\rho)} \int_{Q(\theta, \rho)} [B(|\nabla u|)]^{q_0} w(x) dx \right\}^{\frac{1}{q_0}} + \frac{1}{\delta} \left\{ \frac{1}{2\theta w(B_\rho)} \int_{Q(\theta, \rho)} [B(|f|)]^{q_0} w(x) dx \right\}^{\frac{1}{q_0}}.
\]

2. \( J[Q_i] = J[5jQ_i^0] = J \left[ Q_{z_i} \left( 25j^2 \frac{\lambda^2}{B(\lambda)} \rho_i^2, 5j\rho_i \right) \right] < B(\lambda) \) for \( j = 1, 2, \)

where \( Q_i^j = 5jQ_i^0 = Q_{z_i} \left( 25j^2 \frac{\lambda^2}{B(\lambda)} \rho_i^2, 5j\rho_i \right). \)

3. \( E(Q_1, \lambda) \subset \bigcup_{i \in \mathbb{N}} Q_i^j \cup \) negligible set.

**Proof.** Let \( \lambda \geq \lambda_* \). From Lemma 2.9 we have

\[
\left\{ \int_{Q_2} [B(|\nabla u|)]^{q_0} w(x) dx \right\}^{\frac{1}{q_0}} \leq \left\{ \int_{Q_2} \frac{w(x)}{2w(B_\rho(x_0))} \frac{\lambda^2}{B(\lambda)} \rho^2 \int_{Q_2} w(x) dx \right\}^{\frac{1}{q_0}} \leq \left\{ \int_{Q_2} [B(|\nabla u|)]^{q_0} w(x) dx \right\}^{\frac{1}{q_0}}.
\]

for any \( z_0 = (x_0, t_0) \in Q_1 \) and \( 1/10 \leq \rho \leq 1 \), and then

\[
\left\{ \int_{Q_2} [B(|f|)]^{q_0} w(x) dx \right\}^{\frac{1}{q_0}} \leq \left\{ 50 \cdot 20^{q_0} \frac{B(\lambda)}{\lambda^2} \frac{1}{w(B_2)} \int_{Q_2} [B(|\nabla u|)]^{q_0} w(x) dx \right\}^{\frac{1}{q_0}}.
\]
So, (2.11) implies that

\[ J \left[ Q_{z_0} \left( \frac{\lambda^2}{B(\lambda)} \rho^2, \rho \right) \right] \leq \left[ 50 \cdot 20^{nq} A_1 B(1) \frac{B(\lambda)}{A_1 B(1) \lambda^2} \right]^\frac{1}{q} \lambda_0^2 \]

\[ \leq \left[ 25^{nq+2} \cdot A_1 B(1) \right]^\frac{1}{q} \frac{B(\lambda)}{A_1 B(1) \lambda^2} \lambda_0^2 \]

\[ \leq 25^{nq+2} \max \{1, A_1 B(1)\} \frac{B(\lambda)}{A_1 B(1) \lambda^2} \lambda_0^2 \]

\[ = \lambda^2 \frac{B(\lambda)}{\lambda^2} \leq B(\lambda) \]

for any \( z_0 \in Q_1 \) and \( \frac{1}{10} \leq \rho \leq 1 \). Therefore, we deduce that

\[ \sup_{z=(x,t) \in Q_1} \sup_{\frac{1}{10} \leq \rho \leq 1} J \left[ Q_z \left( \frac{\lambda^2}{B(\lambda)} \rho^2, \rho \right) \right] \leq B(\lambda). \tag{2.13} \]

Using Lebesgue’s differentiation theorem, for a.e. \( z \in E(Q_1, \lambda) \) we conclude that

\[ \lim_{\rho \to 0} J \left[ Q_z \left( \frac{\lambda^2}{B(\lambda)} \rho^2, \rho \right) \right] > B(\lambda), \]

which implies that there exists some \( \rho_0 \in (0,1] \) satisfying

\[ J \left[ Q_z \left( \frac{\lambda^2}{B(\lambda)} \rho_0^2, \rho_0 \right) \right] > B(\lambda). \tag{2.14} \]

Therefore, from (2.13) and (2.14) we can select a radius \( \rho_z \in (0, 1/10] \) such that

\[ \rho_z =: \max \left\{ \rho \mid J \left[ Q_z \left( \frac{\lambda^2}{B(\lambda)} \rho^2, \rho \right) \right] = B(\lambda), \ 0 < \rho \leq 1/10 \right\}, \]

which implies that

\[ J \left[ Q_z \left( \frac{\lambda^2}{B(\lambda)} \rho_z^2, \rho_z \right) \right] = B(\lambda) \ \text{and} \ \ J \left[ Q_z \left( \frac{\lambda^2}{B(\lambda)} \rho^2, \rho \right) \right] < B(\lambda) \ \text{for} \ \rho_z < \rho \leq 1. \]

Thus, by using Vitali’s covering lemma, we can find a family of disjoint cylinders \( \{ Q_i \}_{i \in \mathbb{N}} \ = \ \{ Q_{z_i} \left( \frac{\lambda^2}{B(\lambda)} \rho_i^2, \rho_i \right) \} \) with \( z_i = (x_i, t_i) \in E(Q_1, \lambda) \) and \( \rho_i = \rho(z_i) \leq 1/10 \) such that (1)–(3) are true.

Now we employ the above lemma to derive careful estimates on the small parabolic cylinders \( \{ Q_i \} \) whose precise structure will be needed below.

**Lemma 2.14.** Under the same hypothetical conditions as the lemma above, for \( \lambda \geq \lambda_* \) we obtain

\[
\begin{align*}
\varpi \left( B_{\rho_i}(x_i) \right) & \leq \frac{\lambda^2}{B(\lambda)} \rho_i^2 \left< \frac{C}{B(\lambda)^{1/4}} \int_{\{z \in Q_{z_i}^\prime : B(|\nabla u|) > \frac{B(\lambda)}{4}\}} \left[ B \left( |\nabla u| \right) \right]^{\eta_0} \varpi(x)dz \right. \\
& \quad + \frac{C}{\delta^{\eta_0} B(\lambda)^{1/4}} \int_{\{z \in Q_{z_i}^\prime : B(|f|) > \frac{B(\lambda)}{4}\}} \left[ B \left( |f| \right) \right]^{\eta_0} \varpi(x)dz.
\end{align*}
\]
Proof. From Lemma 2.13 (1), we find that

\[
\left\{ \frac{1}{2w(B_{\rho_i}(x_i))} \frac{\lambda^2}{B(\lambda)} \rho_i^2 \int_{Q_i^t} [B(\|\nabla u\|)]^{q_0} w(x) dz \right\}^{1\over q_0} + \frac{1}{\delta} \left\{ \frac{1}{2w(B_{\rho_i}(x_i))} \frac{\lambda^2}{B(\lambda)} \rho_i^2 \int_{Q_i^t} [B(\|f\|)]^{q_0} w(x) dz \right\}^{1\over q_0} = B(\lambda).
\]

Therefore, one of the following inequalities must be true

\[
\left\{ \frac{1}{2w(B_{\rho_i}(x_i))} \frac{\lambda^2}{B(\lambda)} \rho_i^2 \int_{Q_i^t} [B(\|\nabla u\|)]^{q_0} w(x) dz \right\}^{1\over q_0} > \frac{B(\lambda)}{2} \quad (2.15)
\]

and

\[
\frac{1}{\delta} \left\{ \frac{1}{2w(B_{\rho_i}(x_i))} \frac{\lambda^2}{B(\lambda)} \rho_i^2 \int_{Q_i^t} [B(\|f\|)]^{q_0} w(x) dz \right\}^{1\over q_0} > \frac{B(\lambda)}{2}. \quad (2.16)
\]

If (2.15) is true, then we have

\[
2w(B_{\rho_i}(x_i)) \frac{\lambda^2}{B(\lambda)} \rho_i^2 < \left[ \frac{2}{B(\lambda)} \right]^{q_0} \int_{Q_i^t} [B(\|\nabla u\|)]^{q_0} w(x) dz \\
\leq \left[ \frac{2}{B(\lambda)} \right]^{q_0} \int_{\{z \in Q_i^t: B(\|\nabla u\|) > \frac{B(\lambda)}{2}\}} [B(\|\nabla u\|)]^{q_0} w(x) dz \\
+ \frac{1}{2^{q_0}} w(B_{\rho_i}(x_i)) \frac{\lambda^2}{B(\lambda)} \rho_i^2 \quad \text{for } \lambda \geq \lambda_*,
\]

which implies that

\[
w(B_{\rho_i}(x_i)) \frac{\lambda^2}{B(\lambda)} \rho_i^2 < \frac{C}{B(\lambda)^{q_0}} \int_{\{z \in Q_i^t: B(\|\nabla u\|) > \frac{B(\lambda)}{2}\}} [B(\|\nabla u\|)]^{q_0} w(x) dz \quad \text{for } \lambda \geq \lambda_*.
\]

Similarly, if (2.16) is true, then we have

\[
w(B_{\rho_i}(x_i)) \frac{\lambda^2}{B(\lambda)} \rho_i^2 < \frac{C}{\delta^{q_0} B(\lambda)^{q_0}} \int_{\{z \in Q_i^t: B(\|f\|) > \frac{B(\lambda)}{2}\}} [B(\|f\|)]^{q_0} w(x) dz \quad \text{for } \lambda \geq \lambda_*.
\]

Finally, we combine the two estimates above to find that

\[
w(B_{\rho_i}(x_i)) \frac{\lambda^2}{B(\lambda)} \rho_i^2 < \frac{C}{B(\lambda)^{q_0}} \int_{\{z \in Q_i^t: B(\|\nabla u\|) > \frac{B(\lambda)}{2}\}} [B(\|\nabla u\|)]^{q_0} w(x) dz \\
+ \frac{C}{\delta^{q_0} B(\lambda)^{q_0}} \int_{\{z \in Q_i^t: B(\|f\|) > \frac{B(\lambda)}{2}\}} [B(\|f\|)]^{q_0} w(x) dz
\]

for \( \lambda \geq \lambda_* \). Thus, this finishes our proof.
Lemma 2.15. Under the same hypotheses and results as those in Lemma 2.13, we have

\[
\left( \int_{Q_i} [B (|\nabla u|)]^{q_2} \, dz \right)^{\frac{1}{q_2}} < CB(\lambda) \quad \text{and} \quad \left( \int_{Q_i} [B (|f|)]^{q_2} \, dz \right)^{\frac{1}{q_2}} < C\delta B(\lambda)
\] (2.17)

for \( j = 1, 2, \lambda \geq \lambda_* \) and some constant \( q_2 \in (1, q_0) \).

Proof. It follows from Lemma 2.13 (2) that

\[
\left( \frac{1}{\omega (B_{5j\rho}(x_i))} \frac{\lambda^2}{B(\lambda)^2} 50j^2 \rho^2 \int_{Q_i} [B (|\nabla u|)]^{q_0} w(x) \, dx \, dt \right)^{\frac{1}{q_0}} < B(\lambda)
\]

and

\[
\left( \frac{1}{\omega (B_{5j\rho}(x_i))} \frac{\lambda^2}{B(\lambda)^2} 50j^2 \rho^2 \int_{Q_i} [B (|f|)]^{q_0} w(x) \, dx \, dt \right)^{\frac{1}{q_0}} < \delta B(\lambda)
\]

for \( j = 1, 2 \). Since \( w \in A_{q_0} \) by Remark 2.10, we find that \( w \in A_{q_1} \) for some \( q_1 \in (1, q_0) \) in view of Lemma 2.11. Let \( q_2 = \frac{q_0}{q_1} \in (1, q_0) \). Then by using Hölder’s inequality and the two inequalities above, we see

\[
\left( \int_{Q_i} [B (|\nabla u|)]^{q_2} \, dz \right)^{\frac{1}{q_2}}
= \left( \int_{Q_i} [B (|\nabla u|)]^{q_2} w(x)^{\frac{1}{q_1}} w(x)^{-\frac{1}{q_1}} \, dz \right)^{\frac{1}{q_2}}
\leq \left( \frac{\omega (B_{5j\rho}(x_i))}{\omega (B_{5j\rho}(x_i))} \frac{1}{w (B_{5j\rho}(x_i))} \frac{\lambda^2}{B(\lambda)^2} 50j^2 \rho^2 \int_{Q_i} [B (|\nabla u|)]^{q_0} w(x) \, dz \right)^{\frac{1}{q_0}} \left( \int_{Q_i} w(x)^{-\frac{1}{q_1}} \, dz \right)^{\frac{1}{q_0}}
< B(\lambda) \left[ \int_{B_{5j\rho}(x_i)} w(x) \, dx \left( \int_{B_{5j\rho}(x_i)} w(x)^{-\frac{1}{q_1}} \, dx \right)^{q_1-1} \right]^{\frac{1}{q_0}}
< CB(\lambda) \quad \text{for } j = 1, 2.
\]

Similarly, we have

\[
\left( \int_{Q_i} [B (|f|)]^{q_2} \, dz \right)^{\frac{1}{q_2}} < C\delta B(\lambda) \quad \text{for } j = 1, 2,
\]

which finishes our proof. \(\square\)

Moreover, we can obtain the following comparison result and interior Lipschitz regularity.

Lemma 2.16. Assume that \( u \) is a local weak solution of (1.1) in \( \Omega_T \) with (1.2). If \( v \) is the weak solution of

\[
v_t - \text{div} \left( a \left( \bar{A}_{Q_2} \nabla v \cdot \nabla v \right)^{\frac{1}{2}} \bar{A}_{Q_2} \nabla v \right) = 0 \quad \text{in } Q_2 \subset \Omega_T
\] (2.18)

with \( v = u \) on \( \partial \Omega Q_2 \), then we have

\[
\int_{Q_2} B (|\nabla v|) \, dz \leq C \int_{Q_2} B(|\nabla u|) + B(|f|) \, dz
\] (2.19)
\[ \sup_{Q_1} B(\|\nabla v\|) \leq C \left[ \int_{Q_2} B(\|\nabla u\|) + B(\|f\|) + 1dz \right]^{2+\kappa}, \]  

(2.20)

where the constant \( C = (\alpha, \eta, \xi, \Lambda) > 0. \)

**Proof.** Noting that \( u \) and \( v \) are the weak solutions of (1.1) and (2.18) respectively, we may as well select the test function \( \phi = v - u \) since \( v = u \) on \( \partial_p Q_2 \), which is possible modulo Steklov average. Then a direct calculation shows the resulting expression as

\[ I_1 + I_2 = I_3 + I_4 + I_5, \]

where

\[ I_1 = \frac{1}{2} \int_{B_2} |v(x, 4) - u(x, 4)|^2 dx \geq 0, \]

\[ I_2 = \int_{Q_2} a \left( (A_{Q_2} \nabla v \cdot \nabla v)^2 \right) A_{Q_2} \nabla v \cdot \nabla v dz, \]

\[ I_3 = \int_{Q_2} a \left( (A_{Q_2} \nabla v \cdot \nabla v)^2 \right) A_{Q_2} \nabla v \cdot \nabla u dz, \]

\[ I_4 = \int_{Q_2} [a \left( (A \nabla u \cdot \nabla u)^2 \right) A \nabla u \cdot \nabla v - a \left( (A \nabla u \cdot \nabla u)^2 \right) A \nabla u \cdot \nabla u] dz, \]

\[ I_5 = \int_{Q_2} a(|f|) \nabla v - a(|f|) \nabla u dz. \]

**Estimate of \( I_2 \).** Owing to Lemma 2.7 we thereby discover

\[ I_2 \geq C \int_{Q_2} B(\|\nabla v\|) dz. \]

**Estimate of \( I_3 \).** According to Lemma 2.3 and Lemma 2.6 (1), we see

\[ |I_3| \leq \frac{\tau}{C_0} \int_{Q_2} B(a(\|\nabla v\|)|\nabla v|) dz + C(\tau) \int_{Q_2} B(\|\nabla u\|) dz \]

\[ \leq \tau \int_{Q_2} B(\|\nabla v\|) dz + C(\tau) \int_{Q_2} B(\|\nabla u\|) dz \quad \text{for any } \tau > 0. \]

**Estimates of \( I_i \) (4 ≤ i ≤ 5).** As in the proof of the estimate of \( I_3 \), we compute

\[ |I_4| \leq \tau \int_{Q_2} B(\|\nabla v\|) dz + C(\tau) \int_{Q_2} B(\|\nabla u\|) dz, \]

\[ |I_5| \leq \tau \int_{Q_2} B(\|\nabla v\|) dz + C(\tau) \int_{Q_2} B(\|\nabla u\|) + B(\|f\|) dz \quad \text{for any } \tau > 0. \]

Therefore, by selecting \( \tau > 0 \) small enough we obtain the desired result (2.19) from the estimates of \( I_i \) (1 ≤ i ≤ 5). Rather, from Theorem 2.2 in [31] we have

\[ \min \left\{ \sup_{Q_1} \rho(\|\nabla v\|), \sup_{Q_1} |\nabla v|^2 \right\} \leq C \int_{Q_2} |\nabla v|^2 + B(\|\nabla v\|) dz, \]

where \( C = (\alpha, \eta, \xi, \Lambda) \) and

\[ \rho(t) = (B(t))^{\frac{1}{2}} t^{2-n} \geq C t^{n+2-n} = C t^2 \quad \text{for any } t \geq 1 \]
by (2.11), which implies that
\[
\sup_{Q_1} |\nabla v|^2 \leq C \min \left\{ \sup_{Q_1} \rho(|\nabla v|), \sup_{Q_1} |\nabla v|^2 \right\} + C \int_{Q_2} B(|\nabla v|) + 1 \, dz. \tag{2.21}
\]
Furthermore, we deduce from (2.7) that
\[
\sup_{Q_1} B(|\nabla v|) \leq C \left[ \int_{Q_2} B(|\nabla v|) + 1 \, dz \right]^{\frac{2}{1+\gamma}},
\]
which implies that (2.20) is valid by (2.19). Thus, we finish the proof. \(\square\)

Moreover, we shall give the following essential estimate on the level set.

**Lemma 2.17.** For any \(\epsilon > 0\), there exists a small \(\delta = \delta(\epsilon) > 0\) such that if \(u\) is a local weak solution of (1.1) in \(\Omega_T\) with (1.2) and \(Q_2 \subset \Omega_T\),
\[
\int_{Q_2} |A - \overline{A}_{Q_2}| \, dz \leq \delta, \tag{2.22}
\]
\[
\left\{ \int_{Q_2} \left[ B(|\nabla u|) \right]^{q_2} \, dz \right\}^{\frac{1}{q_2}} \leq 1 \quad \text{and} \quad \left\{ \int_{Q_2} \left[ B(|\nabla f|) \right]^{q_2} \, dz \right\}^{\frac{1}{q_2}} \leq \delta, \tag{2.23}
\]
then there exists a constant \(N_1 > 1\) such that
\[
|\{ z \in Q_1 : B(|\nabla u|) > N_1 \}| \leq C |Q_1|.
\]

**Proof.** If \(v\) is the weak solution of (2.18) in \(Q_2\) with \(v = u\) on \(\partial_x Q_2\), then by selecting the test function \(\varphi = u - v\), which is possible modulo Steklov average, after a direct calculation we show the resulting expression as
\[
I_1 + I_2 = I_3 + I_4,
\]
where
\[
I_1 = \frac{1}{2} \int_{B_2} |u(x, 4) - v(x, 4)|^2 \, dx \geq 0,
\]
\[
I_2 = \int_{Q_2} \left[ a \left( (\overline{A}_{Q_2} \nabla u \cdot \nabla u)^{\frac{1}{2}} \right) \overline{A}_{Q_2} \nabla u - a \left( (\overline{A}_{Q_2} \nabla v \cdot \nabla v)^{\frac{1}{2}} \right) \overline{A}_{Q_2} \nabla v \right] \cdot (\nabla u - \nabla v) \, dz,
\]
\[
I_3 = -\int_{Q_2} \left[ a \left( (A \nabla u \cdot \nabla u)^{\frac{1}{2}} \right) A \nabla u - a \left( (\overline{A}_{Q_2} \nabla u \cdot \nabla u)^{\frac{1}{2}} \right) \overline{A}_{Q_2} \nabla u \right] \cdot (\nabla u - \nabla v) \, dz,
\]
\[
I_4 = \int_{Q_2} a(|\nabla f|) f \cdot \nabla udz - \int_{Q_2} a(|\nabla f|) f \cdot \nabla udz.
\]

**Estimate of** \(I_2\). Using Lemma 2.7, we observe that
\[
I_2 \geq C \int_{Q_2} B(|\nabla u - \nabla v|) \, dz.
\]

**Estimate of** \(I_3\). First of all, we discover
\[
|I_3| \leq \int_{Q_2} a \left( (A \nabla u \cdot \nabla u)^{\frac{1}{2}} \right) |A - \overline{A}_{Q_2}| |\nabla u| |\nabla u - \nabla v| \, dz
\]
\[
+ \int_{Q_2} a \left( (A \nabla u \cdot \nabla u)^{\frac{1}{2}} - a \left( (\overline{A}_{Q_2} \nabla u \cdot \nabla u)^{\frac{1}{2}} \right) |\overline{A}_{Q_2} \nabla u| |\nabla u - \nabla v| \, dz
\]
\[
=: I_{31} + I_{32}.
\]
**Estimate of \( I_{31} \).** From (1.3), Lemma 2.6, Young’s inequality and Hölder’s inequality we find that
\[
|I_{31}| \leq C \int_{Q_2} a \left( |\nabla u| \right) |\nabla u| |A - \overline{A}_{Q_2}| |\nabla u - \nabla v| \, dz \\
\leq \frac{\epsilon}{2^{\lambda}} \int_{Q_2} B \left( |\nabla u - \nabla v| \right) |A - \overline{A}_{Q_2}| \, dz + C(\epsilon) \int_{Q_2} \overline{B} \left( a \left( |\nabla u| \right) |\nabla u| \right) |A - \overline{A}_{Q_2}| \, dz \\
\leq \epsilon \int_{Q_2} B \left( |\nabla u - \nabla v| \right) \, dz + C(\epsilon) \int_{Q_2} B \left( |\nabla u| \right) |A - \overline{A}_{Q_2}| \, dz \\
\leq \epsilon \int_{Q_2} B \left( |\nabla u - \nabla v| \right) \, dz + C(\epsilon) \left\{ \int_{Q_2} B \left( |\nabla u| \right)^{q_2} \, dz \right\}^{\frac{1}{q_2}} \left[ \int_{Q_2} |A - \overline{A}_{Q_2}|^{\frac{q_2-1}{q_2}} \, dz \right]^{\frac{q_2-1}{q_2}}
\]
for any \( \epsilon > 0 \), which implies that
\[
|I_{31}| \leq \epsilon \int_{Q_2} B \left( |\nabla u - \nabla v| \right) \, dz + C(\epsilon) \left[ \int_{Q_2} |A - \overline{A}_{Q_2}| \, dz \right]^{\frac{q_2-1}{q_2}}
\leq \epsilon \int_{Q_2} B \left( |\nabla u - \nabla v| \right) \, dz + C(\epsilon) \delta^{\frac{q_2-1}{q_2}},
\]
where we used the given conditions (2.22)–(2.23).

**Estimate of \( I_{32} \).** (1.2), (1.3), Lemma 2.6 and Lagrange’s mean value theorem yield the bound
\[
|I_{32}| \leq C \int_{Q_2} a \left( |\nabla u| \right) |\nabla u| |A - \overline{A}_{Q_2}| |\nabla u - \nabla v| \, dz
\]
and so
\[
|I_{32}| \leq \epsilon \int_{Q_2} B \left( |\nabla u - \nabla v| \right) \, dz + C(\epsilon) \delta^{\frac{q_2-1}{q_2}} \text{ for any } \epsilon > 0,
\]
whose proof is totally similar to that of \( I_{31} \).

**Estimate of \( I_4 \).** Lemma 2.3, Lemma 2.6 (1), Hölder’s inequality and (2.23) assert
\[
|I_4| \leq \int_{Q_2} a \left( |f| \right) |f| |\nabla u - \nabla v| \, dz \\
\leq \epsilon \int_{Q_2} B \left( |\nabla u - \nabla v| \right) \, dz + C(\epsilon) \int_{Q_2} \overline{B} \left( a \left( |f| \right) |f| \right) \, dz \\
\leq \epsilon \int_{Q_2} B \left( |\nabla u - \nabla v| \right) \, dz + C(\epsilon) \int_{Q_2} B \left( |f| \right) \, dz \\
\leq \epsilon \int_{Q_2} B \left( |\nabla u - \nabla v| \right) \, dz + C(\epsilon) \left[ \int_{Q_2} B \left( |f| \right)^{q_2} \, dz \right]^{\frac{1}{q_2}} \\
\leq \epsilon \int_{Q_2} B \left( |\nabla u - \nabla v| \right) \, dz + C(\epsilon) \delta
\]
for any \( \epsilon > 0 \). So, by selecting \( \epsilon > 0 \) small enough and combining the estimates of \( I_i \) (\( 1 \leq i \leq 4 \)) we conclude that
\[
\int_{Q_2} B \left( |\nabla u - \nabla v| \right) \, dz \leq C(\epsilon) \delta + C(\epsilon) \delta^{\frac{q_2-1}{q_2}} \leq \epsilon,
\]
(2.24)
where we have chosen a small constant \( \delta > 0 \) satisfying the above last inequality. Thus, it follows from Lemma 2.16, Hölder’s inequality and the assumed condition (2.23) that

\[
\sup_{Q_1} B (|\nabla v|) \leq C \left[ \int_{Q_2} B(|\nabla u|) + B(|f|) + 1 \right]^{2 \alpha_{16} \over 2} \\
\leq C \left\{ \left[ \int_{Q_2} (B(|\nabla u|))^{\alpha_{16}} dz \right]^{1 \over \alpha_{16}} + \left[ \int_{Q_2} (B(|f|))^{\alpha_{16}} dz \right]^{1 \over \alpha_{16}} + 1 \right\}^{2 \alpha_{16} \over 2} \\
\leq N_0
\]

for some constant \( N_0 > 1 \). Finally, from (2.24), (2.25) and the fact that \( B \in \Delta_2 \cap \nabla_2 \) is convex we have

\[
|\{ z \in Q_1 : B(|\nabla u|) > 2C_N \}| \\
\leq |\{ z \in Q_1 : B(|\nabla (u-v)|) > N_0 \}| + |\{ z \in Q_1 : B(|\nabla v|) > N_0 \}| \\
= |\{ z \in Q_1 : B(|\nabla (u-v)|) > N_0 \}| \\
\leq \frac{1}{N_0} \int_{Q_2} B(|\nabla (u-v)|) dz \leq C|Q_2| \leq C|Q_1|,
\]

where we have used the following inequality

\[
B(a + b) \leq \frac{1}{2} B(2a) + \frac{1}{2} B(2b) \leq C, B(a) + C, B(b) \quad \text{for any } a, b \geq 0.
\]

This completes our proof by choosing \( N_1 = 2C_N > 1 \). \( \Box \)

Furthermore, we shall give the following result.

**Lemma 2.18.** Assume that \( \lambda \geq \lambda_* \). For any \( \epsilon > 0 \), there exists a small \( \delta = \delta(\epsilon) > 0 \) such that if \( u \) is a local weak solution of (1.1) in \( \Omega_T \) with \( Q_2 \subset \Omega_T \), then we have

\[
\int_{\{ z \in Q_1 : B(|\nabla u|) > N_1 B(\lambda) \}} w(x) dx dt \leq \frac{C \epsilon^a}{[B(\lambda)]^{\alpha_0}} \int_{\{ z \in Q_2 : B(|\nabla u|) > \frac{N_1 B(\lambda)}{\epsilon} \}} [B(|\nabla u|)]^{\alpha_0} w(x) dx dt \\
+ \frac{C \epsilon^a}{\delta^{\alpha_0}} [B(\lambda)]^{\alpha_0} \int_{\{ z \in Q_2 : B(|f|) > \frac{N_1 B(\lambda)}{\epsilon} \}} [B(|f|)]^{\alpha_0} w(x) dx dt.
\]

**Proof.** 1. We first claim that

\[
\left| \{ z \in Q_1 : B(|\nabla u|) > N_1 B(\lambda) \} \right| \leq C \epsilon |Q_1|.
\]

To prove this, for each \( \lambda \geq 1 \) we use the normalization and scaling methods by defining

\[
u^0_\lambda(x,t) := \frac{u \left( 5\rho_i (x + x_i), \frac{\lambda^2}{B(\lambda)} (5\rho_i)^2 (t + t_i) \right)}{\lambda 5\rho_i},
\]

\[
f^0_\lambda(x,t) := \frac{f \left( 5\rho_i (x + x_i), \frac{\lambda^2}{B(\lambda)} (5\rho_i)^2 (t + t_i) \right)}{\lambda}.
\]
\[ A_\lambda^i(x, t) := A\left(5\rho_i(x + x_i), \frac{\lambda^2}{B(\lambda)}(5\rho_i)^2(t + t_i)\right) , \]

\[ a_\lambda(t) := \frac{a(\lambda t)}{B(\lambda)}, \quad b_\lambda(t) := ta_\lambda(t) \quad \text{and} \quad B_\lambda(t) := \int_0^t b_\lambda(\tau) d\tau = \frac{B(\lambda t)}{B(\lambda)} , \]

which implies that

\[ B_\lambda(1) = \frac{B(\lambda)}{B(\lambda)} = 1 \quad \text{and} \quad B_\lambda(t) \quad \text{satisfies (2.7)} . \]

From the definitions of \( u_\lambda^i, f_\lambda^i, A_\lambda^i \) and \( a_\lambda \), we find that \( u_\lambda^i \) is a local weak solution of

\[ (u_\lambda^i)_t - \text{div} \left( a_\lambda \left( \left( A_\lambda^i(x, t) \nabla u_\lambda^i \cdot \nabla u_\lambda^i \right)^2 \right) \right) A_\lambda^i(x, t) \nabla u_\lambda^i = \text{div} \left( a_\lambda \left( |f_\lambda^i| \right) f_\lambda^i \right) \quad \text{in} \ Q_2 . \]

Without loss of generality we may as well assume that \( R = 2 \) in Definition 1.1 by a scaling argument. Consequently, from Definition 1.1 and Lemma 2.15 we conclude that

\[ \left\{ \int_{Q_2} B_\lambda(|\nabla u_\lambda^i|)^q dz \right\}^{\frac{1}{q}} \leq C , \quad \left\{ \int_{Q_2} B_\lambda(|f_\lambda^i|)^q dz \right\}^{\frac{1}{q}} \leq C\delta \]

and

\[ \int_{Q_2} \left| A_\lambda^j(x, t) - A_\lambda^j_{Q_2} \right| dz \leq \delta \]

for any \( j = 1, 2 \) and \( \lambda \geq \lambda_* \). Then according to Lemma 2.17, we conclude that

\[ \left| \{ z \in Q_1 : B_\lambda(|\nabla u_\lambda^i|) > N_1 \} \right| \leq C |Q_1| . \]

Then by way of changing variables, we recover the claim.

2. Now we find that

\[ \int_{\{ z \in Q_1 : B(|\nabla u|) > N_1 B(\lambda) \}} w(x) \, dxdt \]

\[ \leq \int_{t_1 - 25 \frac{\lambda^2}{B(\lambda)} \rho^2_i}^{t_1 + 25 \frac{\lambda^2}{B(\lambda)} \rho^2_i} \int_{E(B_{5\rho_i}(x_i), t)} w(x) \, dxdt = \int_{t_1 - 25 \frac{\lambda^2}{B(\lambda)} \rho^2_i}^{t_1 + 25 \frac{\lambda^2}{B(\lambda)} \rho^2_i} w \left( E \left( B_{5\rho_i}(x_i), t \right) \right) dt , \]

where \( E \left( B_{5\rho_i}(x_i), t \right) := \{ x \in B_{5\rho_i}(x_i) : B(|\nabla u(x, t)|) > N_1 B(\lambda) \} \), which implies that

\[ \int_{\{ z \in Q_1 : B(|\nabla u|) > N_1 B(\lambda) \}} w(x) \, dxdt \]

\[ \leq \frac{1}{50 \frac{\lambda^2}{B(\lambda)} \rho^2_i} \int_{t_1 - 25 \frac{\lambda^2}{B(\lambda)} \rho^2_i}^{t_1 + 25 \frac{\lambda^2}{B(\lambda)} \rho^2_i} w \left( E \left( B_{5\rho_i}(x_i), t \right) \right) dt \]

\[ \leq \frac{1}{50 \frac{\lambda^2}{B(\lambda)} \rho^2_i} \int_{t_1 - 25 \frac{\lambda^2}{B(\lambda)} \rho^2_i}^{t_1 + 25 \frac{\lambda^2}{B(\lambda)} \rho^2_i} \left( E \left( B_{5\rho_i}(x_i), t \right) \right) \frac{a}{B_{5\rho_i}(x_i)} dt \]

\[ \leq \frac{1}{50 \frac{\lambda^2}{B(\lambda)} \rho^2_i} \left[ \int_{t_1 - 25 \frac{\lambda^2}{B(\lambda)} \rho^2_i}^{t_1 + 25 \frac{\lambda^2}{B(\lambda)} \rho^2_i} E \left( B_{5\rho_i}(x_i), t \right) \frac{a}{B_{5\rho_i}(x_i)} dt \right] \leq \left( \left| \{ z \in Q_1 : B(|\nabla u|) > N_1 B(\lambda) \} \right| \right)^a \leq Ce^a . \]
where we have used Lemma 2.9, Hölder’s inequality and (2.26). Therefore, we conclude that
\[ \int_{\{z \in Q_i : B(|\nabla u|) > N_1 B(\lambda)\}} w(x) \, dx \leq \sum_{i \in \mathbb{N}} \int_{\{z \in Q_i : B(|\nabla u|) > N_1 B(\lambda)\}} w(x) \, dx dt \leq C \epsilon^a \sum_{i \in \mathbb{N}} w(B_{\rho_i}(x_i)) \frac{\lambda^2}{B(\lambda)} \rho_i^2. \]

So, we can deduce the following result from Lemma 2.13 (3), the fact that the cylinders \( \{Q_i\} \) are disjoint and Lemma 2.14
\[
\int_{\{z \in Q_i : B(|\nabla u|) > N_1 B(\lambda)\}} w(x) \, dx dt \leq \sum_{i \in \mathbb{N}} \int_{\{z \in Q_i : B(|\nabla u|) > N_1 B(\lambda)\}} w(x) \, dx dt \leq C \epsilon^a \sum_{i \in \mathbb{N}} w(B_{\rho_i}(x_i)) \frac{\lambda^2}{B(\lambda)} \rho_i^2.
\]

Thus, we finish the proof.

In the following it is sufficient to consider the proof of Theorem 1.4 as an a priori estimate, therefore assuming a priori that \( B(|\nabla u|) \in L^q(0, T; L^q_w(\Omega)) \) locally. This assumption can be removed by an approximation argument like the one in [1, 21]. Now we are ready to prove the main result, Theorem 1.4.

**Proof.** In light of Lemma 2.12, we find
\[
\int_{Q_1} \frac{B(|\nabla u|)}{w(x)} \, dx dt = \int_{Q_1} \frac{\alpha}{w(x)} \, dx dt B(\lambda) + q \int_{Q_1} \frac{B(|\nabla u|)}{w(x)} \, dx dt B(\lambda) + q \int_{Q_1} \frac{B(|\nabla u|)}{w(x)} \, dx dt B(\lambda) =: J_1 + J_2.
\]

**Estimate of \( J_1 \).** Recalling the definitions of \( \lambda_0 \) and \( \lambda_0 \), we estimate
\[
J_1 \leq C \left\{ B \left( \left\{ \int_{Q_1} \frac{B(|\nabla u|)}{w(x)} \, dx \right\}^{\frac{1}{q}} + \frac{1}{\delta} \left\{ \int_{Q_1} \frac{B(|f|)}{w(x)} \, dx \right\}^{\frac{1}{q}} + 1 \right) \right\}^q
\]
and iteration argument, we can finish the proof of Theorem 1.4. Since

\[ \int_{Q_{2}} |B(\nabla u)|^{q_{0}} w(x) dx \leq C \left( \int_{Q_{2}} |B(\nabla u)|^{q_{0}} w(x) dx \right)^{\frac{1}{q_{0}}} + \frac{1}{\delta} \int_{Q_{2}} |B(\nabla u)|^{q_{0}} w(x) dx \]

we have

\[ \leq C \left( \int_{Q_{2}} |B(\nabla u)|^{q_{0}} w(x) dx \right)^{\frac{1}{q_{0}}} + \frac{1}{\delta} \left( \int_{Q_{2}} |B(\nabla u)|^{q_{0}} w(x) dx \right)^{\frac{1}{q_{0}}} + 1 \]

where \( C = C(n,i_{a},s_{a},q,\delta,w) \), since

\[ \int_{Q_{2}} |B(\nabla u)|^{q_{0}} w(x) dx = \int_{Q_{2}} |B(\nabla u)|^{1+\epsilon} w(x)^{\frac{1}{1+\epsilon} + w(x)^{\frac{2-1}{1+\epsilon}} dx \leq C \left( \int_{Q_{2}} |B(\nabla u)|^{q_{0}} w(x) dx \right)^{\frac{1+\epsilon}{q_{0}}} \]

by using Hölder’s inequality and the fact that \( q_{0} = 1 + \epsilon \).

**Estimate of \( J_{2} \).** Now we apply Lemma 2.12 and Lemma 2.18 to find that

\[ J_{2} \leq C_{1} \epsilon^{a} \left( \int_{Q_{2}} |B(\nabla u)|^{q_{0}} w(x) dx \right)^{1/q_{0}} \left( \int_{Q_{2}} |B(\nabla u)|^{q_{0}} w(x) dx \right)^{1/q_{0}} + 1 \]

where \( C_{1} = C_{1}(n,i_{a},s_{a},q,\Lambda,\epsilon,\delta) \) and \( C_{2} = C_{2}(n,i_{a},s_{a},q,\Lambda,\epsilon,\delta) \). Therefore, we combine the estimates of \( J_{1} \) and \( J_{2} \) to obtain

\[ \int_{Q_{1}} |B(\nabla u)|^{q_{0}} w(x) dx \leq C_{3} \left( \int_{Q_{2}} |B(\nabla u)|^{q_{0}} w(x) dx \right)^{1/q_{0}} + \left( \int_{Q_{2}} |B(\nabla u)|^{q_{0}} w(x) dx \right)^{1/q_{0}} + 1 \]

where \( C_{3} = C_{3}(n,i_{a},s_{a},q,\Lambda,\epsilon,\delta,w) \). Selecting proper \( \epsilon > 0 \) small enough and using a covering and iteration argument, we can finish the proof of Theorem 1.4.
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