Concerning the Convergence of a Modified Newton-Like Method
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Abstract. We provide sufficient convergence conditions for a certain Newton-like method to a locally unique solution of a nonlinear equation in a Banach space. We assume that the Fréchet-derivative of the operator involved satisfies in some sense uniformly continuous conditions, which are weaker than earlier ones. We show that our results apply where earlier ones fail. Finally, we solve a nonlinear integral equation of Uryson-type that cannot be solved using Proposition 2 in [10].
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1. Introduction

In this study we are concerned with the problem of approximating a locally unique solution $x^*$ of the equation

$$F(x) = 0,$$

where $F$ is a Fréchet-differentiable operator defined on a convex subset $D$ of a Banach space $E_1$ with values in a Banach space $E_2$. We propose the modified Newton-like method

$$x_{n+1} = x_n - A^{-1}F(x_n) \quad (n \geq 0, x_0 \in D)$$

(2)

to generate a sequence $\{x_n\}_{n \geq 0}$ converging to $x^*$. Here $A \in L(E_1, E_2)$, the space of bounded linear operators from $E_1$ into $E_2$. For $A = F'(x_0)$ we obtain the modified Newton method, whereas for $A = [x_{-1}, x_0; F]$ (divided difference of order one) we obtain the modified Secant method. Several other choices are also possible [5, 6, 8, 9].

Let $x_0 \in D$, $U(x_0, R) = \{x \in E_1 | \|x - x_0\| < R\} \subseteq D$, and assume that

$$\|A^{-1}(F'(x) - F'(x_0))\| \leq w(\|x - x_0\|) \quad (x \in U(x_0, r); 0 \leq r < R)$$

(3)

for some monotonically increasing function $w$ satisfying

$$\lim_{t \to 0} w(t) = 0.$$ 

(4)
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In the elegant paper [2] stronger conditions of the form
\[ \|F'(x_1) - F'(x_2)\| \leq v(\|x_1 - x_2\|) \quad (x_1, x_2 \in U(x_0, R)) \] (5)

or, more generally,
\[ \|F'(x_1) - F'(x_2)\| \leq v_1(r, \|x_1 - x_2\|) \quad (x_1, x_2 \in \tilde{U}(x_0, r); 0 \leq r < R) \] (6)

have been used for some monotonically increasing positive functions \( v \) and \( v_1 \) with
\[ \lim_{t \to 0} v(t) = 0 = \lim_{t \to 0} v_1(r, t) \quad (0 \leq r < R), \] (7)

in connection with Newton’s method
\[ x_{n+1} = x_n - F'(x_n)^{-1}F(x_n) \quad (n \geq 0, x_0 \in D). \] (8)

Conditions of type (5) and (6) have also been studied in the special cases when \( v(t) = kt^\lambda \)
or \( v_1(r, t) = k r^\lambda \) for \( \lambda \in [0, 1] \) in connection with (8) or more generally with Newton-
like methods of the form
\[ x_{n+1} = x_n - A(x_n)^{-1}F(x_n) \quad (n \geq 0, x_0 \in D) \] (9)

[3 - 6]. Here for each fixed \( x \in D, A(x) \in L(E_1, E_2) \).

A semilocal convergence theorem is provided here for method (2) under the weak
condition (3). In order to demonstrate the importance of condition (3), we apply our
results to solve a nonlinear integral equation of Uryson type using method (2) for \( A = F'(x_0) \).
At the same time we show that corresponding results in the above-mentioned
papers do not guarantee the convergence of method (2) to a solution of equation (1).
Finally, we note that the results obtained here are in an affine invariant form, whereas
the ones in [2, 8, 10] are not. The advantages of results given in affine invariant form
over corresponding ones not in this form have been explained in [5, 7].

For example, the Newton-Kantorovitch theorem guarantees the existence of a solution
of equation (1) if
\[ 2\|x_1 - x_0\| \|F'(x_0)^{-1}\| \ell_1 \leq 1 \quad \text{or} \quad 2\|x_1 - x_0\| \ell \leq 1, \]

where
\[ \|F'(x) - F'(y)\| \leq \ell_1 \|x - y\| \quad \text{or} \quad \|F'(x_0)^{-1}(F'(x) - F'(y))\| \leq \ell \|x - y\| \]

for all \( x, y \in D \). However, for linear operators \( L_1, L_2 \in L(E_1, E_2) \) we have
\[ \|L_1 L_2\| \leq \|L_1\| \cdot \|L_2\|. \]
Hence if the first inequality holds above so does the second. However, the
converse is not necessarily true (see [7: p. 2/Example 1]). Moreover, in some iterative
methods, the generated sequence is known in some subset \( S \) of all affine transformations
with domain \( E_2 \). In these cases, it is reasonable to require only \( S \)-invariance for
the associated convergence theorems. This means that both the assumptions and the
statements of the theorems should remain unaltered, when \( F \) is replaced by \( LF \) for any
\( L \in S \).
2. Convergence analysis

It is convenient to define the number

\[ a = \| A^{-1} F(x_0) \|, \]  

(10)

the function

\[ f(r) = a - r + \int_{0}^{r} w(t) \, dt, \]  

(11)

the equation

\[ f(r) = 0 \]  

(12)

and the iteration

\[ \begin{aligned}
    t_0 &= 0, \\
    t_{n+1} &= t_n + f(t_n) \quad (n \geq 0).
\end{aligned} \]  

(13)

We need the following lemma concerning the convergence of iteration (13). A similar result is shown in [10: p. 675]. However, our proof is slightly different, since we make the assumption about the existence and the uniqueness of solution \( r^* \) of equation (12).

**Lemma.** Assume that equation (12) has a unique solution \( r^* \in [0, R] \), and that \( f(R) \leq 0 \). Then iteration \( \{ t_n \}_{n \geq 0} \) generated by (13) is monotonically increasing and converges to \( r^* \).

**Proof.** The function \( g(t) = t + f(t) \) is clearly increasing on \([0, r^*]\) and \( f(t) \geq 0 \) for \( t \in [0, r^*] \). So, if \( t_k \in [0, r^*] \) for some \( k \); we get

\[ t_k \leq t_k + f(t_k) = t_{k+1} \quad \text{and} \quad t_{k+1} = t_k + f(t_k) \leq r^* + f(r^*) = r^*. \]

This proves the lemma by induction \( \blacksquare \).

We can now show the main semilocal convergence theorem for method (2).

**Theorem.** Assume that \( F \) is Fréchet-differentiable with (3) and (4), and let \( f \) be defined by (11). Suppose that equation (12) has a unique solution \( r^* \in [0, R] \) and \( f(R) \leq 0 \). Then equation (1) has a solution \( x^* \in \bar{U}(x_0, r^*) \); this solution is unique in \( U(x_0, R) \). Moreover, method (2) generates a sequence \( \{ x_n \}_{n \geq 0} \) which converges to \( x^* \). Furthermore, the error bounds

\[ \| x_{n+1} - x_n \| \leq t_{n+1} - t_n \]  

(14)

\[ \| x^* - x_n \| \leq r^* - t_n \]  

(15)

hold for all \( n \geq 0 \).

**Proof.** We first show estimate (14) using induction on the integer \( n \). For \( n = 0, 2 \) and (10) give \( \| x_1 - x_0 \| \leq a = t_1 - t_0 \), which shows (14) in this case. Suppose (14) holds for \( n = 0, 1, \ldots, k - 1 \); this implies, in particular, that

\[ \| x_k - x_0 \| \leq \| x_k - x_{k-1} \| + \ldots + \| x_1 - x_0 \| \]

\[ \leq (t_k - t_{k-1}) + \ldots + (t_1 - t_0) \]

\[ = t_k - t_0 \]

\[ = t_k \]

\[ \leq r^*. \]
Using the approximation
\[
F(x_k) = F(x_k) - F(x_{k-1}) - A(x_k - x_{k-1})
\]
\[
= \int_0^1 \left[ F'(x_{k-1} + t(x_k - x_{k-1})) - A \right] (x_k - x_{k-1}) dt,
\]
(16)

hypothesis (3), (13), and the induction hypothesis, we obtain in turn
\[
\|x_{k+1} - x_k\| = \|A^{-1}F(x_k)\|
\]
\[
= \left\| \int_0^1 A^{-1} \left[ F'(x_{k-1} + t(x_k - x_{k-1})) - A \right] (x_k - x_{k-1}) dt \right\|
\]
\[
\leq \int_0^1 \left\| A^{-1} \left[ F'(x_{k-1} + t(x_k - x_{k-1})) - A \right] \right\| \|x_k - x_{k-1}\| dt
\]
\[
\leq \int_0^1 w(||x_{k-1} + t(x_k - x_{k-1) - x_0||)||x_k - x_{k-1}\| dt
\]
\[
\leq \int_0^1 w((1-t)||x_{k-1} - x_0|| + t||x_k - x_0||)||x_k - x_{k-1}\| dt
\]
\[
\leq \int_{t_k}^{t_{k-1}} w(t) dt
\]
\[
= f(t_k)
\]
\[
= t_{k+1} - t_k.
\]

Hence, estimate (14) is true for all \( n \geq 0 \). Moreover, estimate (15) follows from (14) by using standard majorization techniques [5, 8, 10].

To show uniqueness, let us assume that \( y \in U(x_0, R) \) with \( F(y) = 0 \). Using (2), (3) and the approximation
\[
x_{k+1} - y^* = x_k - y^* - A^{-1}F(x_k)
\]
\[
= A^{-1} \left[ A(x_k - y^*) - (F(x_k) - F(y)) \right]
\]
\[
= -A^{-1} \left[ \int_0^1 (F'(y + t(x_k - y)) - A) \right] (x_k - y) dt,
\]
(18)

we get as in (17)
\[
\|x_{k+1} - y^*\| \leq \int_0^1 w((1-t)||x_0 - y|| + t||x_k - x_0||)||x_k - y|| dt.
\]
(19)

If \( y \in \bar{U}(x_0, r^*) \), then \( \|x_0 - y^*\| \leq r^* \) and (19) gives
\[
\|x_{k+1} - y\| \leq w(r^*)||x_k - y^*|| \leq w(r^*)^k + 1 r^*.
\]
(20)
If \( y \in U(x_0, R) \) and \( r^* \neq R \), then \( \|y - x_0\| = \mu R \) \((0 < \mu < 1)\), and (19) can give
\[
\|x_{k+1} - y\| \leq \left( \frac{1}{R - r^*} \int_{r^*}^{R} w(t) \, dt \right)^{k+1} R.
\] (21)

It follows from the Lemma and (11) that \( 0 \leq w(t) < 1 \) for \( t \in [0, R] \). Hence it follows from (20) and (21) that \( \lim_{k \to \infty} x_k = y \). That completes the proof of the theorem \( \blacksquare \)

**Remark 1.** It was explained in [2], why sometimes it is useful to pass from the function \( w \) to the function
\[
\tilde{w}(r) = \sup \{ w(u) + w(v) : u + v = r \}.
\] (22)

Consider the function
\[
\tilde{f}(r) = \tilde{a} - r + \int_0^r \tilde{w}(t) \, dt \quad (r \in [0, R])
\]
where \( \tilde{a} = \frac{a}{1 + w(a)} \) and \( \tilde{w}(r) = \frac{1}{1 + w(a)} \tilde{w}(r) \) \((r \in [0, R])\), the equation
\[
\tilde{f}(r) = 0
\]
and the iteration
\[
\tilde{t}_0 = 0
\]
\[
\tilde{t}_{n+1} = \int_0^{\tilde{t}_n} \tilde{w}(t) \, dt - w(a)\tilde{t}_n + a \quad (n \geq 0).
\]

Replace \( f \) by \( \tilde{f} \) in the above theorem. Then it can easily be seen by following the proof of the theorem that the conclusions obtained there hold in this setting also.

The following result is a consequence of the contraction mapping principle [4, 7].

**Proposition.** Let
\[
\theta = \sup_{x \in D_0} \|I - A^{-1}F'(x)\| < 1
\]
where \( D_0 = U(x_0, r_1) \subseteq D \) and \( r_1 = \frac{a}{1 + \theta} \). Then equation (1) has a unique solution \( x^* \) in \( U(x_0, r_1) \). Moreover, iteration \( \{x_n\}_{n \geq 0} \) generated by (2) is well defined, remains in \( U(x_0, r_1) \) for all \( n \geq 0 \) and converges to \( x^* \). Furthermore, the error bounds
\[
\|x_n - x^*\| \leq \frac{\theta^n}{1 - \theta} \|x_n - x_{n-1}\| \leq \frac{\theta^n}{1 - \theta} \|x_1 - x_0\| = \frac{\theta^n a}{1 - \theta}
\]
hold for all \( n \geq 1 \).

To compare our results with the ones obtained in [10: Proposition 2] or in [2: Theorem 1], we set \( A = F'(x_0) \), and assume that (6) holds for \( v_1(r, t) = k(r)t \) for some non-decreasing function \( k \) on \([0, R]\). As in [2, 10] define the function
\[
\chi(r) = a + b \int_0^r (r - t)k(t) \, dt - r
\] (23)
where
\[
b = \|F'(x_0)^{-1}\| \quad (24)
\]
and the equation
\[
\chi(r) = 0.
\] (25)

We now provide a favorable example for our theorem.
Example. Let $E_1 = E_2 = D = C = C[0,1]$, the space of continuous functions on $[0,1]$ equipped with the sup-norm. Consider the nonlinear integral equation of Uryson type given by

$$F(x)(t) = x(t) - \int_0^1 p(t,s,x(s)) \, ds. \quad (26)$$

Let $x_0 = 0$ and $A = F'(0)$. Suppose $p(t,s,u) = p_1(t)p_2(s)p_3(u)$ with two continuous functions $p_1$, $p_2$ and $p_3 \in C^2$. Setting

$$\gamma = \int_0^1 p_2(s) \, ds \quad \text{and} \quad \delta = \int_0^1 p_1(s)p_2(s) \, ds, \quad (27)$$

using formulas (23), (25) - (29) in [1: p. 278], (10), and (24), we get the function

$$k(r) = \|p_1\|_C \cdot \gamma \cdot \sup_{\|u\| \leq r} \|p_3'(u)\| \quad (28)$$

and the constants

$$a = \frac{\gamma p_3(0)}{1 - \delta p_3'(0)} \|p_1\|_C \quad (29)$$

$$b = 1 + \frac{\gamma p_3(0)}{1 - \delta p_3'(0)} \|p_1\|_C \quad (30)$$

provided that

$$\delta p_3'(0) < 1. \quad (31)$$

Choose

$$p_1(s) = \frac{1}{(s + 1)\sqrt{s + 1}}, \quad p_2(s) = \beta \sqrt{s + 1}, \quad \beta = \frac{3}{20(2\sqrt{2} - 1)}, \quad p_3(s) = e^s.$$  

Then by (27) we get $\gamma = \frac{2}{3} \beta (2\sqrt{2} - 1)$ and $\delta = \beta \ln 2$. Condition (31) becomes

$$\delta p_3'(0) = \beta \ln 2 = .5686421 < 1,$$

which is true. Moreover, by (28) - (30) and the above values we get

$$a = \frac{2\beta(2\sqrt{2} - 1)}{3(1 - \beta \ln 2)} = .0027389 \quad \text{and} \quad b = 1 + \frac{2\beta(2\sqrt{2} - 1)}{3(1 - \beta \ln 2)} = 1.0027389$$

and $k(r) = \frac{b}{10} e^r$. By (23) and the above values we get

$$\chi(r) = .1106029e^r - 1.1106029r - .0045736.$$  

It is simple calculus to show that $\min_{r \in [0, +\infty)} \chi(r) = .1060293 > 0$, $\chi$ is increasing on $[2.306712, +\infty)$ and decreasing on $[0, 2.306712]$. Proposition 2 in [10: p. 674] fails to
apply since $\chi(r)$ has no zero in the interval $[0, R]$ and $\chi(R) > 0$ for all $R \in [0, +\infty)$. However, our theorem applies.

Indeed, by setting

$$w(r) = \frac{b}{10} r,$$

using (11) and the above values we get $f(r) = \frac{b}{20} r^2 - r + a$. The hypothesis of our theorem is now satisfied if we set

$$r^* = 0.0027395 \quad \text{and} \quad R = 19.942632.$$

Hence, according to our theorem iteration (2) converges to a solution $x^* \in \bar{U}(0, r^*)$ of equation $F(x)(t) = 0$ where $F$ is given by (26). Moreover, $x^*$ is the unique solution of the same equation in $U(0, R)$. Furthermore, estimates (14) and (15) hold in this case for all $n \geq 0$.

**Remark 2.** Using the choices of the $w$-functions given in the example we see that $\bar{k}(r) = \frac{1}{10} \leq k(r)$ for $r \in [0, R]$ and by (11) and (23) we get

$$f(r) \leq \chi(r) \quad \text{for all } r \in [0, R].$$

If $\chi(R) \leq 0$, then $f(R) \leq 0$ also. That means that whenever Proposition 2 in [10: p. 674] applies so does our theorem. The converse is not true as we showed in the above example.

**Remark 3.** Assume that the $k$-functions in Remark 2 are constants (Lipschitz) denoted by $\bar{k}$ and $k$, respectively. The Newton-Kantorovich conditions in this case become

$$\bar{h} = \bar{k} \cdot \eta \leq \frac{1}{2} \quad \text{and} \quad h = k \cdot \eta \leq \frac{1}{2}.$$

Since in general $\bar{k} \leq k$ if the second inequality is satisfied so does the first one. However, the converse is not true in general. That means that our conditions are weaker than the corresponding ones in Theorems 1 - 3 and 4 (I.XVIII) of [8].
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