EXISTENCE AND CONVERGENCE THEOREMS FOR THE SPLIT QUASI VARIATIONAL INEQUALITY PROBLEMS ON PROXIMALLY SMOOTH SETS
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Abstract. In this paper, we consider the split quasi variational inequality problems over a class of nonconvex sets, as uniformly prox-regular sets. The sufficient conditions for the existence of solutions of such a problem are provided. Furthermore, an iterative algorithm for finding a solution is constructed and its convergence analysis are considered. The results in this paper improve and extend the variational inequality problems which have been appeared in literature.
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1. Introduction

A well known problem, which was studied and interested for many researchers, is the variational inequality problem. The variational inequality problem is a problem of finding $x^* \in K$ such that
\begin{equation}
\langle T(x^*), x - x^* \rangle \geq 0, \quad \text{for all } x \in K,
\end{equation}
where $T$ is a nonlinear operator on $H$, $K$ is a nonempty closed and convex subset of a Hilbert space $H$. This problem was introduced by Stampacchia \cite{32} in 1960s, and it is a power tool which has been used in branches of both pure and applied sciences. Subsequently, the most nature, direct, simple and efficient framework for general treatment of wide range of problems are provided for the variational inequalities. Roughly speaking, many researchers interest to develop several numerical methods for solving variational inequalities and relaxed optimization problems (see \cite{1, 8, 10, 11, 16, 33-36} and the references therein).

In the early 1970s, Bensoussan et al. \cite{3} developed the concept of variational inequality, by introducing the following concept of quasi-variational inequality problem: find $x^* \in C(x^*)$ such that
\begin{equation}
\langle T(x^*), x - x^* \rangle \geq 0, \quad \text{for all } x \in C(x^*),
\end{equation}
where $C$ is a set-valued mapping on $H$. We see that if $C(x) = K$ for all $x \in H$, then the problem (1.2) is reduced to the problem (1.1). Notice that, since in many important problems the considered set also depend upon the solutions explicitly or implicitly, evidently, the problem (1.2) is of interesting to study, see \cite{15, 22-24}

On the other hand, in 2012, Cencer et al. \cite{9} introduced the following concept of split variational inequality problem: let $H_1, H_2$ be real Hilbert spaces and $K, Q$ be nonempty closed and convex subsets of $H_1$ and $H_2$, respectively, $T : H_1 \to H_1, S : H_2 \to H_2$ be nonlinear mappings and $A : H_1 \to H_2$ be a bounded linear operator then they are interesting in finding $x^* \in K$ such that
\begin{equation}
\langle T(x^*), x - x^* \rangle \geq 0, \quad \text{for all } x \in K,
\end{equation}
and such that $Ax^* \in Q$ solves
\begin{equation}
\langle S(Ax^*), y - Ax^* \rangle \geq 0, \quad \text{for all } y \in Q.
\end{equation}
This problem extends and permits split minimization between two spaces so the image of minimizer of a given function, under a bounded linear operator, is a minimizer at another function. Furthermore, the split zero
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problem and split feasibility problem which was studied and used in a model of intensity-modulated radiation therapy treatment planning are contained as special cases of this problem, see [6,7,14]. This formulation is also at core of the modeling of many inverse problems arising for phase retrieval and other real-world problems; for instance, in sensor networks in computerized tomography and data compression; see [5,14,21].

By the way, in the early period of these development, it should be pointed out that almost all the results regarding the existence and iterative schemes for solving those variational inequality problems are being considered in the convexity setting. This is because, perhaps, they need the convexity assumption for guaranteeing the well definedness of the proposed iterative algorithm, which almost depends on the projection properties. However, in fact, the convexity assumption may not be required, because the algorithm may be well defined even if the considered set is nonconvex (e.g., when the considered set is a closed subset of a finite dimensional space or a compact subset of Hilbert space, etc.) see [2,4,20,25,26,30]. While, it may be from the practical point of view, one may see that the nonconvex problems are more useful and general than convex case, subsequently, now many researchers are convinced and paid attention to many nonconvex cases. Here, we are focusing the following case, which was presented in 2013 by K. R. Kazmi [19]; let \( \mathcal{T}_i : H_i \to H_i , A : H_1 \to H_2 \) be nonlinear mappings for \( i = 1, 2 \) and \( K_r, Q_s \) are uniformly prox-regular subsets of \( H_1 \) and \( H_2 \) respectively with \( r, s \in (0, \infty) \) for finding \( (x^*, y^*) \in K_r \times Q_s \) where \( y^* = Ax^* \) such that
\[
0 \in \rho \mathcal{T}_1(x^*) + N^H_{K_r}(x^*), \\
0 \in \lambda \mathcal{T}_2(y^*) + N^H_{Q_s}(y^*),
\]
where \( \rho, \lambda \) are parameters with positive values and \( N^H_K(x) \) is the proximal normal cone of \( K \) at \( x \).

In this paper, base on above literatures, we are interested to study split quasi variational inequality of nonconvex type problem. The existence theorems and an algorithm for finding such solution will be considered and introduced, respectively. Our results represent an improvement and refinement of the literature results for the variational inequality problem.

2. Preliminaries

In this section, we will recall some basic concepts and useful results which will be used in this paper.

Let \( H \) be a real Hilbert space whose inner product and norm are denoted by \( \langle \cdot, \cdot \rangle \) and \( \| \cdot \| \), respectively. Let \( 2^H \) be denoted for the class of all nonempty subsets of \( H \), and \( K \) be a closed subset of \( H \). For each \( K \subseteq H \), we denote by \( d(\cdot, K) \) for the usual distance function on \( H \) to \( K \), that is, \( d(u, K) = \inf_{v \in K} \| u - v \| \), for all \( u \in H \).

For each \( K \subseteq H \) and \( u \in H \). A point \( v \in K \) is called the closest point or the projection of \( u \) onto \( K \) if \( d(u, K) = \| u - v \| \). The set of all such closest points is denoted by \( \text{Proj}_K(u) \), that is \( \text{Proj}_K(u) = \{ v \in K : d(u, K) = \| u - v \| \} \). The proximal normal cone to \( K \) at \( u \) is given by
\[
N^K_K(u) = \{ v \in H : \exists \rho > 0 \text{ such that } u \in \text{Proj}_K(u + \rho v) \}.
\]
The following characterization of \( N^K_K(u) \) can be found in [13].

Lemma 2.1. Let \( K \) be a closed subset of a Hilbert space \( H \). Then
\[
v \in N^K_K(u) \Leftrightarrow \exists \sigma > 0 \text{ such that } \langle v, z - u \rangle \leq \sigma \| z - u \|^2, \text{ for all } z \in K.
\]
The inequality (2.1) is called the proximal normal inequality.

We recall also that the Clarke normal cone is given by
\[
N(K, x) = \overline{\text{co}}[N^K_K(x)],
\]
where \( \overline{\text{co}}[S] \) means the closure of the convex hull of \( S \) (see [12]). It is clear that one always has \( N^K_K(x) \subseteq N(K, x) \), but the converse is not true in general. Note that \( N(K, x) \) is always a closed and convex cone and that \( N^K_K(x) \) is always a convex cone but may be nonclosed (see [12,13]). Also, in 1995, Clarke et al. [17] introduced a new class of nonconvex sets, which is called proximally smooth sets, and it has played an important part in many nonconvex applications such as optimization, dynamic systems and differential inclusions. Subsequently, in recent years, Bounkhel et al. [4], Cho et al. [11], Noor [25,26], Petrot [27] and J. Suwannait and N. Petrot [26,29,31] have considered both variational inequalities and equilibrium problems in the context of proximally smooth sets. They suggested and analyzed some projection type iterative algorithms by using the prox-regular technique and auxiliary principle technique. Note that the original definition of proximally smooth set was given in terms of the differentiability of the distance function (see [17,28]), while here, we will take the following characterization, which was proved in [13], as the definition of proximally smooth sets.
Definition 2.2. For a given $r \in (0, +\infty)$, a subset $K$ of $H$ is said to be uniformly prox-regular with respect to $r$, say, uniformly $r$-prox-regular set, if for all $x \in K$ and for all $0 \neq z \in N^K_r(x)$, one has

$$
\left\langle \frac{z}{\|z\|}, x - x \right\rangle \leq \frac{1}{2r}\|x - x\|^2, \text{ for all } x \in K.
$$

For the case of $r = \infty$, the uniform $r$-prox-regularity $K$ is equivalent to the convexity of $K$ (see [17]). Moreover, it is known that the class of uniformly prox-regular sets is sufficiently large to include the class $p$-convex sets, $C^{1,1}$ submanifolds (possibly with boundary) of $H$, the images under a $C^{1,1}$ diffeomorphism of convex sets and many other nonconvex sets, see [13,28].

For the sake of simplicity, from now on, we will make use the following notation: for each $r \in (0, +\infty)$, we write

$$
K_r := \{ x \in H : d(x, K) < r \},
$$

and $[Cl(H)]_r$ for the class of all uniformly $r$-prox-regular subsets of $H$.

Lemma 2.3. Let $r \in (0, +\infty]$ and $K$ be a nonempty closed subset of $H$. If $K$ is a uniformly $r$-prox-regular set, then the following holds

(i) For all $x \in K_r$, Proj$_K(x) \neq \emptyset$;

(ii) For all $s \in (0, r)$, Proj$_K$ is a $\frac{r}{s^2}$-Lipschitz on $K_s$;

(iii) The proximal normal cone is closed as a set-valued mapping.

Remark 2.4. If $K$ is uniformly $r$-prox-regular set, as a direct consequence of Lemma 2.3(iii), we know that $N(K, x) = N^K_r(x)$.

In this work, we will considering the following class of mappings.

Definition 2.5. A mapping $T : H \to H$ is said to be a $\sigma$-strongly monotone if there exists $\sigma > 0$ such that for all $x, x^* \in K$,

$$
\langle T(x) - T(x^*), x - x^* \rangle \geq \|x - x^*\|^2.
$$

Definition 2.6. A mapping $T : H \to H$ is said to be a $\beta$-Lipschitzian if there exists a real number $\beta > 0$ such that

$$
\|T(x) - T(y)\| \leq \beta \|x - y\|, \text{ for all } x, y \in H.
$$

Definition 2.7. A multivalued mapping $C : H \to 2^H$ is said to be a $\kappa$-Lipschitz continuous if there exists a real number $\kappa > 0$ such that

$$
\|d(y, C(x)) - d(y', C(x'))\| \leq \|y - y'\| + \kappa \|x - x'\|, \text{ for all } x, x', y, y' \in H.
$$

The following lemma is a very important tool, in order to prove our main results.

Lemma 2.8. [4] Let $r \in (0, +\infty]$ and let $C : H \to 2^H$ be a $\kappa$-Lipschitz continuous multivalued mapping with uniformly $r$-prox-regular valued then the following closedness property holds: for any $x_n \to x^*$, $y_n \to y^*$ and $u_n \to u^*$ with $y_n \in C(x_n)$ and $u_n \in N^P_{C(x_n)}(y_n)$, one has $u^* \in N^P_{C(x^*)}(y^*)$.

3. Main Results

Let $H_1$ and $H_2$ be real Hilbert spaces, $T_i : H_i \to H_i$ be nonlinear mappings, $C_i : H_i \to 2^{H_i}$ be nonlinear multivalued mappings for $i = 1, 2$ and $A : H_1 \to H_2$ be a bounded linear operator. In this paper, we are interesting in the following problem: find $x^* \in C_1(x^*)$ such that, $Ax^* \in C_2(Ax^*)$ and

$$
-T_1(x^*) \in N^P_{C_1(x^*)}(x^*),
$$

$$
-T_2(Ax^*) \in N^P_{C_2(Ax^*)}(Ax^*). \tag{3.1}
$$

Notice that, the problem (3.1) can be reformulated as the following: find $(x^*, z^*) \in C_1(x^*) \times C_2(z^*)$ with $z^* = Ax^*$ such that

$$
x^* = \text{Proj}_{C_1(x^*)}(x^* - \rho T_1(x^*)),
$$

$$
z^* = \text{Proj}_{C_2(z^*)}(z^* - \lambda T_2(z^*)), \tag{3.2}
$$

for some $\rho, \lambda > 0$ are constants.
Moreover, by using the definition of uniformly prox-regular set, we also see that the problem \((3.1)\) is of finding \(x^* \in C_1(x^*)\), and \(z^* = Ax^* \in C_2(z^*)\) such that

\[
\langle T_1(x^*), \bar{x} - x^* \rangle + \frac{\|T_1(x^*)\|}{2r} \|\bar{x} - x^*\|^2 \geq 0, \forall \bar{x} \in C_1(x^*),
\]

\[
\langle T_2(z^*), \bar{z} - z^* \rangle + \frac{\|T_2(z^*)\|}{2s} \|\bar{z} - z^*\|^2 \geq 0, \forall \bar{z} \in C_2(z^*).
\]

\[(3.3)\]

In a special case, when \(K\) and \(Q\) is a closed subset of \(H_1\) and \(H_2\), respectively, and \(C_i : H_i \to 2^{H_i}\), for \(i = 1, 2\) are defined by

\[
C_1(x) = K, \quad \text{for all } x \in H_1,
\]

\[
C_2(y) = Q, \quad \text{for all } y \in H_2,
\]

\[(3.4)\]

then the problem \((3.1)\) is reduced to the problem of finding \((x^*, z^*) \in K \times Q\) with \(z^* = Ax^*\) such that

\[
-T(x^*) \in N^R_1(x^*),
\]

\[
-S(z^*) \in N^Q_1(z^*),
\]

\[(3.5)\]

which was studied by K. R. Kazmi [18].

Now, we introduce an algorithm which will play an important role in our prove.

**Algorithm (A):** Let \(T_i : H_i \to H_i, C_1 : H_i \to [C_i(H_i)],\) and \(C_2 : H_2 \to [C_i(H_2)]\) be nonlinear mappings where \(r, s \in (0, +\infty)\) and \(i = 1, 2\). Let \(A : H_1 \to H_2\) be a bounded linear operator with its adjoint operator, denoted by \(A^*\). Given \(x_0 \in H_1\), compute the algorithm sequences \(\{x_n\}, \{y_n\}\) and \(\{z_n\}\) as the following projection method:

\[
y_n \in \text{Proj}_{C_1(x_n)}[x_n - \rho T_1(x_n)],
\]

\[
z_n \in \text{Proj}_{C_2(y_n)}[Ay_n - \lambda T_2(Ay_n)],
\]

\[
x_{n+1} \in \text{Proj}_{C_1(y_n)}[y_n + \gamma A^*(z_n - Ay_n)],
\]

\[(3.6)\]

where \(\rho, \lambda\) and \(\gamma\) are step size positive real numbers.

The following assumption will be proposed, as the sufficient conditions.

**Assumption (C):** Let \(T_i : H_i \to H_i, C_1 : H_1 \to [C_i(H_1)],\) and \(C_2 : H_2 \to [C_i(H_2)]\) be nonlinear mappings for \(r, s \in (0, +\infty)\) and \(i = 1, 2\) which are satisfied the following conditions:

(i) \(T_i\) is a \(\beta_i\)-Lipschitzian mapping and a \(\sigma_i\)-strongly monotone mapping for \(i = 1, 2\);

(ii) \(C_i\) is a \(\kappa_i\)-Lipschitzian continuous mapping for some \(\kappa_i \in [0, 1)\) for \(i = 1, 2\);

(iii) for each \(i = 1, 2\) there is \(\omega_i \in (0, 1]\) such that

\[
\|\text{Proj}_{C_1(x)}(z) - \text{Proj}_{C_1(y)}(z)\| \leq \omega_i \|x - y\|, \quad \text{for all } x, y, z \in H_i.
\]

Firstly, based on the assumption (C), we notice the following key remark.

**Remark 3.1.** For a real Hilbert space \(H\) and \(r \in (0, \infty)\). If \(T : H \to H\) and \(C : H \to [C_i(H)]\) are nonlinear mappings. Then, for each \(x_0 \in H\) with \(d(x_0, C(x_0)) \leq r^* - \rho\|Tx_0\|\), where \(r^* \in (0, r)\) and \(\rho\) is a positive real number, \(\text{Proj}_{C(x_0)}[x_0 - \rho Tx_0] \neq \emptyset\). Indeed, Since \(C\) is a \(\kappa\)-Lipschitz continuous mapping, we have

\[
d(x_0 - \rho Tx_0, C(x_0)) \leq d(x_0, C(x_0)) + \rho\|Tx_0\| \leq r^* - \rho\|Tx_0\| + \rho\|Tx_0\| < r.
\]

By Lemma 2.3(i), we obtain that \(\text{Proj}_{C(x_0)}[x_0 - \rho Tx_0] \neq \emptyset\).

The following lemma asserts that, under our setting, Algorithm (A) is well-defined.

**Lemma 3.2.** Let \(H_1, H_2\) be real Hilbert spaces. Assume that Assumption (C)(ii) and (iii) holds and there are \(\mu > 1\) and \(x_0 \in H_1\) such that

(i) \(d(x_0, C_1(x_0)) \leq r^* - \rho\|T_1(x_0)\|\),

(ii) \(\delta T_1 \leq \sup\{\|T_1(x)\| : x \in H_1\}, \delta T_2 \leq \sup\{\|T_2(Ay)\| : Ay \in H_2\}, \delta A^* = \sup\{\|A^*(z)\| : z \in H_2\}\), \(\Phi = \sup\{d(Ay, C_2(Ay)) : Ay \in H_2\},\)

\[
r^* = \frac{\delta T_1}{\delta T_2}, \quad \mu^* = \frac{\delta A^*}{\delta \Phi}, \quad \mu^* > 1, \quad \text{and} \quad \mu^* > 1.
\]

where \(\delta T_1 = \sup\{\|T_1(x)\| : x \in H_1\}, \delta T_2 = \sup\{\|T_2(Ay)\| : Ay \in H_2\}, \delta A^* = \sup\{\|A^*(z)\| : z \in H_2\}, \Phi = \sup\{d(Ay, C_2(Ay)) : Ay \in H_2\},\)

\(r^* = \frac{\delta T_1}{\delta T_2},\) \(s^* = \frac{\delta A^*}{\delta \Phi}, A : H_1 \to H_2\) is a bounded linear operator and \(\{x_n\}, \{y_n\}\) are constructed as in Algorithm (A) with the initial vector \(x_0\). Then, the sequences \(\{x_n\}, \{y_n\}\) and \(\{z_n\}\) which are constructed by Algorithm (A) are well-defined.
Proof. By condition (i) and Remark 3.1, we know that $\text{Proj}_{C_1(x_0)}[x_0 - \rho T_1 x_0] \neq \emptyset$. Subsequently, we put $y_0 \in \text{Proj}_{C_1(x_0)}[x_0 - \rho T_1 x_0]$. Next, by the condition (ii), we see that
\[
d(Ay_0 - \lambda T_2(Ay_0), C_2(Ay_0)) \leq d(Ay_0, C_2(Ay_0)) + \lambda \|T_2(Ay_0)\| \\
\leq d(Ay_0, C_2(Ay_0)) + \lambda \|T_2(Ay_0)\| \\
< d(Ay_0, C_2(Ay_0)) + \left(\frac{s^* - \Phi}{\delta T_2}\right) \|T_2(Ay_0)\| \\
< d(Ay_0, C_2(Ay_0)) + s^* - \Phi \\
< s^*.
\]
Thus, $\text{Proj}_{C_2(Ay_0)}[Ay_0 - \lambda T_2(Ay_0)] \neq \emptyset$. Let $z_0 \in \text{Proj}_{C_2(Ay_0)}[Ay_0 - \lambda T_2(Ay_0)]$. Notice that, by using the $\kappa_1$-Lipschitz continuous mapping of $C_1$, we see that
\[
d(y_0 + \gamma A^*(z_0 - Ay_0), C_1(y_0)) \leq d(y_0, C_1(y_0)) + \gamma \|A^*(z_0 - Ay_0)\| \\
= d(y_0, C_1(y_0)) - d(y_0, C_1(x_0)) + \gamma \|A^*(z_0 - Ay_0)\| \\
\leq \kappa_1 \|y_0 - x_0\| + r^*.
\]
On the other hand, we have
\[
\|y_0 - x_0\| \leq \|y_0 - (x_0 - \rho T_1(x_0)) + \|x_0 - \rho T_1(x_0) - x_0\| \\
= d(x_0 - \rho T_1(x_0), C_1(x_0)) + \rho \|T_1(x_0)\| \\
\leq r^* + r^* \\
= 2r^*.
\]
Thus, (3.7) and (3.8), give
\[
d(y_0 + \gamma A^*(z_0 - Ay_0), C_1(y_0)) \leq 2\kappa_1 r^* + r^* \\
= r^* (2\kappa_1 + 1) \\
= r^* \left(\frac{1 + \kappa_1 - 2\kappa_1^2}{1 - \kappa_1}\right) \\
< r.
\]
This implies that, $\text{Proj}_{C_1(y_0)}[y_0 + \gamma A^*(z_0 - Ay_0)] \neq \emptyset$. Let $x_1 \in \text{Proj}_{C_1(y_0)}[y_0 + \gamma A^*(z_0 - Ay_0)]$, and consider
\[
d(x_1 - \rho T_1 x_1, C_1(x_1)) \leq d(x_1, C_1(x_1)) + \rho \|T_1 x_1\| \\
= d(x_1, C_1(x_1)) - d(x_1, C_1(y_0)) + \rho \|T_1 x_1\| \\
\leq \kappa_1 \|x_1 - y_0\| + r^*.
\]
And, since
\[
\|x_1 - y_0\| \leq \|x_1 - (y_0 + \gamma A^*(z_0 - Ay_0))\| + \|y_0 + \gamma A^*(z_0 - Ay_0) - y_0\| \\
= d(y_0 + \gamma A^*(z_0 - Ay_0), C_1(y_0)) + \gamma \|A^*(z_0 - Ay_0)\| \\
< r^* \left(\frac{1 + \kappa_1 - 2\kappa_1^2}{1 - \kappa_1}\right) + r^*,
\]
we obtain
\[
d(x_1 - \rho T_1 x_1, C_1(x_1)) \leq r^* \kappa_1 \left(\frac{1 + \kappa_1 - 2\kappa_1^2}{1 - \kappa_1}\right) + r^* \kappa_1 + r^* \\
= r^* \left(\frac{1 + \kappa_1 - 2\kappa_1^2}{1 - \kappa_1}\right) + r^* \\
< r.
\]
This implies that, $\text{Proj}_{C_1(x_1)}[x_1 - \rho T_1 x_1] \neq \emptyset$. Let $y_1 \in \text{Proj}_{C_1(x_1)}[x_1 - \rho T_1(x_1)]$, and we see that
\[
d(Ay_1 - \lambda T_2(Ay_1), C_2(Ay_1)) \leq d(Ay_1, C_2(Ay_1)) + \lambda \|T_2(Ay_1)\| \\
< d(Ay_1, C_2(Ay_1)) + \left(\frac{s^* - \Phi}{\delta T_2}\right) \|T_2(Ay_1)\| \\
< d(Ay_1, C_2(Ay_1)) + s^* - \Phi \\
< s.
\]
Thus, $\text{Proj}_{C_2(Ay_1)}[Ay_1 - \lambda T_2(Ay_1)] \neq \emptyset$. Let $z_1 \in \text{Proj}_{C_2(Ay_1)}[Ay_1 - \lambda T_2(Ay_1)]$, and computes
\[
d(y_1 + \gamma A^*(z_1 - Ay_1), C_1(y_1)) \leq d(y_1, C_1(y_1)) + \gamma \|A^*(z_1 - Ay_1)\| \\
\leq d(y_1, C_1(y_1)) - d(y_1, C_1(x_1)) + r^*.
\]
Thus, \( \text{Proj}_{C_{1}(y_1)}[y_1 + \gamma A^*(z_1 - Ay_1)] \neq \emptyset \). Let \( x_2 \in \text{Proj}_{C_{1}(y_1)}[y_1 + \gamma A^*(z_1 - Ay_1)] \). In the same way of (3.10), (3.11) and (3.12), we have
\[
d(x_2 - \rho T_1(x_2), C_1(x_2)) \leq \kappa_1 \|x_2 - y_1\| + r^*.
\]
and
\[
d(x_2 - \rho T_1 x_2, C_1(x_2)) \leq r^* \left( \frac{1 + \kappa_1 - 2 \kappa_1^3}{1 - \kappa_1} \right).
\]
Thus, \( \text{Proj}_{C_1(x_2)}[x_2 - \rho T_1 x_2] \neq \emptyset \). Let \( y_2 \in \text{Proj}_{C_1(x_2)}[x_2 - \rho T_1 x_2] \). In similarly way (3.13), we obtain
\[
d(Ay_2 - \lambda T_2(Ay_2), C_2(Ay_2)) \leq s^*.
\]
Thus, \( \text{Proj}_{C_2(Ay_2)}[Ay_2 - \lambda T_2(Ay_2)] \neq \emptyset \). Let \( z_2 \in \text{Proj}_{C_2(Ay_2)}[Ay_2 - \lambda T_2(Ay_2)] \). In the same way as obtaining (3.14), (3.15) and (3.16), we have
\[
d(y_2 + \gamma A^*(z_2 - Ay_2), C_1(y_2)) \leq \kappa_1 \|y_2 - x_2\| + r^*.
\]
and
\[
d(y_2 + \gamma A^*(z_2 - Ay_2), C_1(y_2)) \leq r^* \left( \frac{1 + \kappa_1 - 2 \kappa_1^3}{1 - \kappa_1} \right).
\]
Thus, \( \text{Proj}_{C_2(y_2)}[y_2 + \gamma A^*(z_2 - Ay_2)] \neq \emptyset \), and we then put \( x_3 \in \text{Proj}_{C_1(y_2)}[y_2 + \gamma A^*(z_2 - Ay_2)] \).

By using this process, we can construct the sequences \( \{x_n\}, \{y_n\} \) in \( H_1 \) and \( \{z_n\} \) in \( H_2 \) such that
\[
x_n - \rho T_1(x_n) \in [C_1(x_n)]_{\frac{\gamma(1+\kappa_1)}{1+\kappa_1}}
\]
\[
y_n \in \text{Proj}_{C_1(x_n)}[x_n - \rho T_1(x_n)]
\]
\[
Ay_n - \lambda S(Ay_n) \in [C_2(Ay_n)]_{s^*}
\]
\[
z_n \in \text{Proj}_{C_2(Ay_n)}[Ay_n - \lambda T_2(Ay_n)]
\]
\[
y_n + \gamma A^*(z_n - Ay_n) \in [C_1(y_n)]_{\frac{\gamma(1+\kappa_1)}{1+\kappa_1}}
\]
\[
x_n+1 \in \text{Proj}_{C_1(y_n)}[y_n + \gamma A^*(z_n - Ay_n)],
\]
which is, in fact, the Algorithm (A).

\[\]
The following theorem shows that the sequences \( \{x_n\} \), \( \{y_n\} \) and \( \{z_n\} \), which are considered in Lemma 3.2, are all convergent sequences.

**Theorem 3.4.** Let \( H_1, H_2 \) be real Hilbert spaces. Assume that Assumption (C) and all of assumptions in Lemma 3.2 hold. If \( \gamma < \min\{ \frac{2}{\sqrt{\lambda_2-\lambda_1}}, \frac{1-\omega_2}{2\lambda_2}\} \), where \( \phi = \frac{1}{\sqrt{\lambda_2}}, \theta_2 = t_\star \sqrt{1-2\lambda_2 + \lambda^2\beta_2^2 + \omega_2} \) and \( t_\star = \frac{1}{\sqrt{\lambda_2}} \), then \( \{x_n\} \), \( \{y_n\} \) and \( \{z_n\} \), which are constructed in Algorithm (A), are convergent sequences.

**Proof.** Using the definition of sequence \( \{x_n\} \), \( \{y_n\} \) and \( \{z_n\} \) in Algorithm (A), we have

\[
\|y_{n+1} - y_n\| = \|\text{Proj}_{C_1}(x_{n+1}) - \text{Proj}_{C_1}(x_n)\| = \|x_{n+1} - x_n - \rho f(x_{n+1}) + \rho f(x_n)\| \\
\leq \|x_{n+1} - x_n\|^2 - 2\rho \langle f(x_{n+1}) - f(x_n), x_{n+1} - x_n \rangle + \rho^2 \|f(x_{n+1}) - f(x_n)\|^2 \\
= (1 - 2\rho\sigma_1 + \rho^2\beta_1^2)\|x_{n+1} - x_n\|^2. \tag{3.18}
\]

From (3.18) and (3.19), we get

\[
\|y_{n+1} - y_n\| \leq \frac{1 + \mu\kappa_1}{\kappa_1(\mu - 1)} \sqrt{1 - 2\rho\sigma_1 + \rho^2\beta_1^2}\|x_{n+1} - x_n\| + \omega_1\|x_{n+1} - x_n\|. \tag{3.19}
\]

On the other hand, we have

\[
\|x_{n+1} - \rho T_1(x_{n+1}) - x_n + \rho T_1(x_n)\|^2 \leq \|x_{n+1} - x_n\|^2 - 2\rho \langle T_1(x_{n+1}) - T_1(x_n), x_{n+1} - x_n \rangle + \rho^2 \|T_1(x_{n+1}) - T_1(x_n)\|^2 \\
\leq \|x_{n+1} - x_n\|^2 - 2\rho\sigma_1\|x_{n+1} - x_n\|^2 + \rho^2\beta_2^2\|x_{n+1} - x_n\|^2 \\
= (1 - 2\rho\sigma_1 + \rho^2\beta_2^2)\|x_{n+1} - x_n\|^2. \tag{3.20}
\]

Next, by the definition of \( \{x_n\} \), we have

\[
\|z_{n+1} - z_n\| = \|\text{Proj}_{C_2}(y_{n+1} - \lambda T_2(y_{n+1})) - \text{Proj}_{C_2}(y_n - \lambda T_2(y_n))\| \\
\leq \|\text{Proj}_{C_2}(y_{n+1} - \lambda T_2(y_{n+1})) - \text{Proj}_{C_2}(y_{n+1} - \lambda T_2(y_n))\| + \|\text{Proj}_{C_2}(y_{n+1} - \lambda T_2(y_n)) - \text{Proj}_{C_2}(y_{n+1} - \lambda T_2(y_n))\| \\
\leq t_\star\|y_{n+1} - y_n\|^2 + \omega_2\|y_{n+1} - y_n\|. \tag{3.21}
\]

we obtain

\[
\|z_{n+1} - z_n\| \leq t_\star \sqrt{1 - 2\rho\sigma_2 + \lambda^2\beta_2^2}\|A\|\|y_{n+1} - y_n\| + \omega_2\|A\|\|y_{n+1} - y_n\| \\
= \frac{t_\star}{\|A\|}\|y_{n+1} - y_n\|. \tag{3.22}
\]

Note that, by the choice of \( \lambda \), we have \( \theta_2 < 1 \). Next, we consider

\[
\|x_{n+1} - x_n\| = \|\text{Proj}_{C_1}(y_{n+1} + \gamma A^*(z_{n+1} - A y_n)) - \text{Proj}_{C_1}(y_{n+1} + \gamma A^*(z_{n+1} - A y_n))\| \\
\leq \|\text{Proj}_{C_1}(y_{n+1} + \gamma A^*(z_{n+1} - A y_n)) - \text{Proj}_{C_1}(y_{n+1} + \gamma A^*(z_{n+1} - A y_n))\| \\
+ \|\text{Proj}_{C_1}(y_{n+1} + \gamma A^*(z_{n+1} - A y_n)) - \text{Proj}_{C_1}(y_{n+1} + \gamma A^*(z_{n+1} - A y_n))\| \\
\leq \omega_1\|y_{n+1} - y_n\| + \varphi\|y_{n+1} - y_n\| - \gamma A^*(z_{n+1} - A y_n)) - A^*(z_{n+1} - A y_n)) \\
\leq \omega_1\|y_{n+1} - y_n\| + \varphi\|y_{n+1} - y_n\| - \gamma A^*(z_{n+1} - A y_n)) - A^*(z_{n+1} - A y_n)\| \\
\leq \omega_1\|y_{n+1} - y_n\| + \varphi\|y_{n+1} - y_n\| - \gamma A^*(z_{n+1} - A y_n)) - A^*(z_{n+1} - A y_n)\|. \tag{3.23}
\]

Since,

\[
\|y_{n+1} - y_n\| - \gamma A^*(z_{n+1} - A y_n)) - A^*(z_{n+1} - A y_n)\|^2 \leq \|y_{n+1} - y_n\|^2 - 2\gamma\|y_{n+1} - y_n\| - A^*(z_{n+1} - A y_n)) - A^*(z_{n+1} - A y_n)\|^2 \\
= \|y_{n+1} - y_n\|^2 - 2\gamma\|A^*(y_{n+1} - A y_n)) - A^*(z_{n+1} - A y_n)\|^2 \\
\leq \|y_{n+1} - y_n\|^2 - 2\gamma\|A^*(y_{n+1} - A y_n)) - A^*(z_{n+1} - A y_n)\|^2 \\
= \|y_{n+1} - y_n\|^2 - (2\gamma - \gamma^2\|A\|^2)\|A^*(y_{n+1} - A y_n)) - A^*(z_{n+1} - A y_n)\|^2 \\
= \|y_{n+1} - y_n\|^2 - (2\gamma - \gamma^2\|A\|^2)\|A^*(y_{n+1} - A y_n)) - A^*(z_{n+1} - A y_n)\|^2.
\[ = \|y_n - y_{n-1}\|^2 - \gamma(2 - \gamma\|A\|^2)\|Ay_n - Ay_{n-1}\|^2 \leq \|y_n - y_{n-1}\|^2 \] (3.24)

and \[\|A^*(z_n) - A^*(z_{n-1})\| \leq \|A\|\|z_n - z_{n-1}\|, \]
we get
\[\|x_{n+1} - x_n\| \leq \omega_1\|y_n - y_{n-1}\| + \varphi\|y_n - y_{n-1}\| + \varphi\|A\|\|z_n - z_{n-1}\| \leq \omega_1\|y_n - y_{n-1}\| + \varphi\|y_n - y_{n-1}\| + \|\gamma\theta_1\|\|A\|^2\|y_n - y_{n-1}\| \leq \theta_1(\|\gamma\theta_1\|\|A\|^2 + \varphi + \omega_1)\|x_n - x_{n-1}\| \leq \theta_1\|x_n - x_{n-1}\|. \] (3.26)

where \(\theta_1 = \theta_1(\gamma\theta_1\|A\|^2 + \varphi + \omega_1)\). Also, by the choice of \(\gamma\), we know that \(\theta_1 < 1\). Hence, for any \(m \geq n > 1\), we see that
\[\|x_m - x_n\| \leq \sum_{i=n}^{m-1}\|x_{i+1} - x_i\| \leq \sum_{i=n}^{m-1}\theta_1\|x_{i} - x_{0}\| \leq \|x_1 - x_0\|\sum_{i=n}^{m-1}\theta_1 \leq \frac{\theta_1^n}{1 - \theta_1}\|x_1 - x_0\|. \] (3.28)

Since \(\theta_1 < 1\), we can conclude that \(\{x_n\}\) is a Cauchy sequence in \(H_1\). By the completeness of \(H_1\), we know that \(\{x_n\}\) is a convergent sequence. Also, by (3.20) and the convergence of the sequence \(\{y_n\}\), we see that \(\{y_n\}\) is a convergent sequence. In similarly way, by (3.22) and the convergence of the sequence \(\{y_n\}\), we obtain that \(\{z_n\}\) is a convergent sequence. This completes the proof. \(\square\)

Now, we are in position to present our main theorem.

**Theorem 3.5.** Let \(H_1, H_2\) be real Hilbert spaces. Let \(T_i : H_i \to H_i\) be nonlinear mappings for \(i = 1, 2\) and \(C_1 : H_1 \to [C(H_1)]\), and \(C_2 : H_2 \to [C(H_2)]\) be nonlinear set-valued mappings. Assume that all of the assumptions in Theorem 3.4 hold and if \(\lim_{n \to \infty} x_n = \lim_{n \to \infty} y_n = x^*\) and \(\lim_{n \to \infty} Ax_n = \lim_{n \to \infty} z_n = z^*\). Then, the problem (3.1) has a solution.

**Proof.** Firstly, we will show that \(-T_1(x^*) \in N^P_{C_1(x^*)}(x^*)\). Since \(y_n \in \text{Proj}_{C_1(x_n)}[x_n - \rho T_1(x_n)]\), we see that \(x_n - y_n - \rho T_1(x_n) \in N^P_{C_1(x_n)}(y_n)\). Using this one together with the closedness property of the proximal cone, we obtain that \(-\rho T_1 x^* \in N^P_{C_1(x^*)}(x^*)\). This means, \(-T_1(x^*) \in N^P_{C_1(x^*)}(x^*)\).

Next, we want to show that \(-T_2(z^*) \in N^P_{C_2(z^*)}(z^*)\). Since \(z_n \in \text{Proj}_{C_2(Ay_n)}[Ay_n - \lambda T_2(Ay_n)]\), we have \(Ay_n - z_n - \lambda T_2(Ay_n) \in N^P_{C_2(Ay_n)}(z_n)\). Again, by using the closedness property of the proximal cone, we have \(Ax^* - z^* - \lambda T_2(Ax^*) \in N^P_{C_2(Ax^*)}(z^*)\). This is \(-\lambda T_2(Ax^*) \in N^P_{C_2(z^*)}(z^*)\). Hence, \(-T_2(z^*) \in N^P_{C_2(z^*)}\). The proof is completed. \(\square\)

Recall that a multivalued mapping \(C : H \to 2^H\) is said to be a Hausdorff Lipschitz continuous if there exists a real number \(\kappa > 0\) such that
\[\mathcal{H}(C(x), C(y)) \leq \kappa\|x - y\|, \text{ for all } x, y \in H,\]
where \(\mathcal{H}\) stands for the Hausdorff distance relative to norm associated with the Hilbert space \(H\), that is
\[\mathcal{H}(A, B) = \max\left\{\sup_{x \in A} \inf_{y \in B} \|x - y\|, \sup_{y \in B} \inf_{x \in A} \|x - y\|\right\}, \]
for all \(A, B \in 2^H\).

It is easy to check that the class of \(\kappa\)-Lipschitz continuous mapping in Definition 2.7 is larger than the class of above Hausdorff Lipschitz continuous mappings. Thus, the following results is followed immediately from Theorem 3.5.

**Corollary 3.6.** Let \(H_1, H_2\) be real Hilbert spaces. Let \(T_i : H_i \to H_i\) be nonlinear mappings for \(i = 1, 2\) and \(C_1 : H_1 \to [C(H_1)]\), and \(C_2 : H_2 \to [C(H_2)]\) be Hausdorff Lipschitz continuous mappings. Assume that Assumption (A)(i) and (iii) and all of assumptions in Theorem 3.5 hold. Then, the problem (3.1) has a solution.

**Remark 3.7.** (i) Corollary 3.6 recovers the result which was presented by K. R. Kazmi [18] as a special case.
(ii) It is well known that if $K$ is a closed convex set then it is $r$-prox regular set for every $r > 0$, so, in this case, the control condition (ii) of Lemma 3.2 can be omitted.

4. Conclusion

In this work, we introduce and study a type of split quasi variational inequality problem over a class of nonconvex sets. This problem generalizes and extends the variational inequality problems and the split variational inequality problems from the setting of convex sets to nonconvex case. We desire that the results which presented here will be useful and valuable for researchers who study the branch of variational inequality and related applications.
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