Abstract. Consider the Laguerre polynomials and deform them by the introduction in the measure of an exponential singularity at zero. In [Chen Y., Its A., J. Approx. Theory 162 (2010), 270–297] the authors proved that this deformation can be described by systems of differential/difference equations for the corresponding recursion coefficients and that these equations, ultimately, are equivalent to the Painlevé III equation and its Bäcklund/Schlesinger transformations. Here we prove that an analogue result holds for some kind of semiclassical matrix-valued orthogonal polynomials of Laguerre type.
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1 Introduction

The relation between integrable systems and orthogonal polynomials goes back to the seminar paper of Moser [18]. There, the author made the remarkable observation that, given a family of orthogonal polynomials associated to a measure \( w \) on the real axis, the related tridiagonal Jacobi matrix can be interpreted as a Lax matrix for the Toda equations, where the independent variable of equations plays the role of deformation parameters for the measure \( w \). Starting from the nineties, this result and various generalizations (to orthogonal polynomials on the unit circle, to multiple orthogonal polynomials and many other types of special polynomials) played a central role in the field of random matrices, and the study of the equations satisfied by orthogonal polynomials found applications to 2D quantum gravity [14] and to the computations of gap probabilities and partition functions associated to random models, both in the discrete and continuous setting (see, for instance, [1] and [16]).

The scope of this paper is to work on the relation between matrix-valued orthogonal polynomials and non-commutative integrable equations. This is a relatively new field, in which few examples have been worked out. In [17], it had been shown that matrix-valued orthogonal polynomials (on the real line) satisfy a non-commutative version of the Toda equations, and in [6] one of the authors provided an analogue result for matrix-valued orthogonal polynomials.
on the unit circle, upon replacing Toda equations with the (multi-component) Ablowitz–Ladik hierarchy (a well known integrable discretisation of the non-linear Schrödinger one). In both cases, the main tool had been the theory of quasi-determinants (Schur complements), which were known to be related to non-commutative integrable systems since the pioneering work of Etingof, Gelfand and Retakh [13]. Schur complements had been used also in the series of papers [2, 3, 4] and in [19], where a non-commutative version of the Painlevé II equation was introduced, and studied later on in [5] using Riemann–Hilbert techniques.

In 2011, independently in [8] and [15], it was established a general theory to study matrix-valued orthogonal polynomials through Riemann–Hilbert problems, thus extending the well known result of Fokas, Its and Kitaev [14] from the scalar to the matrix case. This theory, in our opinion, provides one of the best ways to deduce, in a uniform way, non-linear equations related to matrix-valued orthogonal polynomials, using the well known technique of reducing the Riemann–Hilbert problem to a simpler one, where the jumps are constant. In [8], this technique has been used to deduce a matrix version of the discrete Painlevé I equation, while in [7] we proved that the Christoffel–Darboux kernel associated to certain matrix-valued Hermite polynomials satisfies a non-commutative version of the Painlevé IV equation.

The goal of this paper is to give another instance of this relation between non-commutative Painlevé equations and matrix-valued orthogonal polynomials. The results we present are to be thought as a non-commutative analogue of the results in [9]. There, the authors studied the (scalar) orthogonal polynomials associated to the measure \( w(x,s) := x^\alpha e^{-x-s/x} \) on \( \mathbb{R}_{+} \), which is a deformation of the usual Laguerre measure, where the deformation is induced by the parameter \( s \) and changes the behaviour of the measure at zero. Using two different approaches (ladder operators and Riemann–Hilbert techniques) Chen and Its proved that some quantities \( a_n(s) \) and \( b_n(s) \), which ultimately can be expressed through the recursion coefficients of the orthogonal polynomials, satisfy a differential and a difference system, which can be reduced, respectively, to the Painlevé III equation and a discrete analogue of it, which is conjectured to be a composition of the basic Schlesinger transformations of Painlevé III.

The non-commutative analogue of the difference and differential systems for \( a_n \) and \( b_n \) are given here in Theorems 4.3 and 4.5. The derivation, which is based upon the Riemann–Hilbert method established in [15], is not a straightforward generalisation of the one for the scalar case: namely one has to push a little bit further the analysis of the behavior of the solution of the Riemann–Hilbert problem at the two singular points 0 and \( \infty \). Also, while the systems of \( a_n \) and \( b_n \) were of first-order, here our two systems are of second-order, which is a phenomenon that, in some way, we already observed in the previous paper [7] (and also, to some extent, in [5] for the case of Painlevé XXXIV).

The paper is organized as follows: in the first section we define the matrix-valued orthogonal polynomials we want to study, construct the related Riemann–Hilbert problem and the corresponding Lax triple (2.15). In the second section, the compatibility conditions of the Lax triples are computed, together with some additional relations that, in the scalar case, are deduced from the compatibility conditions but here they have to be computed in a different way (see Proposition 3.4). Finally, in the third section, our main results, Theorems 4.3 and 4.5, are stated and deduced, with straightforward (but sometimes lengthy) computations. The last section gives some additional relations holding for a special class of matrix-valued orthogonal polynomials that were introduced in [10].

### 2 From the Riemann–Hilbert problem to the Lax system

Consider the following \( N \times N \) weight matrix

\[
W(s;x) := x^\alpha e^{-x-s/x} T(x) T^\ast(x), \quad x \in [0,\infty), \quad \alpha > 0, \quad s > 0.
\]
Observe that $W(s; x)$ is a weight matrix of Laguerre type perturbed by a multiplicative factor $e^{-s/x}$, which induces an infinitely strong zero at the origin. For simplicity, the matrix-valued function $T(x)$ is chosen such that

$$
(\partial_x T(x))^{-1} T(x) = \frac{B}{x},
$$

where $B$ is an arbitrary $N \times N$ constant matrix, independent of $s$, such that all moments of $W(s; x)$ are finite (entrywise). Observe that in this case, the solution of (2.1) is given by

$$
T(x) = xB = e^{B \log x}.
$$

Given such a weight we construct (if existing) a sequence of monic matrix-valued orthogonal polynomials $\{\hat{P}_n(s; x)\}_{n \geq 0}$ which is uniquely characterized by these two conditions:

- $\hat{P}_n(s; x)$ is monic of order $n$: $\hat{P}_n(s; x) = x^n I_N + \cdots$,

- For any $n, m \geq 0$,

$$
\int_0^\infty \hat{P}_n(s; x) W(s; x) \hat{P}_m(s; x) dx = \gamma_n^{-1}(s) \delta_{n,m},
$$

where $\gamma_n(s)$ is the inverse of the $n$th (matrix-valued) norm of our family of matrix-valued orthogonal polynomials. Note that, for any $n$, $\gamma_n(s)$ is a Hermitian matrix.

As in the scalar case, the existence of the sequence of matrix-valued orthogonal polynomials can be equivalently restated as the existence of the solution to a certain (matrix-valued) Riemann–Hilbert boundary value problem, as it has been proven in [15]. This is a general result that does not depend on the particular form of the measure $W(s; x)$ and we make reference to [15] for its general formulation. Applied to our case, we have the following proposition:

**Proposition 2.1.** The sequence of matrix-valued orthogonal polynomials $\{\hat{P}_n(s; x)\}_{n \geq 0}$ exists if and only if, for any $n \geq 0$, it exists a block matrix-valued function $Y^{(n)}(s; z)$ which is analytic on $\mathbb{C} \setminus [0, \infty)$ and such that the following three conditions are satisfied:

- The boundary values $Y_{+}^{(n)}$, $Y_{-}^{(n)}$ on the (standardly oriented) contour $(0, \infty)$ satisfy the following jump condition:

$$
Y_{+}^{(n)}(s; x) = Y_{-}^{(n)}(s; x) \begin{pmatrix} I_N & x^\alpha e^{-x-s/x} T(x) T^*(x) \\ 0 & I_N \end{pmatrix}, \quad x \in (0, \infty).
$$

- At infinity the solution $Y^{(n)}(s; z)$ has the following asymptotic behaviour:

$$
Y^{(n)}(s; z) = \left( I_{2N} + \sum_{k=1}^{\infty} Y_{-k}^{(n)}(s) \right) \begin{pmatrix} z^n I_N & 0 \\ 0 & z^{-n} I_N \end{pmatrix}, \quad z \to \infty.
$$

- At the point $0$ the solution $Y^{(n)}(s; z)$ is non–singular:

$$
Y^{(n)}(s; z) = Q^{(n)}(s) \left( I_{2N} + \sum_{k=1}^{\infty} Y_{-k}^{(n)}(s) z^k \right), \quad z \to 0.
$$
Indeed, one can write the solution of the Riemann–Hilbert problem above in terms of matrix-valued orthogonal polynomials\(^1\) as follows

\[
Y^{(n)}(s; z) = \begin{pmatrix}
\hat{P}_n(s; z) & C(\hat{P}_n W)(s; z) \\
-2\pi i \gamma_{n-1}(s) \hat{P}_{n-1}(s; z) & -2\pi i \gamma_{n-1}(s) C(\hat{P}_{n-1} W)(s; z)
\end{pmatrix}.
\]

Here we denoted with \(C\) the Cauchy transform, applied to (possibly) matrix-valued functions \(F(x)\) in such a way that

\[
C(F)(z) := \frac{1}{2\pi i} \int_0^\infty \frac{F(x)}{x-z} \, dx.
\]

We can normalize our polynomials in the following way

\[
P_n(s; x) = \kappa_n(s) \hat{P}_n(s; x), \quad \text{with} \quad \gamma_n(s) = \kappa_n^*(s) \kappa_n(s).
\]

As it is customary, in order to derive differential and difference equations from our family of matrix-valued orthogonal polynomials we will reduce the Riemann–Hilbert problem (2.2)–(2.4) to a one with constant jumps for \(\Psi^{(n)}(s; z) := Y^{(n)}(s; z) R(s; z)\), with \(R(s; z)\) to be defined. Then \(\Psi^{(n)}(s; z)\) will satisfy a Lax system of three equations, whose coefficients will depend on the entries of \(Y^{(n)}(s; z)\) and \(Q^{(n)}(s; z)\) defined below. The two propositions and the corollary below express \(Y^{(n)}(s; z)\) and \(Q^{(n)}(s; z)\) in function of meaningful quantities for the corresponding matrix-valued orthogonal polynomials. In the following, we denote

\[
\hat{P}_n(s; x) = x^n I_N + \sum_{j=0}^{n-1} a_{n,j}(s) x^j.
\]

**Proposition 2.2** ([15, Corollary 2.12]). All coefficients \(a_{n,j}(s)\) of the monic matrix-valued orthogonal polynomials are real matrices. Additionally we have

\[
Y^{(n)}_{-1}(s) = \begin{pmatrix}
a_{n,n-1}(s) & -\frac{1}{2\pi i} \gamma_{n-1}^{-1}(s) \\
-2\pi i \gamma_{n-1}(s) & -a_{n,n-1}^*(s)
\end{pmatrix}.
\]

For the next proposition, we introduce the quantities \(p_n(s), q_n(s)\), defined by

\[
p_n(s) := C(\hat{P}_n W)(s;0) \hat{P}_n^*(s;0),
\]

\[
q_n(s) := 2\pi i \gamma_{n-1}(s) \hat{P}_{n-1}(s;0) \hat{P}_{n-1}^*(s;0).
\]

**Proposition 2.3.** The matrix \(Q^{(n)}(s) = Y^{(n)}(s;0)\) and its inverse \(Q^{-n}(s)\) can be written as

\[
Q^{(n)}(s) = \begin{pmatrix}
I_N & p_n(s) \\
-q_n(s) - q_n(s) p_n^*(s) & I_N + p_n(s) q_n^*(s)
\end{pmatrix} \begin{pmatrix}
\hat{P}_n(s;0) & 0 \\
0 & \hat{P}_n^*(s;0)
\end{pmatrix},
\]

\[
Q^{-n}(s) = \begin{pmatrix}
\hat{P}_n^{-1}(s;0) & 0 \\
0 & \hat{P}_n^*(s;0)
\end{pmatrix} \begin{pmatrix}
I_N + p_n(s) q_n^*(s) & p_n^*(s) \\
-q_n(s) & I_N
\end{pmatrix}.
\]

**Proof.** The first formula (2.8) is a direct computation of the definition of \(Y^{(n)}(s; z)\) evaluated at \(z = 0\) (see (2.5)), the definition of \(p_n(s), q_n(s)\) in (2.7) and the Liouville–Ostrogradski formula (see [15, Proposition 2.8]), i.e.,

\[
2\pi i \gamma_{n-1}(s) \left( \hat{P}_{n-1}(s; z) C(W \hat{P}_n^*)(s; z) - C(\hat{P}_{n-1} W)(s; z) \hat{P}_n^*(s; z) \right) = I_N,
\]

\[\]
evaluated at $z = 0$. The second formula (2.9) is a consequence of the definition of the inverse of the Riemann–Hilbert problem (2.5), which can be found in formula (2.16) of [15]. Indeed,

$$Y^{(-n)}(s; z) = \begin{pmatrix} -2\pi i C(W\hat{P}_{n-1}^*(s; z)\gamma_{n-1}(s) & -C(W\hat{P}_n^*(s; z)) \\ 2\pi i \hat{P}_{n-1}^*(s; z)\gamma_{n-1}(s) & \hat{P}_n^*(s; z) \end{pmatrix}. $$

Therefore $Q^{(-n)}(s) = Y^{(-n)}(s; 0)$ is a consequence of the definition of $p_n(s), q_n(s)$ in (2.7) and the Hermitian transpose version of the Liouville–Ostrogradski formula (2.10).

A simple but important consequence of this proposition is the corollary below.

**Corollary 2.4.** For any $n \geq 0$ the matrices $p_n(s)$ and $q_n(s)$ in (2.7) are skew-Hermitian. Therefore $Q^{(n)}(s)$ and $Q^{(-n)}(s)$ can be rewritten in the following simplified way

$$Q^{(n)}(s) = \begin{pmatrix} I_N & p_n(s) \\ -q_n(s) & I_N - q_n(s)p_n(s) \end{pmatrix} \begin{pmatrix} \hat{P}_n(s; 0) & 0 \\ 0 & \hat{P}_n^*(s; 0) \end{pmatrix},$$

$$Q^{(-n)}(s) = \begin{pmatrix} \hat{P}_n^{-1}(s; 0) & 0 \\ 0 & \hat{P}_n^*(s; 0) \end{pmatrix} \begin{pmatrix} I_N - p_n(s)q_n(s) & -p_n(s) \\ q_n(s) & I_N \end{pmatrix}. $$

**Proof.** It suffices to compute the quantity $Q^{(n)}(s)Q^{(-n)}(s) = I_N$ using the equations (2.8) and (2.9) above, which gives $p_n(s) + p_n^*(s) = 0$ for the (block) entry (1, 2) and $q_n(s) + q_n^*(s) = 0$ for the (block) entry (2, 1). Using this, $Q^{(-n)}(s)Q^{(n)}(s) = I_N$ holds immediately.

We are now ready to state the main result of this Section, giving a Lax system associated to our matrix-valued orthogonal polynomials. In the following we denote by $\alpha_n(s)$ and $\beta_n(s)$ the recursion coefficients associated to our family of matrix-valued orthogonal polynomials, such that, for every $n \geq 1$,

$$x\hat{P}_n(s; x) = \hat{P}_{n+1}(s; x) + \alpha_n(s)\hat{P}_n(s; x) + \beta_n(s)\hat{P}_{n-1}(s; x),$$

and we recall that we have the identity

$$\beta_n(s) = \gamma_n^{-1}(s)\gamma_{n-1}(s).$$

Moreover, we define

$$\sigma_3 := \begin{pmatrix} I_N & 0 \\ 0 & -I_N \end{pmatrix}. $$

**Theorem 2.5.** Let $Y^{(n)}(s; z)$ be the solution of the Riemann–Hilbert problem (2.2)–(2.4) and

$$R(s; z) := \begin{pmatrix} e^{-\frac{1}{2}(z+x)^2}z^\frac{\omega}{2}T(s; z) & 0 \\ 0 & e^{\frac{1}{2}(z+x)^2}z^{-\frac{\omega}{2}}T^*(s; z) \end{pmatrix}. $$

Then the function

$$\Psi^{(n)}(s; z) := Y^{(n)}(s; z)R(s; z)$$

satisfies the following equations

$$\frac{\partial}{\partial z}\Psi^{(n)}(s; z) = \left(-\frac{1}{2}\sigma_3 + \frac{A_{-1}^{(n)}(s)}{z} + \frac{A_{-2}^{(n)}(s)}{z^2}\right)\Psi^{(n)}(s; z),$$

where $A_{-1}^{(n)}(s)$ and $A_{-2}^{(n)}(s)$ are certain functions of the recursion coefficients $\alpha_n(s)$ and $\beta_n(s)$. 

\[\blacksquare\]
\[ \frac{\partial}{\partial s} \Psi^{(n)}(s; z) = -\frac{A_{-2}^{(n)}(s)}{sz} \Psi^{(n)}(s; z), \]
\[ \Psi^{(n+1)}(s; z) = U^{(n)}(s; z) \Psi^{(n)}(s; z), \]

where the matrices \( A_{-1}^{(n)}(s), A_{-2}^{(n)}(s) \) and \( U^{(n)}(s; z) \) are explicitly given, in terms of the matrix-valued orthogonal polynomials, by

\[ A_{-1}^{(n)}(s) = \begin{pmatrix} (n + \alpha/2)I_N + B & -\frac{1}{2\pi i}\gamma_n^{-1}(s) \\ 2\pi i\gamma_{n-1}(s) & -(n + \alpha/2)I_N - B^* \end{pmatrix}, \]
\[ A_{-2}^{(n)}(s) = \begin{pmatrix} \frac{s}{2}(I_N - 2p_n(s)q_n(s)) & -sp_n(s) \\ -sq_n(s)(I_N - p_n(s)q_n(s)) & -\frac{s}{2}(I_N - 2q_n(s)p_n(s)) \end{pmatrix}, \]
\[ U^{(n)}(s; z) = \begin{pmatrix} zI_N - \alpha_n(s) & \frac{1}{2\pi i}\gamma_n^{-1}(s) \\ -2\pi i\gamma_n(s) & 0 \end{pmatrix}. \]

**Proof.** The third equation in (2.15) as well as the expression of \( U^{(n)}(s; z) \) does not depend on the particular weight we choose and their derivation can be found in [15, Theorem 2.16]. For the first equation in (2.15), observe that \( \Psi^{(n)}(s; z) \) satisfies a Riemann–Hilbert problem with jumps independent on \( z \) and \( s \). More precisely, its jumps are localised on the positive real axis (because of the original jumps of \( Y^{(n)}(s; z) \)) and, for general \( \alpha > 0 \), on the negative real axis, because of the determination of \( z^0 \). Hence, the expression \( (\partial_z \Psi^{(n)}(s; z))\Psi^{(-n)}(s; z) \) is analytic on \( \mathbb{C} \setminus \{0, \infty\} \), and studying its behaviour at the singular points we can conclude that

\[ (\partial_z \Psi^{(n)}(s; z))\Psi^{(-n)}(s; z) = -\frac{1}{2} \sigma_3 + \frac{A_{-1}^{(n)}(s)}{z} + \frac{A_{-2}^{(n)}(s)}{z^2}, \]

for some matrices \( A_{-1}^{(n)}(s), A_{-2}^{(n)}(s) \) to be determined. For \( A_{-1}^{(n)}(s) \), we develop the left hand side of (2.17) at infinity. Because of the particular shape of \( R(s; z) \), we conclude that

\[ A_{-1}^{(n)}(s) = \begin{pmatrix} (n + \alpha/2)I_N + B & 0 \\ 0 & -(n + \alpha/2)I_N - B^* \end{pmatrix} + \frac{1}{2} [\sigma_3, Y_{-1}^{(n)}(s)], \]

where \([,]\) denotes the standard commutator operator. This last equation together with the Proposition 2.2 gives the desired form of \( A_{-1}^{(n)}(s) \). For \( A_{-2}^{(n)}(s) \), we expand the equation (2.17) around zero and we obtain that

\[ A_{-2}^{(n)}(s) = \frac{s}{2} Q^{(n)}(s)\sigma_3 Q^{(-n)}(s), \]

and this equation, together with the Corollary 2.4, gives the precise form of \( A_{-2}^{(n)}(s) \). The second equation in (2.15) is deduced similarly, but it is simpler. Indeed, the expression

\[ (\partial_s \Psi^{(n)}(s; z))\Psi^{(-n)}(s; z) \]

has a singularity only at zero, and expanding around this point one finds

\[ (\partial_s \Psi^{(n)}(s; z))\Psi^{(-n)}(s; z) = -\frac{1}{2z} Q^{(n)}(s)\sigma_3 Q^{(-n)}(s) = -\frac{A_{-2}^{(n)}(s)}{sz}. \]
3 The Lax equations and some monodromy identities

Let us denote
\[
A^{(n)}(s; z) := -\frac{1}{2}\sigma_3 + \frac{A^{(n)}_{-1}(s)}{z} + \frac{A^{(n)}_{+2}(s)}{z^2}, \quad B^{(n)}(s; z) := -\frac{A^{(n)}_{-2}(s)}{sz}.
\]

The compatibility conditions between the equations in (2.15) give rise to three matrix equations of the form
\[
\begin{align*}
\frac{\partial}{\partial s} A^{(n)}(s; z) - \frac{\partial}{\partial z} B^{(n)}(s; z) + \left[ A^{(n)}(s; z), B^{(n)}(s; z) \right] &= 0, \\
\frac{\partial}{\partial s} U^{(n)}(s; z) + U^{(n)}(s; z) A^{(n)}(s; z) - A^{(n+1)}(s; z) &= 0, \\
\frac{\partial}{\partial s} U^{(n)}(s; z) + U^{(n)}(s; z) B^{(n)}(s; z) - B^{(n+1)}(s; z) &= 0.
\end{align*}
\]

The equation (3.2) describes the isomonodromic deformation of the first equation in (2.15) with respect to the parameter \( s \) and will give rise to equations of Painlevé type; analogously the equation (3.3) describes the isomonodromic deformation of the first equation in (2.15) with respect to the discrete parameter \( n \), and hence it corresponds to equations of discrete Painlevé type. Finally, the equation (3.4) describes the compatibility between the two deformations (discrete and continuous), and it will give equations of Toda type. In the following three propositions we will write down explicitly all these equations. It is more convenient, for what follows, to use, instead of the variables \( p_n(s) \) and \( q_n(s) \), the variables \( a_n(s) \) and \( b_n(s) \) defined by
\[
a_n(s) := 2\pi is p_n(s) \gamma_n(s), \quad b_n(s) := sp_n(s) q_n(s),
\]
as well as the quantities
\[
B_n = B_n(s) := \gamma_n(s) B \gamma_n^{-1}(s), \quad \dot{B}_n = \dot{B}_n(s) := \dot{P}_n(s; 0) B \dot{P}_n^{-1}(s; 0).
\]

Observe that the coefficient \( A^{(n)}_{-2}(s) \) in (2.16) can be written (with the new notation) in the following way:
\[
A^{(n)}_{-2}(s) = \begin{pmatrix} \frac{s}{2} I_N - b_n(s) & -\frac{1}{2\pi i} a_n(s) \gamma_n^{-1}(s) \\ -2\pi i \gamma_n(s) a_n^{-1}(s) b_n(s)(s I_N - b_n(s)) & -\frac{s}{2} I_N + b_n^*(s) \end{pmatrix}.
\]

Remark 3.1. Observe that, using (2.7) and [15, Lemma 2.19], the coefficients \( a_n(s) \) and \( b_n(s) \) can be written in the following way
\[
a_n(s) = s \left( \int_0^\infty \frac{\dot{P}_n(s; y) W(s; y) \dot{P}_n^*(s; y)}{y} dy \right) \gamma_n(s),
\]
\[
b_n(s) = s \left( \int_0^\infty \frac{\dot{P}_n(s; y) W(s; y) \dot{P}_{n-1}^*(s; y)}{y} dy \right) \gamma_{n-1}(s).
\]

These definitions are the matrix-valued versions of the coefficients \( a_n \) and \( b_n \) that appear in [9, Lemma 2].

In the following, in order to make the equations more readable, we suppress the (implicit) dependence on \( s \).
Proposition 3.2. The compatibility condition (3.2) is equivalent to the following list of equations:

\[ s^2 \gamma_n = \gamma_n a_n, \quad (3.10) \]
\[ s^2 \gamma_{n-1} = -\gamma_n a_n^{-1} b_n(sI_N - b_n), \quad (3.11) \]
\[ s\dot{a}_n = (2n + \alpha + 1)a_n + a_n^2 + B a_n + a_n B_n^* - sI_N + b_n + \gamma_n^{-1} b_n^* \gamma_n, \quad (3.12) \]
\[ s\dot{b}_n = b_n + [B, b_n] - a_n^{-1} b_n(sI_N - \dot{b}_n) - a_n \beta_n. \quad (3.13) \]

Proof. The proof of this proposition, as the following one, is just by straightforward computations. More precisely, we have, using the new definition of \( A^{(n)}_2(s) \) in (3.7), that the coefficient \( z^{-1} \) of the entry (1, 2) of (3.2) gives (3.10); the coefficient \( z^{-1} \) of the entry (2, 1) of (3.2) gives (3.11); the coefficient \( z^{-2} \) of the entry (1, 2) of (3.2) gives (3.12) and the coefficient \( z^{-2} \) of the entry (1, 1) of (3.2) gives (3.13). The other entries give linear combinations of the ones already used.

Proposition 3.3. The compatibility condition (3.3) is equivalent to the following list of equations:

\[ \alpha_n = (2n + \alpha + 1)I_N + a_n + B + B_n^*, \quad (3.14) \]
\[ sI_N - \alpha_n a_n = b_{n+1} + \gamma_n^{-1} b_n^* \gamma_n, \quad (3.15) \]
\[ b_{n+1}^2 - s b_{n+1} = a_{n+1} \beta_{n+1} a_n, \quad (3.16) \]
\[ \beta_{n+1} - \beta_n = \alpha_n + b_{n+1} - b_n + [B, \alpha_n], \quad (3.17) \]
\[ a_{n+1} \beta_{n+1} - \beta_n a_n = \beta_n a_{n-1} = a_n b_n - b_{n+1} \alpha_n. \quad (3.18) \]

Proof. (3.14) is given by the term in \( z^{-1} \) in the entry (1, 2) of (3.3); (3.15) is given by the term in \( z^{-2} \) in the entry (1, 2) of (3.3); (3.16) is given by the term in \( z^{-2} \) in the entry (2, 2) of (3.3); (3.17) is given by the term in \( z^{-1} \) in the entry (1, 1) of (3.3) and (3.18) is given by the term in \( z^{-2} \) in the entry (1, 1) of (3.3). All the other entries give either linear combinations of the relations above or trivial relations.

The compatibility condition (3.4) gives no new equations, except for the time derivative of \( \alpha_n(s) \), reading

\[ s\dot{\alpha}_n = b_n - b_{n+1}, \]

(this is given by the coefficient \( z^0 \) in the (1, 1) entry of (3.4)). Using (3.17), (2.12) and (3.10) we get the couple of first-order differential equations

\[ s\dot{\alpha}_n = \alpha_n - \beta_{n+1} + \beta_n + [B, \alpha_n], \]
\[ s\dot{\beta}_n = \beta_n a_{n-1} - a_n \beta_n, \]

which, using (3.14), gives a couple of differential equations satisfied by the coefficients \( \alpha_n \) and \( \beta_n \) of the three-term recurrence relation (2.11). These equations, in the scalar setting, are also known as Toda equations.

Another interesting relation is combining (3.14), (3.17) and performing a telescopic sum to get

\[ \beta_n = n((n + \alpha)I_N + B) + b_n + \sum_{k=0}^{n-1} a_k + B_k^* + [B, a_k + B_k^*]. \quad (3.19) \]
In the scalar case, there is one more important identity that can be deduced by the (scalar analogues of the) equations (3.14)–(3.18); it is the formal monodromy identity stated in [9, Lemma 3]. Nevertheless the proof, in the matrix case, cannot be repeated in the same way and we have to use (as suggested by the name given to the identity) some relations between the expansion of $\Psi^{(n)}(s; z)$ at infinity and at zero.

**Proposition 3.4.**

$$a_n^\beta_n = s(n I_N + B + a_n^{-1} b_n - \hat{B}_n) - b_n((2n + \alpha) I_N + B)$$

$$- b_n a_n^{-1} b_n - a_n B_n^* a_n^{-1} b_n.$$  \hfill (3.20)

**Proof.** We recall that, in the Section above, the explicit expression of $A_{-1}^{(n)}(s)$ had been obtained computing the coefficient $z^{-1}$ in the expansion of $(\partial_z \Psi^{(n)}(s; z)) \Psi^{(-n)}(s; z)$ around infinity, and using (2.6). Of course, one can also compute the expansion around zero of the same expression. The coefficient $z^{-1}$, in this case, will give the identity

$$Q^{(n)}(s) \left[ \begin{array}{cc} \frac{\alpha}{2} I_N + B & 0 \\ 0 & -\frac{\alpha}{2} I_N - B^* \end{array} \right] + \frac{s}{2} [Y^{(n)}(s), \sigma_3] Q^{(-n)}(s) = A_{-1}^{(n)}(s).$$ \hfill (3.21)

Bringing the conjugation by $Q^{(n)}(s)$ on the right hand side of (3.21), the (1,1) entry of the resulting equation will give exactly the equation (3.20). \hfill \Box

As a consequence of (3.20), and using (3.16), we have the identity

$$a_n^\beta_n + \beta_n a_{n-1} = s(n I_N + B - \hat{B}_n) - b_n((2n + \alpha) I_N + B)$$

$$- a_n B_n^* a_n^{-1} b_n - b_n a_n^{-1} b_n + a_n^{-1} b_n^2,$$

which can be viewed as a matrix-valued version of formula (2.12) of [9].

**Remark 3.5.** Symmetrically, one can also compute $A_{-2}^{(n)}(s)$ using the expansion of $\Psi^{(n)}(s; z)$ around infinity. In this case, the following equation is obtained:

$$\frac{s}{2} I_N + \frac{1}{2} [\sigma_3, Y^{(n)}_{-2}] + \left[ Y^{(n)}_{-1}, \begin{array}{cc} (n + \alpha/2) I_N + B & 0 \\ 0 & -(n + \alpha/2) I_N - B^* \end{array} \right]$$

$$+ \frac{1}{2} [Y^{(n)}_{-1}, \sigma_3] Y^{(n)}_{-1} - Y^{(n)}_{-1} = A^{(n)}_{-2}.$$ \hfill (3.22)

The entry (1,1) of the relation above gives the equation

$$\beta_n - b_n = a_{n,n-1} + [B, a_{n,n-1}],$$

which is equivalent to (3.17), since by definition $\alpha_n(s) = a_{n+1,n}(s) - a_{n,n-1}(s)$.

**Remark 3.6.** The diagonal entries of (3.21) and (3.22) give, respectively, the off–diagonal block elements of $Y^{(n)}_1(s)$ and $Y^{(n)}_{-2}(s)$. One can continue on this direction and:

a) compute the terms in $z^k$, $k \geq 0$ of the expansion of $(\partial_s \Psi^{(n)}(s; z)) \Psi^{(-n)}(s; z)$ around zero,

b) compute the terms in $z^{-k}$, $k \geq 3$ of the same expression around zero.

In this way, all elements $Y_{\pm k}$ in the expansions (2.3) and (2.4) can be recursively computed just in function of the entries of $Q^{(n)}(s)$ and $Y^{(n)}_{-1}(s)$. 


4 The non-commutative Toda and Painlevé systems

In the scalar case, Chen and Its managed to give a closed system of two first-order difference and differential equations for the two variables $a_n, b_n$. This system is immediately seen to be equivalent to the Painlevé III equation for the variable $a_n$ (see [9, Lemma 5 and Theorem 1]). Here we prove that, in the matrix case, it is possible to give a system (of the first-order) of difference and differential equations for the four variables $a_n, b_n, B_n, \hat{B}_n$, where the presence of the last two variables is a clear consequence of the presence of the non-commutative constant matrix $B$. Additionally, one can further reduce the system to a system of second-order difference and differential equations for the two variables $a_n, b_n$. We need first the following lemma.

**Lemma 4.1.** For any $n \geq 0$, the following equation holds:

$$\gamma^{-1}_n(s)b^*_n(s)\gamma_n(s) = a^{-1}_n(s)b_n(s)a_n(s).$$

Moreover, the derivative of $\hat{P}_n(s;0)$ can be expressed as

$$s\hat{P}_n(s;0)\hat{P}_n^{-1}(s;0) = nI_N + B - \hat{B}_n(s) + a^{-1}_n(s)b_n(s).$$

**Proof.** For the first (4.1), using (3.5) and the fact that $p_n$ and $q_n$ are skew-Hermitian, we have that

$$a_n\gamma^{-1}_n b^*_n \gamma_n = 2\pi isp_n s q_n^* p_n \gamma_n = (sp_n q_n)(2\pi isp_n \gamma_n) = b_n a_n.$$

For the second (4.2) we first observe that, expanding $(\partial_z \Psi(n)(s;z))\Psi(-n)(s;z)$ around zero, the constant term in $z$ should give zero. This gives the equation

$$\dot{Q}^{(n)}(s) = \frac{1}{2}Q^{(n)}(s)[Y^{(n)}_1(s), \sigma_3].$$

On the other hand (3.21) can be rewritten as

$$\frac{s}{2}Q^{(n)}(s)[Y^{(n)}_1(s), \sigma_3] = A^{(n)}_1(s)Q^{(n)}(s) - Q^{(n)}(s)\begin{pmatrix} \frac{\alpha}{2}I_N + B & 0 \\ 0 & -\frac{\alpha}{2}I_N - B^* \end{pmatrix},$$

so that we get

$$s\dot{Q}^{(n)}(s) = A^{(n)}_1(s)Q^{(n)}(s) - Q^{(n)}(s)\begin{pmatrix} \frac{\alpha}{2}I_N + B & 0 \\ 0 & -\frac{\alpha}{2}I_N - B^* \end{pmatrix}.$$

The equation (4.2) is just the $(1,1)$ entry of this last identity. \hfill \Box

Now let us give the two main results of this paper, namely a couple of non-linear non-commutative second-order difference and differential equations for the coefficients $a_n(s)$ and $b_n(s)$. We start first with the discrete version. In the formulas below, again, we suppress the implicit dependence on $s$.

**Proposition 4.2.** The variables $a_n, b_n, B_n, \hat{B}_n$ defined in (3.5) and (3.6) satisfy the (closed) system of first-order difference equations

$$a_{n-1}b_n + b_{n-1}a_{n-1} = sa_{n-1} - (2n + \alpha - 1)a^2_{n-1} - a^3_{n-1} - a_{n-1}(B + B^*_{n-1})a_{n-1},$$

$$b^2_n - sb_n = (s(nI_N + B - \hat{B}_n + a^{-1}_n b_n) - b_n(2n + \alpha + B + a^{-1}_n b_n) - a_nB^*a^{-1}_n b_n)a_{n-1},$$

$$a_n B^*_n a^{-1}_n b_n(s - b_n) = b_n(s - b_n)a^{-1}_n B^*_n a^{-1}_n a_{n-1},$$

$$\hat{B}_n (s - b_n) = (s - b_n)a^{-1}_n \hat{B}_{n-1} a_{n-1}. \quad (4.3)$$
Proof. For the first one, plug (3.14) into (3.15), multiply on the left by \( a_n \) and use (4.1). The second is a consequence of plugging (3.20) into (3.16). For the other two equations we start observing that
\[
B_n = \gamma_n B_{\gamma_n^{-1}} = \gamma_n \gamma_{n-1}^{-1} B_{n-1} \gamma_{n-1}^{-1} = \beta_{n-1}^* B_{n-1} \beta_n^*,
\]
which gives
\[
\beta_n^* B_n = B_{n-1} \beta_n^*.
\] (4.4)

Analogously, using the definition of \( \hat{B}_n \) and
\[
\hat{P}_n(s) \hat{P}_{n-1}(s) = b_n^{-1}(s) a_n(s) \beta_n(s),
\]
we obtain
\[
\hat{B}_n b_n^{-1} a_n \beta_n = b_n^{-1} a_n \beta_n \hat{B}_{n-1}.
\] (4.5)

Then the last two equations in (4.3) are obtained from (4.4) and (4.5) where \( \beta_n \) had been written in function of \( a_n, a_{n-1} \) and \( b_n \) using (3.16).

Theorem 4.3. The variables \( a_n, b_n \) satisfy the (closed) difference system
\[
\begin{align*}
\mathcal{C}_n := & s a_n^{-1} - a_n - a_n B a_n^{-1} - a_n b_{n+1} a_n^{-2} - b_n a_n^{-1}, \\
\mathcal{D}_n := & (s I_N - b_n)(B + b_n a_n^{-1}) + (I_N + a_n + a_n B a_n^{-1} + a_n b_{n+1} a_n^{-2}) b_n,
\end{align*}
\]
\[
\mathcal{C}_n b_n(s I_n - b_n) - b_n(s I_N - b_n) a_{n-1}^2 \mathcal{C}_{n-1} a_{n-1} = 2 b_n(s I_N - b_n),
\]
\[
\mathcal{D}_n(s I_n - b_n) - (s I_N - b_n) a_{n-1}^2 \mathcal{D}_{n-1} a_{n-1} = s(b_n - s I_N).
\] (4.6)

Proof. We start with the equation for \( \mathcal{C}_n \). Using the first relation in (4.3) we obtain
\[
B_n \beta_n^* a_n = s a_n - (2 n + \alpha + 1) a_n^2 - a_n B a_n + a_n b_{n+1} - b_n a_n,
\]
and we plug \( a_n B_n^* a_n \) into the third equation of (4.3). For the second equation in (4.6) we use the fact that
\[
s \hat{B}_n = n s I_N + (s I_N - b_n) B - (b_n^2 - s b_n) a_{n-1}^2 + (I_N + a_n + a_n B a_n^{-1} + a_n b_{n+1} a_n^{-2}) b_n,
\]
and we plug this relation into the last one of (4.3).

From the previous equations we can compute all the coefficients \( a_n, b_n, B_n, \hat{B}_n, \alpha_n \) and \( \beta_n \) in terms only on \( a_0(s), B \) and \( \gamma_0 \). Indeed, initially we have \( b_0 = 0, \beta_0 = \gamma_0 B \gamma_0^{-1} \) and \( \hat{B}_0 = B \). From (3.14) we can compute \( \alpha_n \) in terms of \( a_n, B \) and \( \hat{B}_n \) and from (3.19) (or (3.17)) we can compute \( \beta_n \) in terms of \( b_n, B \) and \( a_k, B_k, k = 0, \ldots, n - 1 \). Therefore it is enough to compute \( a_n, b_n, B_n, \hat{B}_n \) in terms only on \( a_0(s), B \) and \( \gamma_0 \). For that we iterate the following 4 steps:

1. From the first equation in (4.3) we can compute \( B_1 \) in terms of \( a_0, B \) and \( \gamma_0 \).
2. From the fourth equation in (4.3) we can compute \( \hat{B}_1 \) in terms of \( b_1, a_0 \) and \( B \).
3. From (4.4) we can compute \( B_1 \) in terms of \( \beta_1, B \) and \( \gamma_0 \) (observe here that \( \beta_1 \) is computed from (3.19) in terms of \( b_1, a_0 \) and \( B \)).
4. From (3.16) we can compute \( a_1 \) in terms of \( \beta_1, a_0, b_1 \) and \( B \).
Actually \( \gamma_0 \) can be avoided if we normalize the weight matrix \( W \) such that \( \gamma_0 = I_N \). Since \( B \) is a fixed matrix, in order to compute \( a_0(s) \) we use (3.8) for \( n = 0 \), i.e.,

\[
a_0(s) = s \left( \int_0^\infty \frac{W(s; y)}{y} \, dy \right) \left( \int_0^\infty \frac{W(s; y)}{y} \, dy \right)^{-1}.
\]

Since \( W(s; x) = x^\alpha e^{-x-s/x} T(x) T^*(x) \), where \( T(x) \) is typically a matrix polynomial, we have that \( a_0(s) \) can be computed using the very well known formula

\[
\int_0^\infty x^{\alpha+k-1} e^{-x-s/x} \, dx = 2(\sqrt{s})^{\alpha+k} K_{\alpha+k}(2\sqrt{s}), \quad k \geq 1,
\]

where \( K_{\nu}(z) \) is the MacDonald function of the second type.

Let us now study the continuous version, i.e., a couple of non-linear non-commutative second-order differential equations for the coefficients \( a_n(s) \) and \( b_n(s) \).

**Proposition 4.4.** The variables \( a_n, b_n, B_n, \hat{B}_n \) defined in (3.5) and (3.6) satisfy the (closed) system of first-order differential equations

\[
\begin{align*}
    s\dot{a}_n &= -sI_N + b_n + ((2n + \alpha + 1)I_N + B + a_n + a_n^{-1} b_n) a_n + a_n B_n^s, \\
    s\dot{b}_n &= b_n \left((2n + \alpha + 1)I_N + B + a_n^{-1} b_n\right) - s \left(2a_n^{-1} b_n + n I_N + B - \hat{B}_n\right) \\
    &\quad + a_n^{-1} b_n^2 + [B, b_n] + a_n B_n^s a_n^{-1} b_n, \\
    s\dot{B}_n &= [a_n^*, B_n], \\
    s\dot{\hat{B}}_n &= [a_n^{-1} b_n + B, \hat{B}_n].
\end{align*}
\]  

(4.7)

**Proof.** The first equation is just a rewriting of the equation (3.12) using (4.1), while the second equation is obtained plugging (3.20) into (3.13). For the third equation, we observe that, from the definition (3.6), we have that

\[
\hat{B}_n = [\gamma_n^{-1} \gamma_n, B_n],
\]

and then one has simply to use (3.10) and \( \gamma_n a_n = a_n^* \gamma_n \). For the last equation, the derivation is similar, but this time one has to use the equation (4.2) instead of (3.10). \( \square \)

Let us obtain now a closed system of second-order differential equations for the (matrix) variables \( a_n \) and \( b_n \). First, from the first two equations of (4.7), we can write \( B_n^s \) and \( \hat{B}_n \) in function of the variables \( a_n, b_n \) and their derivatives. Indeed, the first equation gives

\[
B_n^s = a_n^{-1} \left(s\dot{a}_n + sI_N - b_n - ((2n + \alpha + 1)I_N + B + a_n + a_n^{-1} b_n) a_n\right).
\]  

(4.8)

If we substitute (4.8) into the second equation of (4.7), and after some computations, we get

\[
\dot{B}_n = \dot{b}_n + n I_N + B + a_n^{-1} b_n - \dot{a}_n a_n^{-1} b_n + \frac{a_n b_n}{s}.
\]  

(4.9)

Plugging these two relations into the last two equations of (4.7) gives the following Theorem.

**Theorem 4.5.** The variables \( a_n, b_n \) defined in (3.5) satisfy the (closed) system of second-order differential equations

\[
\begin{align*}
    \ddot{a}_n &= \dot{a}_n a_n^{-1} \dot{a}_n + \dot{a}_n a_n^{-1} - \frac{1}{s^2} \left([B a_n, a_n] + [a_n^{-1} b_n, a_n^2]\right) + \frac{1}{s} \left(b_n - \dot{a}_n + a_n^{-1} b_n a_n\right) \\
    &\quad + \dot{a}_n a_n - \left(\dot{a}_n a_n^{-2} + a_n^{-1} \dot{a}_n\right) b_n a_n + B \dot{a}_n - \dot{a}_n a_n^{-1} B a_n + \left[a_n^{-1} b_n, \dot{a}_n\right] - I_N.
\end{align*}
\]  

(4.10)
are given by the fourth equation of (4.7) and use again (4.10).

plugging (4.8) into the third equation of (4.7). For the second equation (4.11), we plug (4.9) into the fourth equation of (4.7) and use again (4.10).

**Proof.** The first equation (4.10) follows after some long but straightforward computations plugging (4.8) into the third equation of (4.7). For the second equation (4.11), we plug (4.9) into the fourth equation of (4.7) and use again (4.10).

The initial conditions for the couple of second-order differential equations (4.10) and (4.11) are given by \(a_n(0) = b_n(0) = 0\) and, differentiating (3.8) and (3.9) with respect to \(s\), we get

\[
\dot{a}_n(0) = \left( \int_0^\infty \frac{\hat{P}_n(y)W(y)\hat{P}^*_n(y)dy}{y} \right) \left( \int_0^\infty \frac{\hat{P}_n(y)W(y)\hat{P}^*_n(y)dy}{y} \right)^{-1}, \tag{4.12}
\]

\[
\dot{b}_n(0) = \left( \int_0^\infty \frac{\hat{P}_n(y)W(y)\hat{P}^*_n(y)dy}{y} \right) \left( \int_0^\infty \frac{\hat{P}_n(y)W(y)\hat{P}^*_n(y)dy}{y} \right)^{-1}. \tag{4.13}
\]

Observe here that the monic matrix-valued orthogonal polynomials \(\hat{P}_n(x)\) and the weight matrix \(W(x)\) are evaluated at \(s = 0\). Since in this case \(W(x) = x^a e^{-x}T(x)T^*(x)\), where \(T(x)\) is typically a matrix polynomial, and \(\hat{P}_n(x)\) can be expressed typically in terms of Laguerre polynomials (see for instance [11]), it will be possible to compute (4.12) and (4.13) from the formula

\[
\int_0^\infty \hat{L}_n^{(a_1)}(x)\hat{L}_m^{(a_2)}(x)x^\sigma e^{-x}dx = (-1)^{n+m}\Gamma(\sigma)(a_1 + 1)_n(a_2 + 1)_m \sum_{i=0}^n \sum_{j=0}^m \frac{(\sigma)_{i+j}(-m)_j}{(a_1 + 1)_i(a_2 + 1)_j i! j!},
\]

for \(\Re(\sigma) > 0\), where here \(\hat{L}_n^{(a)}(x)\) denotes the monic Laguerre polynomial and \((a)_k\) is the Pochhammer symbol. A more general formula of this type can be found in [12], where the right-hand part can be written in terms of Appell hypergeometric series.

**Remark 4.6.** If we assume that all the coefficients are scalar functions (denoted without bold-faced fonts), then we have that \(B = B^*_n = \hat{B}_n = 0\). From the first two equations of (4.7) we can get \(b_n\), \(\dot{b}_n\) in terms of \(a_n\) and \(\dot{a}_n\) (just like in the scalar case, see formulas (3.10) and (3.11) of [9]). Once we substitute all these values in the second-order differential equation (4.10) we get the well-known version of the Painlevé III equation

\[
\ddot{a}_n = \frac{(\dot{a}_n)^2}{a_n} - \frac{\dot{a}_n}{s} + (2n + \alpha + 1)\frac{a_n^2}{s} + \frac{\alpha}{s} + \frac{1}{a_n}. \tag{4.11}
\]

Additionally, if we make again all the substitutions and using this previous Painlevé III equation, it is easy to see that the second-order differential equation (4.11) also holds.

5 Additional relations for special situations

The differential relations obtained from the transformation (2.14) of the Riemann–Hilbert problem are not unique in the sense that we could have always introduced an unitary matrix-valued function \(S(z)\) inside the factorization of the weight matrix \(W(s; z)\) of the form

\[
W(s; z) := z^\alpha e^{-z-s/2}T(z)S(z)S^*(z)T^*(z).
\]
Although the weight matrix is the same and the solution of the Riemann–Hilbert problem is unique, if we perform the transformation (2.13) with $TS$ instead of $T$ then we should expect a new Lax pair with additional information. This was already pointed out in [15, Section 3], where the authors applied this approach to simplify considerably the differential relations for some Hermite-type matrix-valued examples. The situation in the scalar case is pointless and it is not possible to get new relations from this approach (see [15, Proposition 3.9]). Nevertheless in order to produce new interesting relations, we have to take an specific choice of the matrix $B$.

Let us call $\chi(z) := (\partial_z S(z)) S^*(z)$ the log-derivative of $S$. Then the log-derivative of $TS$ is given by

$$(\partial_z (T(z)S(z))) S^*(z) T^{-1}(z) = \frac{B}{z} + z^B \chi(z) z^{-B}.$$  

Denoting $H(z) := z^B \chi(z) z^{-B}$, if we manage to find a matrix-valued unitary function $S$ such that $zH(z)$ is a matrix polynomial, then it will be possible to compute explicitly the new coefficient $A^{(n)}(s;z)$ in (3.1), and we can get new compatibility conditions. In this case we have

$$H(z) = \chi(z) + \text{ad}_B(\chi(z)) \log z + \text{ad}_B^2(\chi(z)) \frac{\log^2 z}{2} + \cdots = \sum_{k=0}^{\infty} \text{ad}_B^k(\chi(z)) \frac{\log^k z}{k!},$$

where $\text{ad}_X(Y)$ is the commutator $[X,Y]$. Here we define recursively $\text{ad}_X^{n+1}(Y) = \text{ad}_X(\text{ad}_X^n(Y))$ for $n \geq 1$ with $\text{ad}_X^0(Y) = Y$. One possible choice was given in [10, Section 6.2]. Consider $B$ and $B_0$ satisfying $[B,B_0] = B_0$ and that $B^2 + \alpha B - B_0$ is Hermitian. Then $B$ and $B_0$ have a special structure. In this case, it was proven in [10] that $B = ZZ^{-1}$ and $B_0 = ZLZ^{-1}$, where $L$ and $J$ are the nilpotents and diagonal matrices given by

$$L = \sum_{k=1}^{N-1} \nu_k E_{k,k+1}, \quad \nu_k \in \mathbb{C} \setminus \{0\}, \quad J = \sum_{k=1}^{N} (N-k) E_{k,k},$$

and $Z$ is the transformation matrix given by

$$Z = (z_{ij})_{i,j=1,...,N}, \quad z_{ij} = \begin{cases} 0, & \text{if } i > j; \\ 1, & \text{if } i = j; \\ \prod_{l=1}^{i-1} \frac{\nu_{i+l-1}}{c_{i+l} - c_i}, & \text{if } i < j, \end{cases}$$

where $c_i$, $i = 1,\ldots,N$, are the diagonal entries of $J^2 + \alpha J$. Here $E_{ij}$ is a matrix with 1 at entry $(i,j)$ and 0 elsewhere. Observe now that $B$ is not any matrix and it only depends on $N-1$ free parameters. For instance, for $N = 2$ we have only one free parameter and

$$B = \begin{pmatrix} 1 & -\frac{\nu_1}{\alpha + 1} \\ 0 & 0 \end{pmatrix}, \quad B_0 = \begin{pmatrix} 0 & \nu_1 \\ 0 & 0 \end{pmatrix}.$$}

The weight matrix $W(s;x)$ is given in this case by

$$W(s;x) = x^a e^{-x-s/x} \begin{pmatrix} x^2 + \frac{\nu^2(x-1)^2}{(\alpha + 1)^2} & -\frac{\nu(x-1)}{\alpha + 1} \\ -\frac{\nu(x-1)}{\alpha + 1} & 1 \end{pmatrix}, \quad x \in [0,\infty), \quad \alpha, s > 0.$$
Let $S(z) = e^{i(B^2 + \alpha B - B_0)}$. Observe that, since $B^2 + \alpha B - B_0$ is Hermitian we have that $S(z)$ is a unitary matrix-valued function. Therefore, the matrix-valued function $\chi(z)$ is then given by

$$\chi(z) = i \left( \frac{B^2 + \alpha B - B_0}{z} \right).$$

A straightforward computation using that $[B, B_0] = B_0$ gives

$$H(z) = z^B \chi(z) z^{-B} = i \left( \frac{B^2 + \alpha B}{z} - B_0 \right).$$

Therefore, the first equation in the Lax triple (2.15) can be written as

$$\frac{\partial}{\partial z} \Psi^{(n)}(s; z) = \left( A^{(n)}(s; z) + A^{(n)}_H(s; z) \right) \Psi^{(n)}(s; z),$$

where $A^{(n)}(s; z)$ is defined in (3.1) and

$$A^{(n)}_H(s; z) = H^{(n)}_0(s) + \frac{H^{(n)}_1(s)}{z},$$

where

$$H^{(n)}_0 = -i \begin{pmatrix} B_0 & 0 \\ 0 & B_0^* \end{pmatrix}$$

and

$$H^{(n)}_1(s) = i \begin{pmatrix} B^2 + \alpha B + [B_0, a_{n,n-1}(s)] & \frac{1}{2\pi i} \gamma_n^{-1}(B_0^* - L_n(s)) \\ -2\pi i(B_0^* - L_{n-1}(s)) \gamma_{n-1} & (B^2 + \alpha B + [B_0, a_{n,n-1}(s)])^* \end{pmatrix}.$$

Here we are using the notation

$L_n(s) = \gamma_n(s) B_0 \gamma_n^{-1}(s)$.

From the first compatibility condition (3.2) we get a new relation

$$\partial_s A^{(n)}_H(s; z) + [A^{(n)}_H(s; z), B^{(n)}(s; z)] = 0,$$

while form the second compatibility condition (3.3) we get

$$U^{(n)}(s; z) A^{(n)}_H(s; z) = A^{(n+1)}_H(s; z) U^{(n)}(s; z).$$

The first one gives two new relations

$$a_n \beta_n (B_0 - L^*_n) + (B_0 - L^*_n) a_{n-1}^{-1} b_n (s I_N - b_n) = [B^2 + \alpha B + [B_0, a_{n,n-1}], b_n],$$

and

$$(s I_N - b_n)(B_0 - L^*_n) - (B_0 - L^*_n) a_{n-1}^{-1} b_n a_n = (B^2 + \alpha B + [B_0, a_{n,n-1}]) a_n$$

$$- a_n (B_n^2 + \alpha B_n + [L_n, \gamma_n a_{n,n-1} \gamma_n^{-1}])^*.$$
and
\[ B^2 + \alpha B + [B_0, a_{n,n-1}] - (B_n^2 + \alpha B_n + [L_n, \gamma_n a_{n,n-1} \gamma_n^{-1}]) = B_0 \alpha_n - \alpha_n L_n. \]

Also from Proposition 3.4 we can get two new relations
\[
\hat{a}_n \beta_n (B_0 - L_{n-1}^*) - (sI_N - b_n)(B_0 - L_n^*) a_n^{-1} b_n + s(B_n^2 + \alpha \hat{B}_n)
= (sI_N - b_n)(B^2 + \alpha B + [B_0, a_{n,n-1}]) + a_n(B_n^2 + \alpha B_n + [L_n, \gamma_n a_{n,n-1} \gamma_n^{-1}]) a_n^{-1} b_n,
\]
and
\[
\hat{a}_n^{-1} b_n (B^2 + \alpha B + [B_0, a_{n,n-1}]) - (B_n^2 + \alpha B_n + [L_n, \gamma_n a_{n,n-1} \gamma_n^{-1}]) a_n^{-1} b_n
+ \beta_n (B_0 - L_{n-1}^*) + a_n^{-1} b_n (B_0 - L_n^*) a_n^{-1} b_n = 0.
\]
Combining these last two ones we get the reduction
\[
\hat{B}_n^2 + \alpha \hat{B}_n = B^2 + \alpha B + [B_0, a_{n,n-1}] + (B_0 - L_n^*) a_n^{-1} b_n.
\]
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