A Variational Principle for Discrete Integrable Systems
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Abstract. For integrable systems in the sense of multidimensional consistency (MDC) we can consider the Lagrangian as a form, which is closed on solutions of the equations of motion. For 2-dimensional systems, described by partial difference equations with two independent variables, MDC allows us to define an action on arbitrary 2-dimensional surfaces embedded in a higher dimensional space of independent variables, where the action is not only a functional of the field variables but also the choice of surface. It is then natural to propose that the system should be derived from a variational principle which includes not only variations with respect to the dependent variables, but also with respect to variations of the surface in the space of independent variables. Here we derive the resulting system of generalized Euler–Lagrange equations arising from that principle. We treat the case where the equations are 2 dimensional (but which due to MDC can be consistently embedded in higher-dimensional space), and show that they can be integrated to yield relations of quadrilateral type. We also derive the extended set of Euler–Lagrange equations for 3-dimensional systems, i.e., those for equations with 3 independent variables. The emerging point of view from this study is that the variational principle can be considered as the set of equations not only encoding the equations of motion but as the defining equations for the Lagrangians themselves.
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1 Introduction

It is an idea going back to the early 1700s that a physical system should minimize some quantity representing the work done by that system, i.e., in modern language, that the equations of motion of the corresponding dynamical system should arise as critical points of some action functional. This action is a quantity depending in principle on both the dependent and independent variables, and finding a minimum, or more generally a critical point, specifies a path expressed in terms of the dependent variable as a function of the independent (time-)variable. The condition, obtained by variational calculus, that specifies this path is the Euler–Lagrange (EL) equation.

A discrete calculus of variations, i.e., where the independent variable takes on discrete or integer values, was first developed outside the scope of integrable systems in the 1970s by Cadzow [9], Logan [16] in the context of control theory, and later for dynamical systems by Maeda [17, 18, 19]. Cadzow’s original motivation was the use of the digital computer in modern systems and the
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solution of control problems, and it became clear that the formulation of a discrete calculus of variations was important for numerical methods, in optimization and engineering problems. In the discrete realm instead of the action being an integral of a Lagrangian function over the time-variable, it is here a sum over the independent discrete variable.

A modern notion of integrability for higher-dimensional systems, i.e., systems described by partial differential equations (PDEs) or partial difference equations (PΔEs) is that of multidimensional consistency, cf., e.g., [11]. In the case of multidimensionally consistent systems, we are able to embed the system in a higher-dimensional space, with compatible systems of equations defined in each subspace of dimensionality corresponding to the number of independent variables of the given equation. In general, we may have an infinite number of compatible systems in an infinite number of dimensions, and we do not need to restrict ourselves to any particular subspace. Furthermore, we could even have a system following a path through an arbitrary number of dimensions. In that case we have to consider not only the path taken by the dependent variable(s) with respect to the independent variable(s), but also the path through this space of independent variables. Then it is natural to ask that the action be critical with respect to changes in the path in the space of independent variables.

This postulate was first put forward by the authors in [13], initially for 2-dimensional systems, both discrete and continuous. Requiring the action functional to be invariant under small changes in the path (which for 2-dimensional systems is actually a surface) through the space of independent variables leads to a condition on the Lagrangian, namely a closure relation, which was shown to be satisfied for many examples of multidimensionally consistent systems [2, 8, 13, 14, 15, 24]. This then serves as an answer to the question of how to encode an entire multidimensionally consistent system within a single variational set-up (in contrast to the conventional variational situation that the EL equation only provides one single equation of motion for each component of the field variables, and not a compatible system of equations for one and the same field variable).

A technical issue with the usual variational principle is that it is often not possible to obtain the desired system of equations as Euler–Lagrange equations, but only a weaker (integrated or derivative) form of those equations. This can be seen in the continuous realm for instance in the case of the potential Korteweg–de Vries (pKdV) equation, where the Euler–Lagrange equation gives only a derivative form of the pKdV, which is the actual (non-potential) KdV equation, even when we vary with respect to the pKdV variable. In the discrete realm a parallel situation occurs in the case of quadrilateral lattice equations (quad equations), such as those in the Adler–Bobenko–Suris (ABS) classification [1], where the EL equations only yield a weak form (a difference consequence) of the quad equation, which can be considered as its discrete ‘derivative’. Thus, one often does not obtain the quad equation itself directly as an Euler–Lagrange equation on a fixed surface.

We show in this paper that the variational principle of [13], which considers variations of the surface in the space of independent variables as well as variations of the dependent variables, provides a system of generalized Euler–Lagrange (EL) equations, which comprises conditions on both the Lagrangian as well as the solutions of the equations of motion. In the 2-dimensional discrete case, starting from this system of EL equations with 3-point Lagrangians depending on a scalar field variable \(u\), we derive under the assumption that the equations hold in any number of lattice directions, by a discrete integration procedure quadrilateral type lattice equations possessing the MDC property. These quad equations may be interpreted as conservation laws for the EL equations, and may still depend on functions of the lattice sites but in a way that doesn’t single out any one of the lattice directions (this is an essential freedom in MDC quad equations). However, the key point we wish to bring across is that the variational principle should be considered not only as a mechanism to encode the equations of motion by means of specifying a given Lagrangian, but rather as a principle defining a system of partial differen-
tial equations for the Lagrangian components of a “Lagrangian multiform”. In principle, one would like to establish the general solution for the Lagrangian of this system of generalised EL equations, but in the present paper we shall consider only the restrictive class of solutions of 3-point Lagrangians, and show that under additional assumptions (e.g., that Lagrangians are quadratic) they are determined almost uniquely. Once the Lagrangians are established, the resulting quad equation necessarily possesses the MDC property. Thus, the integrability (in the sense of MDC) emerges in an organic way from the extended variational principle, and it is the latter perspective that forms the main departure of our new variational principle from existing conventional variational theories.

The case of 1-dimensional systems this phenomenon was first examined in [25, 26, 27], where the new variational point of view was first proposed, followed subsequently by further work in [4, 6, 22] from a more Hamiltonian perspective. The present study on 2-dimensional MDC systems parallels related work, albeit from quite a different perspective, of [5] which was conducted independently and simultaneously, cf. [20].

This paper is mainly concerned with discrete systems, but naturally the analogous continuous situation, where the independent variables of the equations are continuous, was developed as well, cf. [13, 24], while in [23] the variational system for hierarchies of integrable PDEs was set up. Some of the results of the present paper were also summarised in [11, Chapter 12] but without any of the computational details. The organisation of the paper is as follows: In Section 2 we examine the variational principle for 2-dimensional discrete systems: defining the action, deriving the set of extended EL equations for the basic configurations of the surface, and performing the analysis of the EL equations to yield the quad equations. We present the examples of the H1 and H3 quad equations, cf. [1], as illustrations, and furthermore show that in the case of quadratic Lagrangians the analysis yields a unique parameter class of Lagrangians corresponding to a linear quad equation possessing the MDC property. In Section 3 we give the defining set of EL equations for 3-dimensional discrete systems, and show that these are compatible with the bilinear discrete Kadomtsev–Petviashvili (KP) equation. Section 4 provides some further discussion and perspectives.

2 Discrete 2-dimensional systems

In this section we will set up the variational multiform approach for the case of 2-dimensional discrete systems, i.e., for systems of PDEs with two independent discrete variables corresponding to field configurations around an elementary quadrilateral. For a large class of equations defined on a quadrilateral, namely those in the ABS list [1], we have Lagrangians involving 3 points of the quadrilateral. We will define the action on arbitrary quad-surfaces for such systems, when the lattice on which the field variables are defined, is embedded in a lattice of arbitrary higher (i.e., > 2) dimensionality, or in a higher-dimensional ambient space. Instead of quad-equations on a regular 2-dimensional lattice we consider equations of the motion, which, while still involving only two independent variables labelling the vertices of each quadrilateral of an arbitrary surface configuration, may be associated with different lattice directions at different quadrilaterals. The simultaneous consistency of these equations for different choices of the surface is expressed by the MDC property, allowing quad equations in different directions to be imposed simultaneously on one and the same field variable at each vertex of the surface.

2.1 Defining the action

To set up the action functional we consider the sum of Lagrangian contributions from all elementary plaquettes in a given quad-surface. To make this precise, we consider the quad-surface σ to be a connected configuration of elementary plaquettes σ_{ij}(n), where σ_{ij}(n) is specified by the
position \( n \) of one of the vertices in the lattice relative to a given reference frame of arbitrary dimension\(^1\), and configurations \((n, n+e_i, n+e_j)\) defining a quadrilateral with elementary lattice directions given by base vectors \( e_i, e_j \) \((i, j \text{ denoting labels running over a chosen index set } I \text{ of cardinality } > 2)\), as in Fig. 1. The surface can be closed, or have a fixed boundary.

![Figure 1. Elementary oriented plaquette.](image)

We associate with each of the lattice directions given by the base vectors \( e_i \), \( i \in I \), a distinct parameter \( \alpha_i \) taking values in some appropriate set of numbers. (In some cases these parameters can take as values points on an algebraic curve, and they can vary along the lattice, but only along the direction in the associated lattice direction, i.e., \( \alpha_i = \alpha_i(n_i) \).

Since the 3-point Lagrangians depend on two directions in the lattice, we can associate with it, at each point of a multidimensional lattice, an oriented plaquette \( \sigma_{ij}(n) \). Thus, we can think of these Lagrangians as defining a discrete 2-form \( L_{ij}(n) \) whose evaluation on that plaquette is given by the Lagrangian function as follows

\[
L_{ij}(n) = L(u(n), u(n + e_i), u(n + e_j); \alpha_i, \alpha_j).
\] (2.1)

Here, the \( u(n) \) are the (variational) field variables depending on the lattice sites \( n \), while the \( \alpha_i \) are lattice parameters associated with the direction labelled by the index \( i \) in a lattice of arbitrary dimension. The Lagrangians, as the ones given in [13], are postulated to be anti-symmetric (skew symmetric) with respect to the interchange of lattice directions \( i, j \), \( L_{ij} = -L_{ji} \), and so the orientation is well-defined. Consequently the action \( S \) is also well-defined by

\[
S[u(n); \sigma] = \sum_{\sigma_{ij}(n) \in \sigma} L_{ij}(n),
\] (2.2)

where in performing the lattice sum the orientation of the plaquettes is taken into account.

### 2.2 The Euler–Lagrange equations

To derive the set of Euler–Lagrange equations stemming from the action (2.2), we look at what happens at a particular point \( n \) in the lattice. For ease of notation we will suppress the dependence on \( n \), writing \( u = u(n) \), and make use of shift operators \( T_i \), writing \( T_i u = u(n + e_i) \), \( T_j u = u(n + e_j) \), \( T_i^{-1} u = u(n - e_i) \), etc.

The central postulate is that the system, defined by the equations for \( u \), lies at a critical point of the action (2.2) viewed as a functional of both the field variable \( u \) and of the surface \( \sigma \). Since we are considering discrete surfaces here, the notion of infinitesimal variations of the independent variables does not quite make sense, and hence we consider only finite local variations of the discrete surface by flips of quadrilaterals over elementary cubes (or rhomboids). Thus, our postulate is that the action is independent of \( \sigma \) (while keeping any boundary \( \partial \sigma \) of the surface fixed) on solutions of the system of equations for \( u \).

To set up the fundamental system of EL equations it suffices to consider a collection of elementary surfaces embedded in 3 dimensions, and compute variations with respect to \( u \) on that surface. For an action which is the sum of 3-point Lagrangians \( L(u, T_i u, T_j u; \alpha_i, \alpha_j) \), there are various possible configurations involving the arbitrary point \( u \). The most obvious elementary

---

\(^1\) Although not necessary, we can think of a quadrilateral surface embedded in \( \mathbb{Z}^d \) where \( d = |I| \), and where the coordinates of the lattice vertices are given by \( n = (n_1, n_2, \ldots, n_d) \).
(i.e., minimal containing a central point) configuration is the flat 2-dimensional one comprising three quads meeting at the central point, as shown in Fig. 2:

Figure 2. Usual configuration in 2 dimensions.

The corresponding Euler–Lagrange equation arising from the variation of $u$ at the central point is given by

$$\frac{\partial}{\partial u} \left( L(T^{-1}_i u, u, T^{-1}_i T_j u; \alpha_i, \alpha_j) + L(u, T_i u, T_j u; \alpha_i, \alpha_j) \right. + \left. L(T^{-1}_j T_i u, u; \alpha_i, \alpha_j) \right) = 0.$$  \hspace{1cm} (2.3)

The other elementary configurations in 3 dimensions are shown in Fig. 3. All other configurations, including the “flat configuration” of Fig. 2, can be obtained as combinations of the latter three. (A similar statement to this effect has appeared in [5].) Note that in the last picture in Fig. 3 only two plaquettes contribute, because of the 3-point nature of the Lagrangians we are considering here.

Figure 3. Elementary configurations in 3 dimensions.

Each of these surface configurations corresponds to a different Euler–Lagrange equation. Since all surfaces in the lattice can be obtained by combining these elementary configurations, the EL equation for any surface can be obtained by combining the Euler–Lagrange equations corresponding to the respective elementary configurations. Thus, we arrive at the following statement.

**Theorem 2.1.** The following equations form the complete set of Euler–Lagrange equations describing the local critical points of the action functional (2.2), with discrete Lagrangian 2-form given by (2.1), with respect to infinitesimal variations $u(n) \to u(n) + \delta u(n)$ at each interior point of a quad-lattice surface, and with respect to local flips of the quadrilateral lattice

\begin{align*}
\frac{\partial}{\partial u} \left( L(u, T_i u, T_j u; \alpha_i, \alpha_j) + L(u, T_j u, T_k u; \alpha_j, \alpha_k) + L(u, T_k u, T_i u; \alpha_k, \alpha_i) \right) &= 0, \hspace{1cm} (2.4a) \\
\frac{\partial}{\partial u} \left( L(T^{-1}_i u, u, T^{-1}_i T_j u; \alpha_i, \alpha_j) - L(u, T_j u, T_k u; \alpha_j, \alpha_k) \\
+ L(T^{-1}_j T_i u, u; \alpha_k, \alpha_i) \right) &= 0. \hspace{1cm} (2.4b)
\end{align*}
for all \( i, j, k \in I \), where \( I \) is the index set labelling the lattice directions, together with the closure relation

\[
\Delta_i L(u, T_j u, T_k u; \alpha_j, \alpha_k) + \Delta_j L(u, T_k u, T_i u; \alpha_k, \alpha_i) + \Delta_k L(u, T_i u, T_j u; \alpha_i, \alpha_j) = 0,
\]

where \( \Delta_i = T_i - \text{id} \) denotes the difference operator in the \( i^{th} \) direction.

**Proof.** Consider the action of a closed surface. The smallest non-trivial closed surface is a cube, for which the action is

\[
S[u; \text{cube}] = L(u, T_i u, T_j u; \alpha_i, \alpha_j) + L(u, T_j u, T_k u; \alpha_j, \alpha_k) + L(u, T_k u, T_i u; \alpha_k, \alpha_i)
- L(T_k u, T_i T_k u, T_j T_k u; \alpha_i, \alpha_j) - L(T_i u, T_j T_k u, T_i T_j u; \alpha_j, \alpha_k)
- L(T_j u, T_j T_k u, T_i T_j u; \alpha_k, \alpha_i).
\]

To derive elementary configurations we start with the action over the full oriented cube, in which triangles decorating the faces indicate the Lagrangian contributions of those faces to the action:

![Decoration cube](image)

**Figure 4.** Decorated cube.

We now require variations of the action with respect to the dependent variables to be zero at each vertex of the closed decorated surface. This gives rise to local configurations of the three types given in Fig. 3. These lead then to the following three types of EL equations respectively

\[
\frac{\partial}{\partial u} \left( L(u, T_i u, T_j u; \alpha_i, \alpha_j) + L(u, T_j u, T_k u; \alpha_j, \alpha_k) + L(u, T_k u, T_i u; \alpha_k, \alpha_i) \right) = 0,
\]

\[
\frac{\partial}{\partial T_i u} \left( L(u, T_i u, T_j u; \alpha_i, \alpha_j) - L(T_i u, T_i T_j u, T_i T_k u; \alpha_j, \alpha_k) + L(u, T_k u, T_i u; \alpha_k, \alpha_i) \right) = 0,
\]

\[
\frac{\partial}{\partial T_j T_k u} \left( L(T_k u, T_i T_k u, T_j T_k u; \alpha_i, \alpha_j) + L(T_j u, T_j T_k u, T_i T_j u; \alpha_k, \alpha_i) \right) = 0,
\]

and cyclic permutations. Shifting these in the lattice we see that they are equivalent to (2.4a)–(2.4c). Any closed quad-surface can be constructed from cubes, so at least away from any boundary all possible Euler–Lagrange equations are consequences of (2.5). Furthermore, the closure relation (2.4d) guarantees that the system of EL equations (2.4) continues to hold true under elementary lattice flips, and hence under local deformations of the quad-lattice.

We will regard the system (2.4), given by a set of linear partial difference equations for the function \( L \), to be the fundamental system of (extended) EL equations, that defines not only the dynamics but determines also the Lagrangian 2-form \( \mathcal{L}_{ij} \) itself.
2.3 Consequences of the system of Euler–Lagrange equations

As in the previous subsection, we consider actions which are the sum of 3-point Lagrangians \( L(u, T_i u, T_j u; \alpha_i, \alpha_j) \), where the Lagrangians are antisymmetric with respect to the interchange of the lattice directions, so that the equations (2.4) hold. The one further assumption we will make is that we may choose initial conditions \( u, T_i u, T_j u, T_k u \) independently and arbitrarily. We emphasize that these generalised Euler–Lagrange equations form a set of linear PDEs for the Lagrange function \( L(u, v, w; \alpha, \beta) \), which (apart from the arguments written), may still depend on the lattice variables \( u \), leading possible to non-autonomous equations. We will treat this system as a set of functional equations with regard to the arguments where the arbitrariness of the choice of lattice directions (i.e., the dependence on the labels \( i, j, k \) referring associated with the lattice shifts), and hence the property of MDC, plays a central role.

If we impose that the action remains invariant under deformations of the surface, then it is independent of the surface [13], and all of these equations must hold simultaneously. Note that (2.3) is a consequence of (2.4a)–(2.4c) and their cyclic permutations.

**Theorem 2.2.** Suppose \( u, T_i u, T_j u, T_k u \) are independent and can be chosen arbitrarily in all directions \( i, j, k \in I \). The Euler–Lagrange equation (2.4a) implies that the skew symmetric Lagrangian \( L(u, T_i u, T_j u; \alpha_i, \alpha_j) \) has the form

\[
L(u, T_i u, T_j u; \alpha_i, \alpha_j) = A(u, T_i u; \alpha_i) - A(u, T_j u; \alpha_j) + C(T_i u, T_j u; \alpha_i, \alpha_j),
\]

(2.6)

for some functions \( A \) and \( C \), with \( C \) skew symmetric, \( C(T_i u, T_j u; \alpha_i, \alpha_j) = C(T_j u, T_i u; \alpha_j, \alpha_i) \).

**Proof.** Consider equation (2.4a) in a single rhomboid. If \( u, T_i u, T_j u, T_k u \) for all directions \( i, j, k \in I \) can be chosen arbitrarily, then writing

\[
l(u, T_i u, T_j u; \alpha_i, \alpha_j) = \frac{\partial}{\partial u} L(u, T_i u, T_j u; \alpha_i, \alpha_j),
\]

we must have

\[
\frac{\partial}{\partial T_i u} (l(u, T_i u, T_j u; \alpha_i, \alpha_j) + l(u, T_k u, T_i u; \alpha_k, \alpha_i)) = 0,
\]

\[
\Rightarrow l(u, T_i u, T_j u; \alpha_i, \alpha_j) = a(u, T_i u; \alpha_i) + b(u, T_j u; \alpha_i, \alpha_j),
\]

(2.7)

for some functions \( a, b \). Equation (2.7), together with the various permutations of the lattice directions, yields

\[
l(u, T_i u, T_j u; \alpha_i, \alpha_j) = a(u, T_i u; \alpha_i) - a(u, T_j u; \alpha_j) + d(u; \alpha_i, \alpha_j),
\]

for some function \( d \), which is skew-symmetric in \( \alpha_i, \alpha_j \). Thus, setting \( \partial A(u, T_i u; \alpha_i)/\partial u = a(u, T_i u; \alpha_i), \partial D(u; \alpha_i, \alpha_j)/\partial u = d(u; \alpha_i, \alpha_j) \), we have

\[
L(u, T_i u, T_j u; \alpha_i, \alpha_j) = A(u, T_i u; \alpha_i) - A(u, T_j u; \alpha_j) + C(T_i u, T_j u; \alpha_i, \alpha_j) + D(u; \alpha_i, \alpha_j),
\]

for some skew symmetric functions \( C \), and \( D \). From the closure relation (2.4d), together with (2.4a), however, it follows that \( D \) must be independent of \( u \), and thus it can be absorbed in the function \( C \), leading to (2.6). Note that since \( L(u, T_i u, T_j u; \alpha_i, \alpha_j) \) is antisymmetric under the interchange of lattice directions \( i, j \), then the same must be true of \( C(T_i u, T_j u; \alpha_i, \alpha_j) \). ■

Note that, since the direction analysis in the proof involves only a single rhomboid in the lattice, the functions \( A \) and \( C \) in (2.6) may, apart from the written arguments, still depend on the lattice site \( u \), but in a way that is independent of the lattice direction in the sense that they
obey \((T_i A)(u, v, \ldots) = (T_j A)(u, v, \ldots)\) for all \(i, j \in I\), where the shift operators \(T_i, T_j\) are not acting on the arguments of the function.

From the perspective presented here the EL equations (2.4) are fundamental, while the corresponding quad equations are in a sense a mere corollary. The connection between the former and quad equations, which arise as ‘integrated’ objects, in fact as conservation laws, is given by the following:

**Theorem 2.3.** For skew symmetric Lagrangians of the general 3-point form (2.6) the following quadrilateral relation

\[
\frac{\partial}{\partial u} \left( L(T_i^{-1} u, u, T_i^{-1} T_j u; \alpha_i, \alpha_j) \right) - \frac{\partial}{\partial u} \left( A(u, T_j u; \alpha_j) \right) = h(u),
\]

constitutes a conservation law for the Euler–Lagrange equations (2.4), under the assumption that the equations hold in any triplet of lattice directions, indicated by the labels \(i, j, k \in I\), of a lattice of arbitrary number \((\geq 3)\) of lattice directions, and where the function \(h(u) = h(u; n)\) is independent of the lattice direction (i.e., it obeys \(h(u; T_j n) = h(u; T_j n)\) for all \(i, j \in I\)).

**Proof.** Substituting (2.6) into equations (2.4b) and (2.4c) gives

\[
\frac{\partial}{\partial u} \left( -A(T_i^{-1} u, T_i^{-1} T_j u; \alpha_j) - A(u, T_j u; \alpha_j) + A(u, T_k u; \alpha_k) + A(T_i^{-1} u, T_i^{-1} T_k u; \alpha_k) \right)
\]

\[
+ C(u, T_i^{-1} T_j u; \alpha_i, \alpha_j) - C(u, T_i^{-1} T_k u; \alpha_i, \alpha_k) \right) = 0,
\]

\[
\frac{\partial}{\partial u} \left( A(T_i^{-1} u, u; \alpha_j) - A(T_j^{-1} u, T_j^{-1} T_k u; \alpha_k) + A(T_i^{-1} u, T_i^{-1} T_k u; \alpha_k) - A(T_i^{-1} u, u; \alpha_i) \right)
\]

\[
+ C(u, T_i^{-1} T_k u; \alpha_j, \alpha_k) - C(u, T_i^{-1} T_k u; \alpha_i, \alpha_k) \right) = 0,
\]

where we have already cancelled some of the terms (provided we assume that \(T_j u\) and \(T_k u\) can be independently chosen, so that they don’t depend on the choice of \(u\)). We can rewrite these in a suggestive way, isolating the dependence on particular lattice directions

\[
\frac{\partial}{\partial u} \left( A(u, T_j u; \alpha_j) + A(T_i^{-1} u, T_i^{-1} T_j u; \alpha_j) - C(u, T_i^{-1} T_j u; \alpha_i, \alpha_j) \right)
\]

\[
= \frac{\partial}{\partial u} \left( A(u, T_k u; \alpha_k) + A(T_i^{-1} u, T_i^{-1} T_k u; \alpha_k) - C(u, T_i^{-1} T_k u; \alpha_i, \alpha_k) \right),
\]

\[
\frac{\partial}{\partial u} \left( A(T_j^{-1} u, u; \alpha_j) - A(T_j^{-1} u, T_j^{-1} T_k u; \alpha_j) + C(u, T_j^{-1} T_k u; \alpha_j, \alpha_k) \right)
\]

\[
= \frac{\partial}{\partial u} \left( A(T_i^{-1} u, u; \alpha_i) - A(T_i^{-1} u, T_i^{-1} T_k u; \alpha_k) + C(u, T_i^{-1} T_k u; \alpha_i, \alpha_k) \right),
\]

and of course this must be true for all \(i, j, k\). Thus we must have

\[
\frac{\partial}{\partial u} \left( A(u, T_j u; \alpha_j) + A(T_i^{-1} u, T_i^{-1} T_j u; \alpha_j) - C(u, T_i^{-1} T_j u; \alpha_i, \alpha_j) \right) = f_i,
\]

\[
\frac{\partial}{\partial u} \left( A(T_i^{-1} u, u; \alpha_i) - A(T_i^{-1} u, T_i^{-1} T_j u; \alpha_j) + C(u, T_i^{-1} T_j u; \alpha_i, \alpha_j) \right) = g_j,
\]

for some quantities \(f_i, g_j\) in which only one of the lattice directions, indicated by their index \(i, j\) respectively, is distinguished. Adding the relations (2.9) together, we find that

\[
f_i + g_j = \frac{\partial}{\partial u} \left( A(T_i^{-1} u, u; \alpha_i) + A(u, T_j u; \alpha_j) \right),
\]

\footnote{A similar result in the literature, but in a different perspective, can be found in [6, Theorem 9.3].}

\footnote{A particular choice of such quantities is where they are functions of \(u\) and the forward and backward shifts in the corresponding lattice direction, i.e., \(f_i = f(u, T_i u, T_i^{-1} u, \ldots)\), and \(g_j = g(u, T_j u, T_j^{-1} u, \ldots)\), but the argument in the proof is not depending on such a choice.}
for any two direction labels \(i, j \in I\), and, hence, we deduce that

\[
\begin{align*}
   f_i &= \frac{\partial}{\partial u} \left( A(T_i^{-1}u, u; \alpha_i) \right) - h, \\
   g_j &= \frac{\partial}{\partial u} \left( A(u, T_j u; \alpha_j) \right) + h,
\end{align*}
\]

for some quantity \(h\) in which none of the lattice directions is distinguished. In what follows we will chose this quantity to be a function of \(u\) alone, i.e., \(h = h(u)\), within the chosen rhomboid, while its dependence on \(n\) is such that \(h(w; T_i n) = h(w; T_j n)\). Reinserting (2.10) into (2.9), we obtain from both (2.10a) and (2.10b) one and the same relation on a single quad, namely

\[
\frac{\partial}{\partial u} \left( A(T_i^{-1}u, u; \alpha_i) - A(T_i^{-1}u, T_i^{-1}T_j u; \alpha_j) + C(u, T_i^{-1}T_j u; \alpha_i, \alpha_j) \right) = \frac{\partial}{\partial u} \left( A(u, T_j u; \alpha_j) \right) + h,
\]

which is the stated conservation law (2.8). It is straightforward to check that (2.6) with (2.8) are enough to satisfy all Euler–Lagrange equations (2.4a)–(2.4c).

We point out that in the search for solutions of the EL equations (2.4a)–(2.4c), of the form (2.6) where \(A\) is yet unspecified, and assuming that \(h\) is a function of \(u\) at a given vertex only (and functionally independent of its shifts \(T_i u, T_j u, T_k u\)), the function \(h(u)\) can be absorbed into the \(A\), and hence does not need to be considered separately. Furthermore, the analysis only takes into account the directional dependence in the EL equations (i.e., the dependence on the direction labels \(i, j, k\)), and does not specify the dependence on the lattice variables \(n\). Thus, the quantity \(h\), and hence the function \(A\), can still depend on \(n\), but only in a way which doesn’t distinguish any specific lattice direction. Thus, the form of the quad-equation (2.8) takes either of the following equivalent form

\[
\begin{align*}
   \frac{\partial}{\partial T_i u} \left\{ A(u, T_j u; \alpha_i) - A(T_i u, T_i T_j u; \alpha_j) + C(T_i u, T_j u; \alpha_i, \alpha_j) \right\} &= 0, \\
   \frac{\partial}{\partial T_j u} \left\{ A(T_j u, T_i T_j u; \alpha_i) - A(u, T_j u; \alpha_j) + C(T_i u, T_j u; \alpha_i, \alpha_j) \right\} &= 0,
\end{align*}
\]

where \(A\) remains to be identified. If the resulting quad equation obeys the MDC property, then the resulting Lagrangian obeys by construction the closure property (2.4d).

In what follows we will illustrate the analysis by considering specific examples of 3-point Lagrangians of the form (2.6) leading via (2.8) to some well-known quad-equations that possess the MDC property. In doing this we will start with a given form of the 3-point Lagrangian, and identify the form of the function \(A\).

### 2.4 Example: H1

In the example of the quad-equation called H1 in [1], which is the lattice potential KdV equation, the Lagrangian (which was first given in [10]) evaluated on a plaquette in the \((i, j)\)-direction has the form

\[
L(u, T_i u, T_j u; \alpha_i, \alpha_j) = (T_i u - T_j u)u - (\alpha_i - \alpha_j) \ln(T_i u - T_j u).
\]

(2.12)

The usual Euler–Lagrange equation (2.3) coming from an action on a flat 2-d surface is

\[
\frac{\partial}{\partial u} \left((T_i u - T_j u + T_i^{-1}u - T_j^{-1}u)u - (\alpha_i - \alpha_j) \ln(u - T_i^{-1}T_j u)\right)
\]
\[-(\alpha_i - \alpha_j) \ln (T_i T_j^{-1} u - u)) = 0,\]
\[
\Rightarrow \quad T_i u - T_j u + T_i^{-1} u - T_j^{-1} u - \frac{\alpha_i - \alpha_j}{u - T_i^{-1} T_j u} + \frac{\alpha_i - \alpha_j}{T_i T_j^{-1} u - u} = 0, \tag{2.13a}
\]

which consists of 2 shifted copies of H1 lying on a 7-point configuration, i.e., a difference consequence of H1. The Euler–Lagrange equations on non-flat surfaces (2.4a)–(2.4c) yield the two relations

\[\frac{\partial}{\partial u}(u(-T_j u + T_k u) - (\alpha_i - \alpha_j) \ln (u - T_i^{-1} T_j u) - (\alpha_k - \alpha_i) \ln (T_i^{-1} T_k u - u)) = 0,\]
\[
\Rightarrow \quad -T_j u + T_k u - \frac{\alpha_i - \alpha_j}{u - T_i^{-1} T_j u} + \frac{\alpha_k - \alpha_i}{T_i^{-1} T_k u - u} = 0, \tag{2.13b}
\]
\[\frac{\partial}{\partial u}(u(T_j^{-1} u - T_i^{-1} u) - (\alpha_j - \alpha_k) \ln (u - T_j^{-1} T_k u) - (\alpha_k - \alpha_i) \ln (T_i^{-1} T_k u - u)) = 0,\]
\[
\Rightarrow \quad T_j^{-1} u - T_i^{-1} u - \frac{\alpha_j - \alpha_k}{u - T_j^{-1} T_k u} + \frac{\alpha_k - \alpha_i}{T_i^{-1} T_k u - u} = 0, \tag{2.13c}
\]

from (2.4b) and (2.4c) respectively, while (2.4a) in this case is trivial. In fact, (2.13c) is a consequence of (2.13b) and its copies under permutation of lattice directions.

Turning now to equation (2.8), we need to identify the function \(A\), where we can set \(h = 0\) as \(A\) is yet unspecifed. This yields

\[T_i^{-1} u - \frac{\alpha_i - \alpha_j}{u - T_i^{-1} T_j u} = \frac{\partial}{\partial u}(A(u, T_j u; \alpha_j))\]
\[
\Rightarrow \quad u - \frac{\alpha_i - \alpha_j}{T_i u - T_j u} = \frac{\partial}{\partial T_i u}(A(T_i u, T_i T_j u; \alpha_j)). \tag{2.14}
\]

Of course, by swapping the lattice directions, we also get

\[u - \frac{\alpha_i - \alpha_j}{T_j u - T_i u} = \frac{\partial}{\partial T_j u}(A(T_j u, T_i T_j u; \alpha_i)). \tag{2.15}\]

Combining (2.14) and (2.15) we get

\[\frac{\partial}{\partial T_i u}(A(T_i u, T_i T_j u; \alpha_j)) = \frac{\partial}{\partial T_j u}(A(T_j u, T_i T_j u; \alpha_i)) = f(T_i T_j u),\]

for some function \(f(u)\) which is independent of the lattice directions in the sense as explained in Section 2.3 (which does not preclude \(f\) to depend on the lattice variables \(n\), but only in a way that does not distinguish any of the lattice direction labels). This implies the following form of the function \(A\)

\[A(u, T_j u; \alpha_j) = u f(T_j u) + g(T_j u; \alpha_j).\]

In order to identify the resulting Lagrangian (2.6) with (2.12) we set

\[A(u, T_i u; \alpha_i) - A(u, T_j u; \alpha_j) = (T_i u - T_j u) u,\]

and so we must have \(f(x) = x + \lambda\), \(g(x, \alpha) = \mu\), with \(\lambda = \lambda(n)\) and \(\mu = \mu(n)\) constant with regard to its dependence on the field variable \(u\), and in which none of the lattice directions is distinguished (implying that any dependence on the lattice site \(n\) is such that \(T_\alpha \lambda = T_\beta \lambda\), and similar for \(\mu\)), leading to

\[A(u, T_i u; \alpha_i) = (T_i u + \lambda) u + \mu.\]
Then the quad relation (2.8) adopts the form

\[(u - \bar{\lambda} - T_i T_j u)(T_i u - T_j u) - \alpha_i + \alpha_j = 0, \tag{2.16}\]

which is consistent around a cube for arbitrary direction independent: \(\bar{\lambda} := T_i \lambda = T_j \lambda\). Note that the latter quantity cancels out in the usual Euler–Lagrange equation (2.13a), and that it can be absorbed into the function \(u\) by a point transformation. Hence, we can set it equal to zero w.l.o.g., in which case equation (2.16) coincides with the H1 equation (also known as lattice potential KdV equation) in the list of [1]. Thus, we retrieve from the full multiform EL system (2.4) the quad equation, but the latter equation depends on the solutions of the EL equation.

### 2.5 Example: H3

The Lagrangian evaluated on a plaquette in the \((i,j)\)-direction has the form

\[L(u, T_i u, T_j u; \alpha_i, \alpha_j) = \ln \left(\alpha_i^2 \right) \ln u - \text{Li}_2 \left(-\frac{u T_i u}{\alpha_i \delta}\right) - \ln \left(\alpha_j^2 \right) \ln u + \text{Li}_2 \left(-\frac{u T_j u}{\alpha_j \delta}\right) + \text{Li}_2 \left(\frac{\alpha_j T_i u}{\alpha_i T_j u}\right) - \text{Li}_2 \left(\frac{\alpha_i T_j u}{\alpha_j T_i u}\right) + \ln \left(\alpha_i^2 \right) \ln \left(\frac{T_i u}{T_j u}\right),\]

where \(\delta\) is an arbitrary constant parameter. Here \(\text{Li}_2(x)\) is the well known dilogarithm function, defined by

\[\text{Li}_2(x) = -\int_0^x x^{-1} \ln(1 - x) \, dx.\]

Up to an as yet unspecified function \(f(u)\) we can identify

\[A(u, T_i u; \alpha_i) = \ln \left(\alpha_i^2 \right) \ln u - \text{Li}_2 \left(-\frac{u T_i u}{\alpha_i \delta}\right) + f(u), \tag{2.17a}\]

\[C(T_i u, T_j u; \alpha_i, \alpha_j) = \text{Li}_2 \left(\frac{\alpha_j T_i u}{\alpha_i T_j u}\right) - \text{Li}_2 \left(\frac{\alpha_i T_j u}{\alpha_j T_i u}\right) + \ln \left(\alpha_i^2 \right) \ln \left(\frac{T_i u}{T_j u}\right). \tag{2.17b}\]

Note that the quantity \(C\) of (2.17b) is antisymmetric as a consequence of the property of the dilogarithm

\[\text{Li}_2(x) + \text{Li}_2(1/x) = -\frac{\pi^2}{6} - \frac{1}{2}(\ln(-x))^2.\]

The equation (2.11a) is then

\[
\frac{\partial}{\partial T_i u} \left\{ \ln \left(\alpha_i^2 \right) \ln u - \text{Li}_2 \left(-\frac{u T_i u}{\alpha_i \delta}\right) + f(u) - \ln \left(\alpha_j^2 \right) \ln(T_i u) + \text{Li}_2 \left(-\frac{(T_i u) T_j u}{\alpha_j \delta}\right)\right\} = 0
\]

\[
\Rightarrow \frac{1}{T_i u} \ln \left(1 + \frac{u (T_i u)}{\alpha_i \delta}\right) - \frac{1}{T_i u} \ln \left(\alpha_j^2 \right) - \frac{1}{T_i u} \ln \left(1 + \frac{(T_i u) T_j u}{\alpha_j \delta}\right) - f'(T_i u)
\]

\[
- \frac{1}{T_i u} \ln \left(1 - \frac{\alpha_j T_i u}{\alpha_i T_j u}\right) + \frac{1}{T_i u} \ln \left(1 - \frac{\alpha_i T_j u}{\alpha_j T_i u}\right) + \frac{1}{T_i u} \ln \left(\alpha_i^2 \right) = 0
\]

\[
\Rightarrow \frac{1}{T_i u} \ln \left(\frac{u (T_i u) + \alpha_i \delta}{(T_i u) T_j u + \alpha_j \delta}\right) \cdot \frac{\alpha_j T_j u - \alpha_i T_i u}{\alpha_i T_j u - \alpha_j T_i u} - f'(T_i u) = 0,
\]
where \( f'(z) = df/dz \). If we define

\[ t_i = \exp \left\{ (T_i u) f'(T_i u) \right\}, \]

then the exponentiation of the latter result yields

\[ \frac{\alpha_i \delta + u(T_i u)}{\alpha_j \delta + (T_i u)T_i T_j u} = t_i \frac{\alpha_i T_j u - \alpha_j T_i u}{\alpha_j T_j u - \alpha_i T_i u}, \]

(2.18)

which is a slight generalization (due to the function \( t_i \)) of a particular 3-leg form of the H3 equation of [1] (i.e., up to a symmetry of the square). To determine the function \( t_i \), note that the equation (2.18) can also be cast in the form

\[ \alpha_i (u T_i u + t_i (T_j u) T_i T_j u) - \alpha_j (u T_j u + t_i (T_i u) T_j T_j u) + \delta (\alpha_i^2 - t_i \alpha_j^2) \]

\[ + \alpha_i \alpha_j \delta \frac{T_j u}{T_i u} (t_i - 1) = 0. \]

Note from (2.11b) that we also have the equation

\[ \alpha_i (u(T_i u) + t_j (T_j u) T_i T_j u) - \alpha_j (u(T_j u) + t_j (T_i u) T_i T_j u) - \delta (\alpha_j^2 - t_j \alpha_i^2) \]

\[ - \alpha_i \alpha_j \delta \frac{T_i u}{T_j u} (t_j - 1) = 0, \]

and so we must have

\[ (\alpha_i T_j u - \alpha_j T_i u) (T_i T_j u) (t_i - t_j) \]

\[ + \delta \left[ \alpha_j (t_i - 1) \left( \frac{\alpha_j T_j u}{T_i u} - \alpha_j \right) + \alpha_i (t_j - 1) \left( \frac{\alpha_i T_i u}{T_j u} - \alpha_i \right) \right] = 0. \]

Therefore \( t_i = t_j \), and if \( \delta \neq 0 \) then \( t_i = t_j = 1 \), and we recover the H3 equation of [1], in the form

\[ \alpha_i (u(T_i u) + (T_i u) T_i T_j u) - \alpha_j (u(T_j u) + (T_i u) T_i T_j u) = \delta (\alpha_j^2 - \alpha_i^2). \]

If, on the other hand, \( \delta = 0 \) we have a little more freedom, and we can let \( t_i = t_j = t \) for some arbitrary direction independent quantity \( t \) which may depend on the lattice sites \( n \) but subject to \( T_i t = T_j t \) for all direction labels \( i, j \in I \). In that case, the equation reads

\[ \alpha_i (u(T_i u) + t(T_j u) T_i T_j u) - \alpha_j (u(T_j u) + t(T_i u) T_i T_j u) = 0, \]

and this equation, which is equivalent to (H3)\(_{\delta=0}\), up to a point transformation, is also consistent around the cube. We mention that the possible explicit dependence on the lattice variables \( n \) (i.e., non-autonomicity) appearing in the form of the quad equations is not a new feature, and was studied in several places in the literature, cf., e.g., [21].

### 2.6 Quadratic Lagrangians

In the case of quadratic Lagrangians a full solution of the extended system of EL equations (2.4), can be found as follows.

Let us consider the general homogeneous quadratic Lagrangian 2-form component, which must be of the form (2.6), namely

\[ L_{i,j}(u, T_i u, T_j u) = A_i(u, T_i u) - A_j(u, T_j u) + B_{i,j}(T_i u, T_j u), \]
by setting
\[ A_i(u, T_i u) = \frac{1}{2} a_i u^2 + a'_i u T_i u + \frac{1}{2} a''_i(T_i u)^2, \]
\[ B_{i,j}(T_i u, T_j u) = \frac{1}{2} b_{ij}(T_i u)^2 - \frac{1}{2} b_{ij}(T_j u)^2 + b'_{ij}(T_i u)T_j u, \]
where \( b'_{ij} = -b'_{ij} \). Applying equation (2.8) in the form
\[ \frac{\partial}{\partial T_i u} (L_{i,j}(u, T_i u, T_j u)) = \frac{\partial}{\partial T_j u} (A_j(T_i u, T_j u)), \]
(which holds for all directions \( i, j \)) we obtain the linear quad-equation
\[ a''_i u + (a''_i + b_{ij} - a_j)T_i u + b'_{ij} T_j u = a'_j T_i T_j u. \]
Since these hold for arbitrary \( i, j \)-labels we obtain the conditions
\[ a''_i = a'_{j}, \quad \text{and} \quad (a''_i + b_{ij} - a_j)a'_{i} = a'_j b'_{ji}. \]
Setting (in accordance with the requirement of covariance) \( a'_i = a'_j =: a' \) and implementing the other condition we get the quad-equation \( T_i T_j u = u + \frac{1}{a} b'_{ij}(T_j u - T_i u) \), with Lagrangian
\[ L_{i,j} = \frac{1}{2}(a_i - a_j)u^2 + a' u(T_i u - T_j u) + \frac{1}{2} a_j(T_i u)^2 - \frac{1}{2} a_i(T_j u)^2 - \frac{1}{2} b'_{ij}(T_i u - T_j u)^2, \]
where the terms with \( a_i \) can be removed w.l.o.g. (since they form an exact discrete 2-form), and we can fix the overall constant by setting \( a' = 1 \). The closure relation (2.4d) leads to the functional relation
\[ b'_{ij}(b'_{ik} - b'_{jk}) = 1 - b'_{ik}b'_{jk} \quad \Rightarrow \quad b'_{ij} = (1 - P_i P_j)/\( P_i - P_j \)), \]
in terms of a new lattice parameter \( P_i := b'_{ik_0} \) for some fixed \( k_0 \). Thus, we obtain the unique (up to a multiplicative constant) Lagrangian 2-form
\[ L(u, T_i u, T_j u; \alpha_i, \alpha_j) = u(T_i u - T_j u) - \frac{1}{2} \frac{1}{P_i P_j} (T_i u - T_j u)^2. \]
More specifically, setting \( b'_{ik_0} =: 1 + \epsilon \alpha_i \), and taking the limit \( \epsilon \to 0 \), the quadratic Lagrangian adopts the form
\[ L(u, T_i u, T_j u; \alpha_i, \alpha_j) = u(T_i u - T_j u) + \frac{1}{2} \frac{\alpha_i + \alpha_j}{\alpha_i - \alpha_j} (T_i u - T_j u)^2, \]
which produces the family of multidimensional consistent quad-equations
\[ (\alpha_i + \alpha_j)(T_i u - T_j u) = (\alpha_i - \alpha_j)(T_i T_j u - u). \]

Similar Lagrangian structures were considered in [3].

3 Discrete 3-dimensional systems

So far the only instance of a Lagrangian structure for a fully discrete 3-dimensional integrable equation was, to our knowledge, given in [15], namely for the Hirota bilinear KP equation. In that paper a description of the system was given in terms of a discrete Lagrangian 3-form structure, and its closure relation was proven. In a recent paper [7] a more geometric interpretation of that result was provided. Here we define the general set-up for the variational approach, in terms of Lagrangian multiforms, of 3D discrete systems.
3.1 Defining the action

A Lagrangian for a 3-dimensional system can be defined on an elementary cube (or rhomboid) \( \nu_{ijk}(n) \), where \( \nu_{ijk}(n) \) is specified by the position \( n = (n, n + e_i, n + e_j, n + e_k) \) of one of its vertices in the lattice and the lattice directions given by the base vectors \( e_i, e_j, e_k \), as in Fig. 5.

The Lagrangian 3-form \( L_{ijk} \) can depend, in principle, on the fields at all 8 vertices of the elementary cube

\[
L_{ijk}(n) = L(u(n), u(n + e_i), u(n + e_j), u(n + e_k), u(n + e_i + e_j), u(n + e_i + e_k), u(n + e_j + e_k); \alpha_i, \alpha_j, \alpha_k),
\]

as well as on lattice parameters \( \alpha_i, \alpha_j, \alpha_k \). The action can then be defined as a connected configuration \( \nu \) of these elementary cubes embedded in a lattice of 4 dimensions or higher

\[
S[u(n); \nu] = \sum_{\nu_{ijk}(n) \in \nu} L_{ijk}(n).
\]

This action is of course still perfectly valid if the Lagrangian doesn’t depend on the fields at all vertices of the cube. For example, in the case of the bilinear discrete KP equation, one can write a Lagrangian depending on fields at 6 vertices.

3.2 The Euler–Lagrange equations

The Euler–Lagrange equation in the usual 3-dimensional space is

\[
0 = \frac{\partial}{\partial u} \left( L_{ijk} + T_i^{-1}L_{i+jk} + T_j^{-1}L_{i+jk} + T_k^{-1}L_{ijk} + T_i^{-1}T_j^{-1}L_{ijk} + T_j^{-1}T_k^{-1}L_{ijk} + T_k^{-1}T_i^{-1}L_{ijk} + T_i^{-1}T_j^{-1}T_k^{-1}L_{ijk} \right),
\]

where we take into account all Lagrangian contributions that involve the field \( u \). We have suppressed the dependence on the variables, writing

\[
L_{ijk} = L_{ijk}(u, T_i u, T_j u, T_k u, T_i T_j u, T_i T_k u, T_j T_k u, T_i T_j T_k u).
\]

Note that any point in \( \mathbb{Z}^3 \) belongs to 8 cubes, so we have in principle 8 terms in the above equation. This is the analogue of the “flat” equation (2.3) we had in 2 dimensions.

Embed the system in 4 dimensions. In 3 dimensions, the smallest closed 2-dimensional space is a cube, consisting of 6 faces; in 4 dimensions, the smallest closed 3-dimensional space is a hypercube, consisting of 8 cubes. The action on the elementary hypercube will have the form

\[
S(u; \text{hypercube}) = \Delta_i L_{ijk} + \Delta_j L_{jkl} + \Delta_k L_{kli} - \Delta_k L_{lij}.
\]
Because of the symmetry, we need only take derivatives with respect to \(u, T_iu, T_i T_ju, T_i T_j T_ku\) and \(T_i T_j T_k T_lu\), and the other equations will follow by cyclic permutation of the lattice directions. Then we have the set of equations

\[
0 = \frac{\partial}{\partial u}(-\mathcal{L}_{ijk} - \mathcal{L}_{jkl} - \mathcal{L}_{kli} - \mathcal{L}_{lij}), \tag{3.1a}
\]

\[
0 = \frac{\partial}{\partial T_iu}(-\mathcal{L}_{ijk} - T_i \mathcal{L}_{jkl} - \mathcal{L}_{kli} - \mathcal{L}_{lij}), \tag{3.1b}
\]

\[
0 = \frac{\partial}{\partial T_i T_ju}(-\mathcal{L}_{ijk} - T_i \mathcal{L}_{jkl} + T_j \mathcal{L}_{kli} + \mathcal{L}_{lij}), \tag{3.1c}
\]

\[
0 = \frac{\partial}{\partial T_i T_j T_ku}(-\mathcal{L}_{ijk} - T_i \mathcal{L}_{jkl} + T_j \mathcal{L}_{kli} - T_k \mathcal{L}_{lij}), \tag{3.1d}
\]

\[
0 = \frac{\partial}{\partial T_i T_j T_k T_lu}(T_i \mathcal{L}_{ijk} - T_i \mathcal{L}_{jkl} + T_j \mathcal{L}_{kli} - T_k \mathcal{L}_{lij}), \tag{3.1e}
\]

along with the equivalent shifted versions

\[
0 = \frac{\partial}{\partial u}(-\mathcal{L}_{ijk} - \mathcal{L}_{jkl} - \mathcal{L}_{kli} - \mathcal{L}_{lij}), \tag{3.2a}
\]

\[
0 = \frac{\partial}{\partial u}(-T_i^{-1} \mathcal{L}_{ijk} - T_i^{-1} \mathcal{L}_{jkl} + T_i^{-1} \mathcal{L}_{kli} + T_i^{-1} \mathcal{L}_{lij}), \tag{3.2b}
\]

\[
0 = \frac{\partial}{\partial u}(-T_i^{-1} T_j^{-1} \mathcal{L}_{ijk} - T_j^{-1} \mathcal{L}_{jkl} + T_i^{-1} \mathcal{L}_{kli} + T_i^{-1} T_j^{-1} \mathcal{L}_{lij}), \tag{3.2c}
\]

\[
0 = \frac{\partial}{\partial u}(-T_i^{-1} T_j^{-1} T_k^{-1} \mathcal{L}_{ijk} - T_j^{-1} T_k^{-1} \mathcal{L}_{jkl} + T_i^{-1} T_k^{-1} \mathcal{L}_{kli} - T_i^{-1} T_j^{-1} T_k^{-1} \mathcal{L}_{lij}), \tag{3.2d}
\]

\[
0 = \frac{\partial}{\partial u}(T_i^{-1} T_j^{-1} T_k^{-1} \mathcal{L}_{ijk} - T_j^{-1} T_k^{-1} T_i^{-1} \mathcal{L}_{jkl} + T_i^{-1} T_k^{-1} T_l^{-1} \mathcal{L}_{kli} - T_i^{-1} T_j^{-1} T_k^{-1} T_l^{-1} \mathcal{L}_{lij}). \tag{3.2e}
\]

The system of equations comprising (3.1), (3.2) and the 3-form closure relation

\[
\Delta_i \mathcal{L}_{ijk} - \Delta_i \mathcal{L}_{jkl} + \Delta_j \mathcal{L}_{kli} - \Delta_k \mathcal{L}_{lij} = 0 \tag{3.3}
\]

forms the fundamental system of EL equations of a 3D integrable fully discrete system, which we leave without proof for now. The, so far only, example that has been realized is the case of the bilinear discrete KP, which we will present next.

### 3.3 Example: bilinear discrete KP

The Lagrangian for the bilinear discrete KP equation was first given in [15], and in 3-dimensional space gives as Euler–Lagrange equations 12 copies of the bilinear discrete KP equation itself, on 6 elementary cubes. The Lagrangian $\mathcal{L}_{ijk}$ 3-form component depends on the six fields $T_i u, T_j u, T_k u, T_i T_j u, T_j T_k u,$ and $T_i T_j T_k u,$ and has the following form

\[
\mathcal{L}_{ijk} = \frac{1}{2}(L_{ijk} + L_{jki} + L_{kij} - L_{ikj} - L_{jik} - L_{kji}), \tag{3.4a}
\]

where

\[
L_{ijk} := \ln \left( \frac{(T_k u) T_i T_j u}{(T_j u) T_k T_i u} \right) \ln \left( -\frac{A_{ki} T_i u}{A_{jk} T_j u} \right) - \ln \left( -\frac{A_{ij} (T_k u) T_i T_j u}{A_{ki} (T_j u) T_k T_i u} \right). \tag{3.4b}
\]

Here the $A_{ij}$ are constants which are antisymmetric with respect to swapping the indices, i.e., $A_{ij} = -A_{ji}$. Introducing the quantity $C_{ijk}$, defined by

\[
C_{ijk} = \frac{A_{ij}(T_k u) T_i T_j u + A_{ik}(T_j u) T_j T_k u}{A_{ik}(T_j u) T_k T_i u},
\]
the single elementary block \( L_{ijk} \) viewed as a Lagrangian in its own right would yield the following Euler–Lagrange equation
\[
\frac{1}{u} \ln \left\{ \frac{(T^{-1}_k C_{kij}) T^{-1}_i T^{-1}_j C_{kij}}{(T^{-1}_j C_{kij}) T^{-1}_k T^{-1}_i C_{kij}} \right\} = 0,
\]
which comprises four copies of the Hirota’s bilinear \( \Delta KP \) equation, given by \( C_{kij} = 1 \).

Figure 6. The 19-point equation \( \delta L_{ijk}/\delta \tau = 0 \).

As a consequence the fully antisymmetric Lagrangian 3-form component \( \mathcal{L}_{ijk} \) of \( \mathcal{L} \), considered as a scalar Lagrangian defined in \( \mathbb{Z}^3 \) lattice, by variation of the corresponding lattice action yields an equation combining 12 shifted copies of the \( \Delta KP \) equation, namely
\[
0 = \frac{1}{T_i} \ln \left\{ \frac{(T^{-1}_k C_{ijk}) T^{-1}_i T^{-1}_j C_{kij}}{(T^{-1}_j C_{kij}) T^{-1}_k T^{-1}_i C_{kij}} \right\},
\]
which forms a 19-point equation involving the configuration of points illustrated in Fig. 6. (See [15] for figures illustrating how the twelve 6-point equations of the bilinear discrete KP equation are embedded in this configuration.)

Let us now consider the system of 3-form Euler–Lagrange equations \((3.1)\) and \((3.2)\). Equations \((3.1a)\) and \((3.1e)\) are trivial in the case of the Lagrangian 3-form given by \((3.4)\), while \((3.1b)\)–\((3.1d)\) yield
\[
0 = \frac{1}{T_i} \ln \left\{ \frac{C_{ijk} C_{jkl} C_{ikl}}{C_{jkl} C_{ijl} C_{kli}} \right\},
0 = \frac{1}{T_i T_j} \ln \left\{ \frac{C_{kij} C_{ijkl} T_i C_{jkl} T_j C_{kli}}{C_{ijkl} T_i C_{klj} T_j C_{ikl}} \right\},
0 = \frac{1}{T_i T_j T_k} \ln \left\{ \frac{T_i C_{ijkl} T_k C_{ijl} T_j C_{ikl}}{T_i C_{jkl} T_k C_{ijl} T_j C_{ikl}} \right\},
\]
while the closure relation \((3.3)\) was proven in [15]. A geometrical interpretation of the Lagrangian structure of the discrete KP equation was given in the recent paper [7].

4 Summary and conclusions

Multidimensionally consistent systems can be considered as critical points of an action: critical with respect to the dependent variable, and also with respect to the curve or surface in the space of independent variables. In the case of discrete systems, this means the action is required to be independent of the curve or surface on which it is defined, whilst keeping any boundary it may have fixed. This leads to a set of Euler–Lagrange equations, corresponding to basic configurations of points in a surface, which should be satisfied simultaneously.
In the case of 2-dimensional discrete systems defined on quad-lattices, we have shown that the extended system of Euler–Lagrange equations arising from this variational principle specify a general form of the Lagrangian (up to some essential freedom, which is allowed within the multidimensional consistency) and how quadrilateral lattice equations arise by a procedure analogous to integration by quadratures.

As we pointed out, we consider the set of EL equations as a defining system of equations for the Lagrangian itself. This constitutes a significant departure from the conventional point of view where the Lagrangian is given (usually obtained from considerations from physics, symmetry or other tertiary considerations), and thus marks in our view a new vision on how we should regard the variational imperative: in the integrable case of Lagrangian multiforms, the Lagrangians themselves are part of the solution of the extended system of equations obtained from varying not only the field variables on a given space-time of independent variables, but by also varying the geometry of space-time itself. It would be of interest to see whether Lagrangians associated with descriptions of known physical processes could be obtained from such a novel variational theory. In this respect the most important direction to pursue is the setting up of a quantum theory associated with the Lagrangian multiform theory. A first step in this direction for the case of quadratic Lagrangians was done in the recent paper [12].

It would also be interesting to see if the results of this paper can be extended to higher than 3 dimensions where we will have a Lagrangian function evaluated on an \( n \)-dimensional object, in particular on an \( n \)-dimensional cube. Embedding this in higher dimensions, we consider an action on the smallest closed \( n \)-dimensional surface in \((n+1)\) dimensions, a hypercube. Then the minimal set of Euler–Lagrange equations are obtained by demanding that the derivative of this action with respect to each variable is zero.
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