Symmetries of the Hirota Difference Equation
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Abstract. Continuous symmetries of the Hirota difference equation, commuting with shifts of independent variables, are derived by means of the dressing procedure. Action of these symmetries on the dependent variables of the equation is presented. Commutativity of these symmetries enables interpretation of their parameters as “times” of the nonlinear integrable partial differential-difference and differential equations. Examples of equations resulting in such procedure and their Lax pairs are given. Besides these, ordinary symmetries the additional ones are introduced and their action on the Scattering data is presented.
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1 Introduction

Hirota difference equation was introduced in the bilinear form (HBDE) as equation on the \( \tau \)-function in [6, 7],

\[
\tau^{(1)}(n)\tau^{(2,3)}(n) + \tau^{(2)}(n)\tau^{(3,1)}(n) + \tau^{(3)}(n)\tau^{(1,2)}(n) = 0,
\]

(1.1)

where \( \tau(n) = \tau(n_1, n_2, n_3) \) is a function of 3 numbers (independent variables) \( n_1, n_2, n_3 \in \mathbb{Z} \). Here and below upper indexes 1, 2, 3 in parenthesis denote unity shifts \( \tau^{(i)}(n) = \tau(n)_{|n_i\rightarrow n_i+1} \), matrix \( \tau^{(i,j)} \) is antisymmetric and \( \tau^{(i,j)}(n) = \tau(n)_{|n_i\rightarrow n_i+1, n_j\rightarrow n_j+1} \) for \( 1 \leq i < j \leq 3 \). HBDE has a lot of literature since it is known to generate by means of special limiting procedures many discrete and continuous integrable equations, such as Kadomtsev–Petviashvili equation (KP), modified Kadomtsev–Petviashvili equation, two-dimensional Toda lattice, sine-Gordon equation, Benjamin–Ono equation, etc. Because of this HDE is often considered to be a fundamental integrable system. This equation also appears as the model-independent functional relation for eigenvalues of quantum transfer matrices. Detailed survey of the results referred to this equation is given in [16, 17], see also citations therein. Octahedral structure of HDE is studied in [15]. Its elliptic solutions were considered in [9]. In [1] Hirota difference equation is called the generalized KP hierarchy. Some Hirota-like equations are derived in [4]. Here we use the form of the Hirota difference equation that is convenient and natural for the Inverse scattering transform, but that is different from HBDE in (1.1). We introduce a “field variable”, i.e., function \( v(n) = v(n_1, n_2, n_3) \) defined by means of equalities

\[
v^{(1)}(n) - v^{(3)}(n) = \frac{\tau^{(3,1)}(n)\tau^{(n)}}{\tau^{(1)}(n)\tau^{(3)}(n)}, \quad v^{(2)}(n) - v^{(1)}(n) = \frac{\tau^{(1,2)}(n)\tau^{(n)}}{\tau^{(2)}(n)\tau^{(1)}(n)},
\]

(1.2)
where in analogy to the above we use notations

\[
v^{(1)}(n) = v(n_1 + 1, n_2, n_3), \quad v^{(2)}(n) = v(n_1, n_2 + 1, n_3), \quad \text{etc.,} \\
v^{(11)}(n) = v(n_1 + 2, n_2, n_3), \quad v^{(12)}(n) = v(n_1 + 1, n_2 + 1, n_3), \quad \text{etc.,}
\]

but in contrast to the \(\tau^{(i,j)}\) matrix \(v^{(i,j)}\) is symmetric. Summing up equations in (1.2) we get by (1.1)

\[
v^{(3)}(n) - v^{(2)}(n) = \frac{\tau^{(2,3)}(n)\tau(n)}{\tau^{(2)}(n)\tau^{(3)}(n)}.
\]

Notice that all these three equations follow consequently by cyclic permutation of the indexes \(\{1, 2, 3\}\). Now, by (1.2) we have that \((v^{(2)} - v^{(1)})^{(3)}(v^{(3)} - v^{(1)}) = (v^{(3)} - v^{(1)})^{(2)}(v^{(2)} - v^{(1)})\), or

\[
v^{(12)}(v^{(2)} - v^{(1)}) + v^{(23)}(v^{(3)} - v^{(2)}) + v^{(31)}(v^{(1)} - v^{(3)}) = 0,
\]

that is the form of the Hirota difference equation (HDE) used below. This equation is known (see, e.g., [16]) to be the compatibility condition for the Lax pair given by any pair of the equations

\[
\varphi^{(i)} = \varphi^{(j)} + (v^{(i)} - v^{(j)})\varphi, \quad i, j = 1, 2, 3.
\]

It is worth to mention that because of rational dependence on \(\tau\) of the r.h.s.’s of (1.2) and (1.5) equations (1.1) and (1.6) describe different classes of solutions, see [12]. Say, the first one does not support solutions such that some of the differences in the l.h.s.’s annihilates at some \(n\). On the other side, equation (1.6) is ill posed as it is: any function \(v(n)\) such that

\[
v^{(i)} = v^{(j)} \quad \text{for} \quad i \neq j
\]

obeys this equation. Below we derive additional conditions that resolve this problem.

Here we use the HDE to demonstrate a generic approach to construction of symmetries of integrable equations. In [12] it was shown that the HDE can be derived by dressing of a commutator identity on an associative algebra. More exactly, let us have some associative algebra with unity over the complex space \(\mathbb{C}\). Let us fix some complex mutually different parameters \(a_1, a_2\) and \(a_3\). It is easy to see, that for any pair \(A, B\) of elements of this algebra, such that in this algebra there exist \((A - a_1)^{-1}, (A - a_2)^{-1}\) and \((A - a_3)^{-1}\), we have the following identity:

\[
a_{12}\{(A - a_1)(A - a_2)B(A - a_1)^{-1}(A - a_2)^{-1} + (A - a_3)B(A - a_3)^{-1}\} \\
+ \text{cycle}(1, 2, 3) = 0,
\]

where

\[
a_{ij} = a_i - a_j, \quad a_i \neq a_j \quad \text{for} \quad i \neq j.
\]

Due to a mutual commutativity of elements \(A - a_i\), we can introduce dependence of \(B\) on discrete “times” \(n_i \in \mathbb{Z}, i = 1, 2, 3\), by means of equation

\[
B(n_1, n_2, n_3) = \left(\prod_{i=1}^{3}(A - a_i)^{n_i}\right)B\left(\prod_{i=1}^{3}(A - a_i)^{n_i}\right)^{-1}.
\]

Denoting for shortness \(B(n) = B(n_1, n_2, n_3)\) we use notation of the kind (1.3) and (1.4). In these terms (1.9) proves that \(B(n)\) obeys the following difference equation

\[
a_{12}\{B^{(12)} + B^{(3)}\} + \text{cycle}(1, 2, 3) = 0,
\]
that is a linearized version of the HDE (1.6), as we explain after (2.31) below. The special
dressing procedure that enables such “nonlinearization” of equation (1.12) was introduced in [12],
where we also described derivation of integrable differential and difference-differential equations
from HDE in limiting cases. Direct and inverse problems for the HDE were considered in [13].
Our construction here is based on the Abelian version of the HDE for simplicity. See [14] for
analogous treatment of the non-Abelian HDE.

The article is organized as follows. In Section 2 we shortly present some steps of the dressing
procedure necessary for our approach, see [12] for details. The symmetries and their dressing are
introduced and studied in Section 3. In Section 4 we list some integrable equations and corre-
sponding Lax pairs that appear by consideration of the parameters of symmetries as independent
variables. Additional symmetries and concluding remarks are presented in Section 5.

2 Dressing procedure

In order to introduce dressing procedure we fix representation of associative algebra. We realize
it as set of operators $F, G, \text{etc.}$, given by their symbols $\tilde{F}(n_1, z), \tilde{G}(n_1, z), \text{etc.}$, being functions
of the discrete variable $n_1 \in \mathbb{Z}$ and $z \in \mathbb{C}$. We assume that these symbols have Fourier transform

$$\tilde{F}(n_1, z) = \oint_{|\zeta|=1} \frac{d\zeta}{2\pi i \zeta} \zeta^{n_1} f(\zeta, z), \quad (2.1)$$

where $f(\zeta, z)$ is a function (distribution) of its variables, $\zeta, z \in \mathbb{C}, |\zeta| = 1$. Notation of the kind
$f(\zeta, z)$ does not mean that any analyticity property of symbols with respect to $z$ are assumed. So there exists nontrivial operation of $\partial$-differentiation on this set of operators, i.e., to any
operator $F$ we associate operator $\partial F$ with symbol

$$\partial F(n_1, z) = \frac{\partial \tilde{F}(n_1, z)}{\partial z}, \quad (2.2)$$

where derivative is considered in the sense of distributions. As well on this set of operators we
define composition

$$\tilde{(FG)}(n_1, z) = \oint_{|\zeta|=1} \frac{d\zeta}{2\pi i \zeta} \tilde{F}(n_1, z\zeta) \sum_{m_1 \in \mathbb{Z}} \zeta^{n_1-m_1} \tilde{G}(m_1, z), \quad (2.3)$$

if it exists. It is easy to check associativity of this composition law.

As the simplest examples let us consider unity and shift operators. The symbol of the unity
(with respect to composition (2.3)) operator is 1, and symbol of the operator $T$ that shifts variable $n_1$ equals

$$\tilde{T}(n_1, z) = z,$$

so that by (2.3) for any $F$:

$$\tilde{(TF)}(n_1, z) = z\tilde{F}(n_1, z), \quad \tilde{(FT^{-1})}(n_1, z) = \frac{1}{z} \tilde{F}(n_1, z),$$

$$\tilde{(TFT^{-1})}(n_1, z) = \tilde{F}(n_1, z), \quad (2.4)$$

where notation (1.3) was used. We see that symbol of operator $T$ is analytic, so that by (2.2)

$$\partial T = 0, \quad (2.5)$$
that is very essential for the following construction. It is easy to see that any operator $F$ with symbol $\tilde{F}(n, z) = f(|z|)$, i.e., independent of $n$ and $\arg z$, commute with an arbitrary operator in the sense of composition (2.13).

Below we also use a multiplication operator $N_1$ with symbol $\tilde{N}_1(n_1, z) = n_1$. Due to (2.3) it is conjugate to operator $T$ in a sense that

$$[T, N_1] = T,$$

and for a generic $F$

$$[N_1, F](n_1, z) = i \frac{\partial \tilde{F}(n_1, z)}{\partial \arg z}. \tag{2.7}$$

We consider now element $B$ in (1.11) to be an operator of this class, i.e., given by the symbol

$$\tilde{B}(n_1, z) = \oint_{|\zeta|=1} \frac{d\zeta}{2\pi i\zeta} \zeta^{n_1} b(\zeta, z), \tag{2.8}$$

with some function $b(\zeta, z)$, cf. (2.1). If compare (1.11) and (2.4) it is natural to set

$$A = T_1 + a_1, \quad \text{i.e.,} \quad \tilde{A}(n, z) = z_1 + a_1, \tag{2.9}$$

so that shift of $n_1$ in (1.11) (see notation (1.3)) gives

$$B^{(1)} = TBT^{-1}, \tag{2.10}$$

that is valid for any operator due to (2.4). Specific for $B$ is that dependence on discrete variables $n_2$ and $n_3$ is given by (1.11) and (2.9):

$$B^{(2)}(n_2, n_3) \equiv B(n_2 + 1, n_3) = (T + a_{12})B(n_2, n_3)(T + a_{12})^{-1}, \tag{2.11}$$
$$B^{(3)}(n_2, n_3) \equiv B(n_2, n_3 + 1) = (T + a_{13})B(n_2, n_3)(T + a_{13})^{-1}. \tag{2.12}$$

that we denote below as $B(n)$ and the symbol as $\tilde{B}(n_1, n_2, n_3, z)$ ($\tilde{B}(n, z)$ for shortness). For operators which symbols depend on all three discrete variables the composition law (2.3) takes the form

$$\tilde{(FG)}(n, z) = \oint_{|\zeta|=1} \frac{d\zeta}{2\pi i\zeta} \tilde{F}(n, z\zeta) \sum_{m_1 \in \mathbb{Z}} \zeta^{n_1 - m_1} \tilde{G}(m_1, n_2, n_3, z). \tag{2.13}$$

Thanks to this equation, (2.8), (2.11) and (2.12) the symbol of the operator $B(n)$ equals

$$\tilde{B}(n, z) = \oint_{|\zeta|=1} \frac{d\zeta}{2\pi i\zeta} \zeta^{n_1} \left( \frac{z\zeta + a_{12}}{z + a_{12}} \right)^{n_2} \left( \frac{z\zeta + a_{13}}{z + a_{13}} \right)^{n_3} b(\zeta, z). \tag{2.14}$$

It is reasonable to exclude its exponential growth with respect to $n_2$ and $n_3$. So we impose conditions $|z\zeta + a_{12}| = |z + a_{12}|$, $|z\zeta + a_{13}| = |z + a_{13}|$, that are equivalent to either $\zeta = 1$, or $\overline{\zeta}/z = \overline{a_{12}}/a_{12} = \overline{a_{13}}/a_{13}$. The first condition leads to a trivial constant operator in (2.14), so we consider the second one only. Because of it: $\overline{a_{12}}/a_{12} = \overline{a_{13}}/a_{13}$, and thus (shifting phase of $z$, if necessary) we can choose all $a_j$ to be real. This means that function $b(\zeta, z)$ has support on the surface $\zeta = \overline{z}/z$. In the simplest case $b(\zeta, z) = \delta_c(\zeta/z)\tilde{R}(z)$, where $\delta_c$ is the $\delta$-function on the unit circle and $\tilde{R}(z)$ is an arbitrary function of $z \in \mathbb{C}$. Then representation (2.14) for the symbol of $B$ becomes

$$\tilde{B}(n, z) = \left( \frac{\overline{z}}{z} \right)^{n_1} \left( \frac{\overline{z} + a_{12}}{z + a_{12}} \right)^{n_2} \left( \frac{\overline{z} + a_{13}}{z + a_{13}} \right)^{n_3} \tilde{R}(z). \tag{2.15}$$
Taking property of the $n$-dependent factor here into account, it is reasonable to input condition that $\tilde{R}(\tau) = R(z)$. Then also $\tilde{B}(n, \tau) = B(n, z)$. In generic situation $b(\zeta, z)$ in (2.14) can be proportional to the finite sum of derivatives of $\delta_c(\zeta)$, that we do not consider here in order to avoid asymptotic growth of $\tilde{B}(n, z)$ by $n$.

The dressing procedure is based on construction of the dressing operator $K(n)$ by means of the $\bar{\partial}$-problem

$$\bar{\partial}K(n) = K(n)B(n), \quad \lim_{z \to \infty} \tilde{K}(n, z) = 1,$$

where $\tilde{K}(n, z)$ is the symbol of operator $K(n)$. Evolutions (2.10)–(2.12) generate evolutions of the dressing operator: $\bar{\partial}K^{(j)}(n) = K^{(j)}(n)B^{(j)}(n)$, where we use notation (1.3) for $K(n)$. In order to describe these shifts we need to specify asymptotic condition in (2.16) assuming decomposition

$$\tilde{K}(n, z) = \sum_{j=0}^{M} k_j(n)z^{-j} + a(z^{-M}), \quad z \to \infty, \quad k_0(n) \equiv 1,$$

(2.17)

where $M$ is some finite positive number and functions $k_j(n)$ are independent of $z$, i.e., are operators that coincide with their symbols. By (2.5) and (2.10)–(2.12) we have that $\bar{\partial}K^{(j)}(T + a_{1j}) = K^{(j)}(T + a_{1j})B_j$, $j = 1, 2, 3$ and $a_{11} = 0$ by (1.10). Thus $K^{(j)}(T + a_{1j})$ for any $j$ obeys the same equation as in (2.16) but its symbol grows linearly at $z$-infinity. Assuming unique solvability of the problem (2.16) we see that there exist operators $P_j$ with symbols being entire functions of $z$, such that $K^{(j)}(T + a_{1j}) = P_jK$. Asymptotic decomposition (2.17) shows that symbols $P_j(n, z)$ are polynomials of the first order with respect to $z$. Their coefficients follow from the latter equality and (2.17). Thus $P_j = T$, so that $K^{(1)} = TKT^{-1}$ as it must be for any operator under consideration. But results for shifts with respect to the second and third discrete variables are less trivial

$$K^{(2)}(T + a_{12}) = K^{(1)}T + [u^{(2)} - u^{(1)} + a_{12}]K,$$

(2.18)

$$K^{(3)}(T + a_{13}) = K^{(1)}T + [u^{(3)} - u^{(1)} + a_{13}]K,$$

(2.19)

where we denoted for simplicity

$$u = k_1$$

(2.20)

(see (2.17)), so we consider $u$ as operator with symbol $\tilde{u}(n, z) = u(n)$. Equations (2.18) and (2.19) are dressed versions of equations

$$B^{(2)}(T + a_{12}) = B^{(1)}T + a_{12}B, \quad B^{(3)}(T + a_{13}) = B^{(1)}T + a_{13}B,$$

(2.21)

that follow from (2.10)–(2.12). By construction, evolutions of $K$ with respect to the discrete “times” are compatible and compatibility of (2.18) and (2.19) gives

$$u^{(12)}(u^{(2)} - u^{(1)} + a_{12}) + a_{12}u^{(3)} + \text{cycle}(1, 2, 3) = 0,$$

(2.22)

that is the Hirota difference equation on the function $u = u(n_1, n_2, n_3)$. It is clear that (1.12) is a linearization of this equation.

Substituting decomposition (2.17) in (2.18) and (2.19) one defines coefficients $k_j$ of this decomposition. In this way we get

$$k_{j+1}^{(2)} + a_{12}k_j^{(2)} = k_{j+1}^{(1)} + (u^{(2)} - u^{(1)} + a_{12})k_j,$$

$$k_{j+1}^{(3)} + a_{13}k_j^{(3)} = k_{j+1}^{(1)} + (u^{(3)} - u^{(1)} + a_{13})k_j, \quad j \geq 0.$$
In particular,
\begin{align}
    k_2^{(2)} - k_2^{(1)} &= (u^{(2)} - u^{(1)})u - a_{12}(u^{(2)} - u), \quad (2.23) \\
    k_2^{(3)} - k_2^{(1)} &= (u^{(3)} - u^{(1)})u - a_{13}(u^{(3)} - u), \quad (2.24) \\
    k_3^{(2)} - k_3^{(1)} &= -a_{12}k_2^{(2)} + (u^{(2)} - u^{(1)} + a_{12})k_2, \quad (2.25) \\
    k_3^{(3)} - k_3^{(1)} &= -a_{13}k_2^{(3)} + (u^{(3)} - u^{(1)} + a_{13})k_2, \quad (2.26)
\end{align}

These relations are nonlocal and need assumptions on asymptotic behavior of coefficients \(k_j(n)\) to be uniquely solvable.

In order to simplify the above relations we introduce the Jost solution as
\[
    \varphi(n, z) = z^n_1(z + a_{12})^n_2(z + a_{13})^n_3 \tilde{K}(n, z),
\]
(2.27)

Then equations (2.18) and (2.19) of the Lax pair take the form
\begin{align}
    \varphi^{(2)} &= \varphi^{(1)} + (u^{(2)} - u^{(1)} + a_{12}) \varphi, \\
    \varphi^{(3)} &= \varphi^{(1)} + (u^{(3)} - u^{(1)} + a_{13}) \varphi \quad (2.28, 2.29)
\end{align}

It is also worth to mention that the difference of these equations gives
\[
    \varphi^{(3)} = \varphi^{(2)} + (u^{(3)} - u^{(2)} + a_{23}) \varphi,
\]
(2.30)

That is also symmetric with respect to the previous equations. Thus any two of these three equations can be taken as the Lax pair. Let us perform change of dependent variable
\[
    v(n) = u(n) - a_1n_1 - a_2n_2 - a_3n_3, \quad (2.31)
\]
where by construction \(u(n) \to 0\) when \(n \to \infty\). Thus by (1.3) and (1.4) \(v^{(i)} - v^{(j)} = u^{(i)} - u^{(j)} + a_{ji}\), so by (2.31) we get HDE (1.6) and its Lax pair (1.7) from (2.22) and (2.28)–(2.30). Moreover, the condition (1.10) and asymptotic behavior of \(v(n)\) in (2.31) resolve the ill posedness of (1.6), see discussion of (1.8) in Introduction.

# 3 Continuous symmetries of the Hirota difference equations

In the case where nonlinear equation under consideration is integrable, i.e., has nontrivial Lax pair, construction of symmetries of the equation is equivalent to construction of the Lax pair, here (2.28), (2.29). Because of existence of the inverse problem such direct procedure, being rather complicated by itself, can be substituted by the following two steps (see [18], where analogous approach was used for construction of integrable equations, and [11]). Taking that the Lax pair (2.28), (2.29) (or, strictly speaking, (2.18), (2.19)) appeared as dressing of the “bare” pair (2.21), we start with construction of symmetries of (2.21). Then symmetries of the HDE itself are given by the dressing procedure, i.e., by the inverse problem (2.16). Because of (2.10)–(2.12) the simplest set of symmetries of the pair (2.21) is given by operators that commute with operator \(T\), i.e., functions of operator \(T\) itself. Explicitly, we introduce dependence of \(B\) on a new (continuous) variable \(t\) by means of relation
\[
    B_t(n, t) = [W, B(n, t)],
\]
(3.1)

where symbol of the operator \(W\) equals \(\tilde{W}(n, z) = w(z)\), being a meromorphic function of \(z\). Because of the composition law (2.13) any such operator commutes with operator \(T\), thus thanks to (2.10)–(2.12):
\[
    (B_t)^{(j)} = (B^{(j)})_t,
\]
(3.2)
where parenthesis denote order of operations. Moreover, let us have an operator \( W' \) of the same kind and introduce dependence on \( t' \) in analogy to (3.1). Then \( [W, W'] = 0 \) and these symmetries commute: \( \partial_t \partial_t B(n, t, t') = \partial_t \partial_t B(n, t, t') \). In terms of symbols we have thanks to (2.14) that

\[
\tilde{B}(n, t, z) = \oint_{|\zeta| = 1} \frac{d\zeta}{2\pi i} \zeta^{m_1} \left( \frac{z\zeta + a_{12}}{z + a_{12}} \right)^{m_2} \left( \frac{z\zeta + a_{13}}{z + a_{13}} \right)^{m_3} e^{t(w(z\zeta) - w(z))} b(\zeta, z),
\]

that preserves form of \( \tilde{B} \), redefining \( b(\zeta, z) \) only. Our next step is to define dressing operators by means of (2.16), so that \( \overline{\partial}K_t(n, t) = K_t(n, t)B(n, t) + K(n, t)B_t(n, t) \), or thanks to (3.1):

\[
\overline{\partial}K_t(n, t) + K(n, t)B(n, t)W = \left( K_{t_1}(n, t) + K(n, t)W \right)B(n, t).
\]

Below we consider special cases of such symmetries that enables explicit integration of this equation due to (2.5).

### 3.1 Symmetries of the KP type

This set of symmetries is generated by the simplest choices of operator \( W \) in (3.1): \( w(z) = z, z^2, \ldots \). In other words, we introduce dependence of operator \( B \) on the times \( t_1, t_2, \ldots \) by means of the equations \( B_{t_m} = [T^m, B], m = 1, 2, \ldots \), and define dependence of the dressing operator on these times by means of (3.3): \( \overline{\partial}K_{t_m} + KB^m = (K_{t_m} + KT^m)B \). Thanks to (2.5) this equation is equivalent to

\[
\overline{\partial}(K_{t_m} + KT^m) = (K_{t_m} + KT^m)B.
\]

We see that the sum \( K_{t_m} + KT^m \) obeys the same \( \overline{\partial} \)-equation as in (2.16), but with different (polynomial with respect to \( z \)) asymptotic of symbol at \( z \)-infinity. Thus for any \( m \) there exists operator \( P_m \) such that \( \overline{\partial}P_m = 0 \) and

\[
K_{t_m} + KT^m = P_m K.
\]

Assuming that asymptotic in (2.16) is differentiable, we see that symbol \( \tilde{P}_m(n, t, z) \) is polynomial of the \( m \)-th power with respect to \( z \). Coefficients \( p_{m,j} \) of this polynomial,

\[
P_m = \sum_{j=0}^{m} p_{m,j} T^j,
\]

where symbols \( \tilde{p}_{m,j}(n, t) \) depend on \( n \) and \( t \), but not on \( z \), are defined (in analogy to the standard Zakharov–Shabat dressing procedure, [19]) by equality

\[
\left(\tilde{K}(n, t, z)z^m \right)_+ = \left( (\tilde{P}_m K)(n, t, z) \right)_+,
\]

where \( + \) denotes polynomial by \( z \) part of symbols of operators.

Under substitution of (2.17), where now coefficients \( k_j \) depend on \( n \), in (3.7) we get recursion relations for coefficients in (3.6):

\[
k_{m-m'} = \sum_{i=m'}^{m} p_{m,i} k^{(1 \times i)}_{i-m'},
\]

where \( k^{(1 \times i)}_{i-m'}(n_1, n_2, n_3, t) = k_{m}(n_1 + i, n_2, n_3, t) \) in correspondence to (1.3). In particular, \( p_{m,m}(t, n, z) \equiv 1 \) and for the three lowest symmetries we have explicitly

\[
P_1 = T + k_1 - k_1^{(1)} \equiv T + u - u^{(1)},
\]

where \( k_1 \) is...
\[ P_2 = T^2 + (k_1 - k_1^{(1)}) T + k_2 - k_2^{(1)} - (k_1 - k_1^{(1)}) k_1^{(1)}, \quad (3.9) \]

\[ P_3 = T^3 + (k_1 - k_1^{(1)}) T^2 + (k_2 - k_2^{(1)}) - (k_1 - k_1^{(1)}) k_1^{(1)} T \]
\[ + k_3 - k_3^{(1)} - (k_2 - k_2^{(1)}) - (k_1 - k_1^{(1)}) k_1^{(1)} k_1^{(1)} + (k_1^{(1)} - k_1^{(1)}) k_2^{(1)}, \quad (3.10) \]

where for the upper indexes in parenthesis we use notation in (1.3), (1.4).

Notice that action of the first symmetry on the dressing operator is given in terms of dependent variable \( u \) of the HDE (2.22):
\[ K_{t_1} = (K^{(1)} - K) T + (u - u^{(1)}) K, \quad (3.11) \]
but action of this symmetry on the \( u = k_1 \) itself involves \( k_2 \). Indeed, by (2.17) \( 1/z \) term of (3.11) gives
\[ u_{t_1} = k_1^{(1)} - k_2 - (u^{(1)} - u) u, \quad (3.12) \]
\[ k_{2,t_1} = k_3^{(1)} - k_3 - (u^{(1)} - u) k_2, \quad (3.13) \]
and so on. Coefficient \( k_2 \) in (2.17) is given by (2.23), (2.24), so that action of this symmetry on \( u \) is nonlocal.

Coefficients of polynomials (3.8)–(3.10) take a much simpler form if we write them in terms of \( u \) and its derivatives with respect to \( t_m \). Thus, for the second symmetry, i.e., (3.5) for \( m = 2 \), we get by (3.9) and derivative of (3.11) by \( t_1 \): \( K_{t_2} - K_{t_1 t_1} = (P_2 - P_2^2 - P_{1,t_1}) K + 2K_{t_1} T \). But thanks to (3.8) and (3.9), (3.12) \( P_2 - P_2^2 - P_{1,t_1} = -2u_{t_1} \), so that
\[ K_{t_2} - K_{t_1 t_1} - 2K_{t_1} T = -2u_{t_1} K. \]
Next, thanks to (3.10) we derive that
\[ K_{t_3} - K_{t_1 t_1 t_1} = (P_3 - P_3^2 - 2P_{1,t_1} P_1 - P_1 P_{1,t_1} - P_{1,t_1 t_1}) K + 3(P_1 K)_{t_1} T. \quad (3.14) \]
In order to simplify the r.h.s. we use (3.12) and (3.13) to derive
\[ k_2 - k_2^{(11)} - (k_1 - k_1^{(1)}) k_1^{(1)} \]
\[ = -(u + u^{(1)} + u^{(1)}) t_1 + (u^{(1)} - u^{(1)})^2 + (u^{(1)} - u)(u^{(11)} - u), \]
\[ k_3^{(1)} - k_3 = (k_2 + k_2^{(1)} + k_2^{(1)}) t_1 \]
\[ + (u^{(1)} - u) k_2 + (u^{(1)} - u)(u^{(1)}) k_2^{(1)} + (u^{(11)} - u)(u^{(1)}) k_2^{(1)}, \]
that gives finally
\[ P_3 - P_3^2 - 2P_{1,t_1} P_1 - P_1 P_{1,t_1} - P_{1,t_1 t_1} = -3u_{t_1} T - \frac{3}{2} u_{t_1 t_1} = -3u_{t_1} T - \frac{3}{2} u_{t_1 t_1}. \quad (3.15) \]

It is clear that in the same way symmetries corresponding to the highest times \( t_m \) can be studied. Specific property of all these symmetries is the analyticity (polynomiality) of operator \( W \) that allowed us to rewrite (3.3) in the form (3.4) and to control asymptotic behavior of \( P_m \) by means of (3.5).

### 3.2 Singular symmetries

Here we consider symmetries defined by operators \( W \) with symbols \( w(z) \) being meromorphic functions of \( z \). Arbitrary symmetries of this kind need consideration based on the object more generic than the Jost solution, the so called Cauchy–Jost function, see [2, 5]. So here we consider
only the simplest examples of such symmetries: those where $W$ is chosen to be one of operators $(T + a_{1j})^{-1}$, see notation (1.10) (in particular, $a_{11} = 0$). We introduce dependence of operator $B$ on the set $t_- = \{t_{-1}, t_{-2}, t_{-3}\}$ of three continuous parameters by means of relations (cf. (3.1))

$$B_{t_-}(n, t_-) = [(T + a_{1j})^{-1}, B(n, t_-)], \quad j = 1, 2, 3. \quad (3.16)$$

Then (3.3) gives $\partial K_{t_-} + KB(T + a_{1j})^{-1} = K_{t_-}B + K(T + a_{1j})^{-1}B$. Multiplying this equation by $(T + a_{1j})$ from the right we get

$$\partial(K_{t_-}(T + a_{1j}) + K) = (K_{t_-}(T + a_{1j}) + K)B^{(-j)},$$

where $B^{(-j)} = (T + a_{1j})^{-1}B(T + a_{1j})$, cf. (2.10), i.e.,

$$\tilde{B}^{(-j)}(n_1, n_2, n_3, t_-, z) = \tilde{B}(n_1, n_2, n_3, t_-, z)|_{n_j \to n_{j-1}}, \quad j = 1, 2, 3.$$

Taking now (2.16) into account, we see that there exist operators $V_j$, such that

$$K_{t_-}(n, t_-)(T + a_{1j}) + K(n, t_-) = V_j(n, t_-)K^{(-j)}(n, t_-). \quad (3.17)$$

In terms of the symbols this equation sounds as

$$(z + a_{1j})\tilde{K}_{t_-}(n, t_-, z) + \tilde{K}(n, t_-, z) = (V_j\tilde{K})^{(-j)}(n, t_-, z),$$

and thanks to the asymptotic condition in (2.16) symbols of operators $V_j$ do not depend on $z$, so that $(V_j\tilde{K})^{(-j)}(n, t_-, z) = V_j(n, t_-)\tilde{K}^{(-j)}(n, t_-, z)$. In spite of the singular behavior of the symbols of operators $(T + a_{1j})^{-1}$, we are not interested here in transformations that change spectrum of the Lax operators, so the dressing operator $K$ and its derivative $K_{t_-}$ have no pole singularities with respect to $z$. Thus setting $z = a_{j1}$ in the previous equality, we derive for the symbol of operator $V_j$:

$$\tilde{V}_j(n, t_-) = \frac{\tilde{K}(n, t_-, a_{j1})}{\tilde{K}^{(-j)}(n, t_-, a_{j1})}. \quad (3.18)$$

This relation is highly nonlocal in terms of coefficients $k_j$ of the expansion (2.17). On the other side action of this symmetry on these coefficients is easily given by means of (3.17). Say, thanks to (2.20)

$$u_{t_-} = V_j - 1. \quad (3.19)$$

In the same way other “singular” symmetries can be introduced and their action on the dressing operator and solution of the HDE can be derived.

### 3.3 Formulation in terms of the Jost solutions

In order to simplify the above results, we redefine the Jost solution (cf. (2.20)) as

$$\varphi(n, t_-, z) = z^{n_1}(z + a_{12})^{n_2}(z + a_{13})^{n_3} \times e^{t_{1z}z + t_{2z}z^2 + t_{3z}z^3 + t_{-1}z^{-1} + t_{-2}(z + a_{12})^{-1} + t_{-3}(z + a_{13})^{-1} + t_{-4}z^{-4}} \tilde{K}(n, t_-, z). \quad (3.20)$$

In this way we do not change equations (2.28)–(2.30) and the above results read as follows. Instead of (3.11) we have

$$\varphi_{t_1} = \varphi^{(1)} + (u - u^{(1)})\varphi. \quad (3.21)$$
where \( k_2 \) must be defined by (2.23). So in terms of the HDE variables \( n_1, n_2 \text{ and } n_3 \) this symmetry is nonlocal. On the other side, taking \( t_1 \)-dependence into account we derive by (3.12) that 
\[
    k_2 - k_2^{(1)} = -u_{t_1} - u_{t_1}^{(1)} - (u^{(1)} - u) u - (u^{(11)} - u^{(1)}) u^{(1)} ,
\]
so that (3.22) takes the form
\[
    \varphi_{t_2} = \varphi^{(11)} + (u - u^{(11)}) \varphi^{(1)} + ((u^{(1)} - u)^2 - u_{t_1} - u_{t_1}^{(1)}) \varphi. \tag{3.23}
\]
Finally, due to (3.21) we reduce this equality to more simple and familiar form:
\[
    \varphi_{t_2} = \varphi_{t_1} t_1 - 2u_{t_1} \varphi. \tag{3.24}
\]

Analogously, action of the symmetry (3.10) in terms of the shifts of the discrete variables is given by expression that involves \( k_3 \). But in terms of the \( t_1 \)-derivatives equation (3.14) reduces to
\[
    \varphi_{t_3} = \varphi_{t_1} t_1 t_1 - 3u_{t_1} \varphi_{t_1} - \frac{3}{2} u_{t_1 t_1} \varphi - \frac{3}{2} u_{t_2} \varphi \tag{3.25}
\]
due to (3.15). It is necessary to mention that direct check that the above relations give symmetries of the HDE involves relations (2.20), (2.23)–(2.26) and (3.12), (3.13), (and some their consequences) and is rather cumbersome. In our approach commutativity of these symmetries with the HDE evolution follows from simple relations of the linear case.

Notice also that under substitution (3.20) symmetry (3.17) reduces to
\[
    \varphi_{t_{-j}} = V_j \varphi^{(-j)}, \tag{3.26}
\]
where \( V_j = 1 + u_{t_{-j}} \) by (3.19). Compatibility of this symmetry with the Lax pair (2.28) and (2.29) follows by (3.18), (3.19), if we take into account that due to (2.18) and (2.19)
\[
    a_{1j} \tilde{K}^{(j)}(n, t, t_{-1}, 0) = [u^{(j)} - u^{(1)} + a_{1j}] \tilde{K}(n, t, t_{-1}, 0), \quad j = 1, 2, 3.
\]

### 4 Evolution equations generated by the standard symmetries

All symmetries introduced above, see (3.21)–(3.26), are compatible with HDE evolution, i.e., with any pair of equations (2.28)–(2.30). Moreover, these symmetries mutually commute by construction. Thus it is natural to assume that the discrete variables \( n_1, n_2, n_3 \), and continuous ones \( t_1, t_2, t_3, t_{-1}, t_{-2}, t_{-3} \), etc., can be considered equally in a sense that any three of them can be chosen as independent variables of a (differential, or differential-difference) nonlinear integrable equation, with a Lax pair given by a proper choice from the list of all equations (2.28)–(2.30) and (3.21)–(3.26). Then other variables serve as (discrete, or continuous) parameters of symmetries for this nonlinear equation. This assumption is obvious if the variable \( n_1 \) is taken as one of independent variables, while needs special proof of closeness in a generic case. Here we consider some equations that result from the derived above symmetries of the HDE.

Say, we see that (3.24), (3.25) is nothing but the Lax pair of the KPII equation (see [3, 8, 19]) for \( 2u_{t_1} \), where \( t_1, t_2 \text{ and } t_3 \) are the standard KP times. Then relations (2.28)–(2.30) and (3.21), (3.26) give the discrete and continuous symmetries of the KPII equation. The discrete symmetries are nothing but the Bäcklund transformations of the KPII. Some intermediate equations can be obtained in the following way. Let us choose variables \( n_1, n_2 \text{ and } t_1 \), and correspondingly let the Lax pair be given by (2.28) and (3.21). Compatibility of these two equations gives
\[
    \frac{\partial}{\partial t_1} \log \left( u^{(2)} - u^{(1)} + a_{12} \right) + u^{(12)} - u^{(2)} - u^{(1)} + u = 0, \tag{4.1}
\]
or \( \frac{\partial}{\partial t_1} \log \left( v^{(2)} - v^{(1)} + v^{(12)} - v^{(2)} - v^{(1)} + v = 0 \right) \text{ in notation } (2.31) \).
Another possibility is to choose variables \( n_1, n_2 \) and \( t_2 \) and the Lax pair given by \((2.28)\) and \((3.22)\). Then corresponding nonlinear integrable equation reads as

\[
\frac{\partial}{\partial t_2} \log(u^{(2)} - u^{(1)} + a_{12}) + \left[k^{(11)}_2 - k_2 - (u^{(11)} - u)u^{(1)}\right]^{(2)} - \left[k^{(11)}_2 - k_2 - (u^{(11)} - u)u^{(1)}\right] = 0,
\]

where \( k_2 \) is defined by \((2.23)\). Thus this equation is nonlocal and it can be considered as the higher analog of the equation \((4.1)\). Both these equations give continuous symmetries of the HDE, while evolution with respect to \( n_3 \) due to HDE evolution gives Bäcklund transformation for both these nonlinear equations.

Let us consider now choice of variables \( n_1, t_1 \) and \( t_2 \) with Lax pair given by \((3.21)\) and \((3.23)\). It is easy to check that condition of compatibility of these two equations reads as

\[
(u^{(1)} - u)_{t_2} - (u^{(1)} + u)_{t_1} + (u^{(1)} - u)^2 = 0.
\]

These equation can be considered as continuous symmetry of the \((4.1)\) with respect to the variable \( t_2 \), or as continuous symmetry of \((4.2)\) with respect to the variable \( t_1 \). On the other side both \((4.1)\) and \((4.2)\) gives Bäcklund transformations of \((4.3)\), i.e., shift of the variable \( n_2 \).

The same is valid for the singular symmetries introduced in \((3.16)\). Taking \((3.26)\) as one of equations of the Lax pair we have in the r.h.s. shift of variable \( n_j \). So we choose from \((2.28)-(2.30)\) the equation that gives a shift with respect to some other variable \( n_i, i \neq j \), in terms of the \( n_j \)-shift:

\[
\varphi^{(i)} = \varphi^{(j)} + (u^{(i)} - u^{(j)} + a_{ji})\varphi, \quad i, j = 1, 2, 3, \quad i \neq j.
\]

Compatibility of this equation with \((3.16)\) gives two conditions, one of which is identity due to \((3.19)\) and the another reduces to

\[
\frac{(1 + u_{t,-j})^{(i)}}{1 + u_{t,-j}} = \frac{u^{(i)} - u^{(j)} + a_{ji}}{(u^{(i)} - u^{(j)} + a_{ji})^{(-j)}},
\]

that is action of the \( t_{-j} \)-symmetry on the dependent variable of HDE. On the other side, taking \((3.18)\) and \((3.19)\) into account we rewrite this equality as

\[
\frac{u^{(i)} - u^{(j)} + a_{ji}}{(u^{(i)} - u^{(j)} + a_{ji})^{(-j)}} = \frac{\bar{K}^{(i)}(a_{j1})\bar{K}^{(-j)}(a_{j1})}{\bar{K}^{(i,-j)}(a_{j1})\bar{K}(a_{j1})},
\]

that proves independence of the ratio \((u^{(i)} - u^{(j)} + a_{ji})\bar{K}(a_{j1})/\bar{K}^{(i)}(a_{j1})\) on \( n_j \). Assuming that \( u(n, t_-) \) decays and \( \bar{K}(n, t_-, z) \to 1 \) when \( n \to \infty \), we get

\[
u^{(i)}(n, t_-) - u^{(j)}(n, t_-) + a_{ji} = a_{ji}\frac{\bar{K}^{(i)}(n, t_-, a_{j1})}{\bar{K}(n, t_-, a_{j1})},
\]

i.e., relation of \( u \) with the nonlocal objects in the r.h.s. The antisymmetry of the l.h.s. with respect to \( i \) and \( j \) shows that

\[
\frac{\bar{K}^{(i)}(n, t_-, a_{j1})}{\bar{K}(n, t_-, a_{j1})} = \frac{\bar{K}^{(j)}(n, t_-, a_{i1})}{\bar{K}(n, t_-, a_{i1})}, \quad \text{for any} \quad i, j = 1, 2, 3.
\]

Further on, differentiating \((4.6)\) with respect to \( t_{-j} \) and denoting \( \bar{K}(n, t_-, a_{j1}) = e^{\psi(n,t_-)} \) we get by means of \((3.19)\) integrable equation

\[
a_{ji}(\psi^{(i)} - \psi)_{t_{-j}} = e^{\psi^{(-i)} - j} - e^{\psi^{(-j)} - \psi^{(i)}},
\]
with respect to the independent variables \( n_i, n_j \) and \( t_{-j} \). Its Lax pair follows from (3.26) and (4.4) under above substitutions

\[
\varphi^{(i)} = \varphi^{(j)} + a_{ij} e^{\psi^{(i)} - \psi}, \quad \varphi_{t_{-j}} = e^{\psi - \psi^{(-j)}} \varphi^{(-j)}.
\]

In analogy we can consider an equation with one discrete and two continuous variables from the set \( t_- \). We choose \( n_1, t_{-1} \) and \( t_{-2} \) and start from (3.26) for \( j = 1, 2 \). Let, for shortness, \( v(n, t_-) = u(n, t_-) - a_1 n_1 - a_2 n_2 + t_{-1} + t_{-2} \), cf. (2.31). Thanks to (3.19) this enables us to rewrite (3.26) as

\[
\varphi^{(1)}_{t_{-1}} = v^{(1)}_{t_{-1}} \varphi, \quad \varphi^{(2)}_{t_{-2}} = v^{(2)}_{t_{-2}} \varphi.
\]

(4.7)

The first equation here goes as one of equations of the corresponding Lax pair, and we have to exclude shift with respect to the variable \( n_2 \) in order to get the second equation. For this aim we differentiate (2.28) with respect to \( t_{-2} \) and substituting \( \varphi^{(2)}_{t_{-2}} \) by (4.7) we get

\[
\varphi^{(1)}_{t_{-2}} = w \varphi_{t_{-2}} + v^{(1)}_{t_{-2}} \varphi,
\]

i.e., the second equation of the Lax pair. Here we denoted \( w = v^{(1)} - v^{(2)} \). Compatibility condition now sounds as

\[
\partial_{t_{-2}} \log v_{t_{-1}} = \frac{v_{t_{-2}}}{w^{(-1)}} - \left( \frac{v_{t_{-2}}}{w^{(-1)}} \right)^{(1)}, \quad \partial_{t_{-1}} \log w = \left( \frac{v_{t_{-1}}}{w^{(-1)}} \right)^{(1)} - \frac{v_{t_{-1}}}{w^{(-1)}},
\]

where the first equation can be considered as the evolution one on the function \( v(n, t_-) \), while the second stands as definition of the auxiliary function \( w(n, t_-) \).

Finally, let us notice that symmetries of the set \( t_- \) can be combined with the KP type symmetries due to their mutual commutativity. As an example we choose variables \( t_1, n_j \) and \( t_{-j} \) for some \( j = 1, 2, 3 \). Taking that (3.26) includes shift with respect to the \( n_j \) (i.e., \( \varphi^{(-j)} \)) into account, we use (2.28), (2.29) to exclude \( \varphi^{(1)} \) from (3.21):

\[
\varphi_{t_1} = \varphi^{(j)} + (u - u^{(j)} + a_{1j}) \varphi.
\]

Then due to (3.19) condition of compatibility of this equation with (3.26) gives

\[
\partial_{t_1} \log(1 + u_{t_{-j}}) = 2u - u^{(j)} - u^{(-j)}, \quad (4.8)
\]

This nonlinear integrable equation can be considered also as continuous symmetry of (4.5). Differentiating (4.8) by \( t_{-j} \) we use (3.19) to write the result in the form \( \partial_{t_1} \partial_{t_{-j}} \log V_j = 2V_j^{(j)} - V_j^{(-j)} \). Under substitution \( V_j = e^{\psi^{(j)} - \psi} \) we conclude that difference \( \partial_{t_1} \partial_{t_{-j}} \log \psi - e^{\psi^{(j)} - \psi - e^{\psi^{(-j)}}} \) is independent of \( n_j \). Thus, under the same assumption as above on the asymptotic decay of \( u \) (and then of \( \psi \)) with respect to \( n_j \), we get equation of the 2-dimensional Toda chain,

\[
\partial_{t_1} \partial_{t_{-j}} \psi = e^{\psi^{(j)} - \psi} - e^{\psi^{(-j)}}.
\]

It is clear that this list of integrable equations that appear as obeying (3.2) symmetries of the HDE can be continued.
5 Additional symmetries

In Section 3 we mentioned that symmetries of the HDE appear as dressing of symmetries that preserve the bare pair (2.21). In this sense symmetries considered above are too restrictive. Indeed, condition that operator $W$ in (3.1) has symbol depending on the variable $z$ only leads to (3.2), i.e., to commutativity of these symmetries with shifts of the independent variables of the HDE. This condition is enough, but not necessary in order to preserve (4.6). Notice, that if some operator $X$ obeys the same relations (2.21) as operator $B$, then thanks to (2.10) also $BX$ and $[X, B]$ obey these relations. As an example of operator $X$ we take (2.15) with $\tilde{R}(z) \equiv 1$. Thanks to (2.5) we have that $\tilde{B}X$ also obeys (2.21). Finally, we introduce operator

$$N = (\partial X) X^{-1} T, \text{ symbol of which equals}$$

By (2.13) it is easy to check, that this operator can be written as

$$N(n_2, n_3) = (T + a_{12})^{n_2}(T + a_{13})^{n_3} N_1(T + a_{12})^{-n_2}(T + a_{13})^{-n_3},$$

where operator $N_1$ was considered in (2.6), (2.7). Thus, in analogy to (3.1) we introduce dependence of operator $B$ on a new variable $s \in \mathbb{R}$ by means of equation

$$B(n, s) = e^{isN}B(n)e^{-isN}, \quad B(n, 0) = B(n). \quad (5.1)$$

Operator $N$ does not commute with shift operators in (2.10)–(2.12): it is easy to see that

$$[T, N] = T, \quad j = 1, 2, 3,$$

and thanks to (2.14) we get in terms of operator $B(0) = B(n_2, n_3)|_{n_2=n_3=0}$

$$B(n, s) = (T + a_{12})^{n_2}(T + a_{13})^{n_3} e^{isN_1}B(0)e^{-isN_1}(T + a_{12})^{-n_2}(T + a_{13})^{-n_3}, \quad (5.2)$$

or explicitly for the symbol of operator $B(n, s)$:

$$\tilde{B}(n, s, z) = \oint_{|\zeta| = 1} \frac{d\zeta}{2\pi i s} \zeta^{n_1} \left( \frac{z \zeta + a_{12}}{z + a_{12}} \right)^{n_2} \left( \frac{z \zeta + a_{13}}{z + a_{13}} \right)^{n_3} b(\zeta, ze^{-is}). \quad (5.3)$$

The above mentioned noncommutativity results in the following observation. Defining in analogy to (5.1)

$$B^{(j)}(n, s) = e^{isN}B^{(j)}(n)e^{-isN},$$

we have

$$B^{(j)}(n, s) = (Te^{-is} + a_{1j})B(n, s)(Te^{-is} + a_{1j})^{-1}, \quad (5.4)$$

while by (5.2), or (5.3)

$$B(n, s)^{(j)} = (T + a_{1j})B(n, s)(T + a_{1j})^{-1}, \quad (5.5)$$

that coincides with (5.4) for $j = 1$ only $(a_{11} = 0 = 0)$ (1.10)). On the other side, multiplying (5.5) by $(T + a_{1j})$ we get that operator $B(n, s)$ obeys (2.10)–(2.12) for all $j = 1, 2, 3$.

Thus we have an example of additional symmetry of the kind considered for the nonlinear Schrödinger equation in [10] and for the KPI in [11]. Dependence of the corresponding dressing operator $\tilde{K}(n, s)$ on $s$ must be defined again by the $\tilde{\partial}$-problem (2.16) with operator $B(n, s)$, but
this consideration we postpone for the forthcoming article. Differential equations generated by this symmetry also deserve special consideration. It is interesting to mention that operator $N$ can be taken as operator $A$ in (1.11). So it also generate some discrete integrable equation, since identity (1.9) is valid for any operators $A$ and $B$. It is worth to mention that relation with HDE of some of equations obtained above is well known. Some of them appear as continuous limits of HDE, some as symmetries, see, e.g., [12, 16]. Here we used an example of the HDE to develop a generic scheme of construction of the symmetries, both ordinary and additional, that can be applied to any integrable nonlinear equation.
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