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Abstract. We give two equivalent sets of invariants which classify pairs of coisotropic subspaces of finite-dimensional Poisson vector spaces. For this it is convenient to dualize; we work with pairs of isotropic subspaces of presymplectic vector spaces. We identify ten elementary types which are the building blocks of such pairs, and we write down a matrix, invertible over \( \mathbb{Z} \), which takes one 10-tuple of invariants to the other.
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1 Introduction

The classification of pairs of linear coisotropic subspaces arises in many contexts, including the following two.

The first is the problem of classifying, up to conjugation by linear symplectomorphisms, canonical relations (lagrangian correspondences) from a finite-dimensional symplectic vector space to itself. Without symplectic structure, this classification of linear relations was carried out by Towber [13] and is a special case of results of Gel’fand and Ponomarev [5]. For graphs of symplectomorphisms, the classification amounts to identifying the conjugacy classes in the group of symplectic matrices. This classification and the problem of finding associated normal forms has a long history extending from Williamson [17] to Gutt [6]. In the general symplectic case, a result of Benenti and Tulczyjew [2, Proposizioni 4.4 & 4.5] tells us that any canonical relation \( X \leftarrow Y \) is given by coisotropic subspaces of \( X \) and \( Y \) and a symplectomorphism between the corresponding reduced spaces. When \( X = Y \), one step in the classification up to conjugacy of canonical relations is to classify the coisotropic pairs consisting of the range and domain. The further steps of the classification remain as work in progress. Partial results may be found in the first author’s Master’s thesis [8].

The second context is that of extending the Wehrheim–Woodward theory of linear canonical relations (see [7, 15]) to the case where the category of lagrangian correspondences between symplectic vector spaces is enlarged to the category of coisotropic correspondences. Each pair of coisotropic subspaces of \( X \) gives a WW morphism represented by a diagram having the form \( 1 \leftarrow X \leftarrow 1 \), and isomorphic pairs represent the same WW morphism. There are also
nonisomorphic pairs representing the same WW morphism. The issue is to determine exactly which pairs are “WW equivalent”. This problem is now solved, as part of a complete description of the WW categories of (co)isotropic relations (see [16]).

So far, we have been discussing symplectic ambient spaces. But since coisotropic correspondences are fundamental in Poisson geometry\(^1\), it is natural to consider the endomorphism classification and WW problems for linear coisotropic correspondences between general Poisson vector spaces. This leads immediately to the classification problem for coisotropic pairs in Poisson vector spaces, which is the subject of this paper\(^2\).

It turns out to be simpler to work indirectly with Poisson vector spaces via their duals, which are presymplectic (i.e., equipped with possibly degenerate skew-symmetric bilinear forms). The coisotropic subspaces are then replaced by their annihilators, which are isotropic. This duality gives an equivalence between the Poisson/coisotropic and presymplectic/isotropic categories. In the following, therefore, we will concentrate on pairs of isotropic subspaces in presymplectic vector spaces. To classify such pairs, we first show in Section 3 that any isotropic pair can be decomposed as the direct sum of pairs, each of which is of one of ten “elementary” types. In Section 4 we show that these elementary types are in turn isomorphic to multiples of ten indecomposable pairs in spaces of dimension 1, 2, and 3, and that the multiplicities are invariants which fully classify isotropic pairs, up to conjugation by linear presymplectomorphisms. To prove that the multiplicities are invariant, we assemble them into a 10-vector and show that this vector is related by an invertible integer matrix to a 10-vector, each of whose entries is the dimension of a space constructed in a simple way from a presymplectic space and an ordered pair of its isotropic subspaces.

The preliminary version [9] of this paper contains our results in the symplectic case. We have in the meantime found the reference [12], which treats subspace pairs in spaces with bilinear forms, using methods and results related to quiver representations. The present paper gives an elementary and essentially self-contained treatment for spaces carrying a skew-symmetric form which is possibly degenerate; it remains for the future to relate our results to a broader representation-theoretic framework (see Remark 4.5).

2 Preliminaries

Throughout this paper, \(V\) will denote a finite-dimensional presymplectic vector space, with presymplectic structure \(\omega\). For any subspace \(W \subseteq V\), we call the subspace \(\{v \in V \mid \omega(v, w) = 0 \ \forall \ w \in W\}\) the orthogonal of \(W\) and denote it by \(W^\perp\). For the radical \(V^\perp\) of \(V\) we reserve the letter \(R\). A presymplectomorphism from \(V\) to \(\tilde{V}\) is is a linear isomorphism \(\varphi: V \to \tilde{V}\) which pulls back the presymplectic structure on \(\tilde{V}\) to the one on \(V\).

A subspace \(A\) of \(V\) is isotropic if \(A \subseteq A^\perp\). An isotropic pair in \(V\) is an ordered pair of isotropic subspaces in \(V\). Isotropic pairs \((A, B)\) and \((\tilde{A}, \tilde{B})\) in \(V\) and \(\tilde{V}\) respectively are equivalent if there exists a presymplectomorphism \(\varphi: V \to \tilde{V}\) such that \(\varphi(A) = \tilde{A}\) and \(\varphi(B) = \tilde{B}\). In the Poisson setting, where a coisotropic subspace is a subspace annihilated by an isotropic in the dual, this equivalence corresponds to there being an invertible Poisson map which takes one coisotropic pair to the other. In the symplectic situation, when \(\omega\) is non-degenerate, any coisotropic subspace is the orthogonal of an isotropic subspace. Clearly, a linear symplectomorphism will take one coisotropic pair to the other if and only if it maps the corresponding isotropic orthogonals to one another.

An isotropic pair \((A, B)\) in \(V\) is the direct sum of isotropic pairs \((A_1, B_1)\) and \((A_2, B_2)\) in \(V_1\) and \(V_2\), respectively, if \(V = V_1 \oplus V_2\), \(A = A_1 \oplus A_2\), \(B = B_1 \oplus B_2\), and \(V_1\) is orthogonal to \(V_2\)

\(^1\)See, e.g., [14], where these correspondences are called Poisson relations.

\(^2\)The isomorphism classification of Poisson relations is treated in [10].
with respect to $\omega$. In this case, we have $(A_i, B_i) = (A_i \cap V_i, B_i \cap V_i)$, for $i = 1, 2$. The definition of direct sum of isotropic pairs naturally extends to any finite number of summands.

A decomposition

$$V = \bigoplus_{i=1}^{m} V_i,$$

is orthogonal if its summands are pairwise orthogonal; it is distributive with respect to a subspace $W \subseteq V$ if

$$W = \bigoplus_{i=1}^{m} W \cap V_i.$$

The main task in Section 3 will be to construct an orthogonal decomposition of $V$ which is distributive with respect to isotropic subspaces $A$ and $B$, and such that each of the resulting summands has a simple form.

Remark 2.1. A general strategy for constructing a direct sum decomposition of $V$ which is distributive with respect to $W \subseteq V$ is the following stepwise procedure. In each step, find a subspace $V' \subseteq V$ such that one of the following holds:

(i) $W \cap V' = 0$,

(ii) $W \cap V' = V'$.

If (i) is the case, then there exists a subspace $C \subseteq V$ such that $V = V' \oplus C$ and $W \subseteq C$. This decomposition of $V$ is, by construction, distributive with respect to $W$. If (ii) is the case, i.e., $V' \subseteq W$, then for any complement $C$ of $V'$ in $V$ one has $W = V' \oplus (W \cap C)$ by the modular law, and so the resulting decomposition $V = V' \oplus C$ is distributive with respect to $W$.

The following lemma shows that this procedure will indeed achieve the desired result. If in each step $V'$ and $C$ can be chosen to be orthogonal, then the resulting decomposition will also be orthogonal.

Lemma 2.2. Suppose that $V$ has a decomposition (2.1), and let $W \subseteq V$ be a subspace. For each $l \in \{0, 1, \ldots, m - 1\}$ set

$$C_l := \bigoplus_{i=l+1}^{m} V_i.$$

(i) If, for each $l \in \{1, \ldots, m - 1\}$, the decomposition $V_l \oplus C_l$ is distributive with respect to $W \cap C_{l-1}$, then the decomposition (2.1) is distributive with respect to $W$.

(ii) If, for each $l \in \{1, \ldots, m - 1\}$, the decomposition $V_l \oplus C_l$ is orthogonal, then the decomposition (2.1) is orthogonal.

---

3In other words, $\omega$ is the direct sum of the presymplectic structures on $V_1$ and $V_2$.

4It was pointed out to us by one of the referees that the existing language of graded vector spaces could be used here, but we find the “distributivity” terminology more convenient, because we make no use of any algebraic structure on the index set, and because it is superfluous to index the components in some decompositions. Of course, the basic properties associated to our definition correspond to basic facts about graded vector spaces.

5The modular law is the fact that, for subspaces $E$, $F$ and $G$ of a vector space $V$, if $E \subseteq G$, then $G \cap (E + F) = E + (G \cap F)$. See [11, p. 56], for example.
Proof. (i) We apply the assumptions successively to construct a decomposition of $W$ composed of the intersections of $W$ with the $V_i$. For $l = 1$, by assumption we have a decomposition
\[ W = W \cap V_1 \oplus W \cap C_1. \]
The assumption for $l = 2$, applied to the second summand of this decomposition, gives
\[ W = W \cap V_1 \oplus W \cap V_2 \oplus W \cap C_2. \]
Clearly, proceeding in this manner for increasing $l$ will, after $m - 1$ steps, lead to a decomposition
\[ W = W \cap V_1 \oplus W \cap V_2 \oplus \cdots \oplus W \cap V_{m-1} \oplus W \cap C_{m-1}, \]
which, after substitution using the identity $C_{m-1} = V_m$, is the desired result.

(ii) Choose any two indices $i, j \in \{1, \ldots, m\}$ such that $i \neq j$. We need to show that $V_i$ and $V_j$ are orthogonal. Because this relation is symmetric with respect to $i$ and $j$, we may assume without loss of generality that $i < j$. Then $i \leq m - 1$ and $V_j \subseteq C_i$. By assumption $V_i$ is orthogonal to $C_i$, so in particular $V_i$ is orthogonal to $V_j$. ■

In the next lemma, we collect some basic properties of distributive decompositions. The proofs are, as above, straightforward; we leave them to the reader.

Lemma 2.3. Let $V = \bigoplus_{i=1}^{m} V_i$ be a decomposition which is distributive with respect to subspaces $E \subseteq V$ and $F \subseteq V$. Then,

(i) The decomposition is distributive with respect to $E \cap F$ and $E + F$, and
\[ (E + F) \cap V_i = (E \cap V_i) + (F \cap V_i) \]
for each $i$.

(ii) If the decomposition of $V$ is orthogonal, then it is also distributive with respect to $E^\perp$, and
\[ E^\perp \cap V_i = (E \cap V_i)^\perp \cap V_i \]
for each $i$.

Remark 2.4. As a special case of Lemma 2.3 (ii), with $V$ in the role of $E$, it follows that any orthogonal decomposition of $V$ is distributive with respect to the radical $R$.

We also recall some basic facts from presymplectic linear algebra.

Lemma 2.5. Let $E$ and $W$ be subspaces of $V$.

(i) If $E$ is symplectic, i.e., $\omega|_E$ is non-degenerate, then $V = E \oplus E^\perp$.

(ii) If $E$ is such that $W = W \cap W^\perp \oplus E$, then $E$ is symplectic. In particular, any complement of $R$ in $V$ is symplectic.

(iii) $\dim W + \dim W^\perp = \dim V + \dim W \cap R$.

(iv) $W^{\perp \perp} = W + R$.

(v) When $V$ is symplectic, $W$ is lagrangian in $V$, i.e., $W^\perp = W$, if and only if $W$ is isotropic and $\dim W = \frac{1}{2} \dim V$.

We omit the proofs of these facts but use them to prove the following lemma which we will use later.
Lemma 2.6. Let \( I \subseteq V \) be an isotropic subspace, and let \( L \) be a complement of \( I \cap R \) in \( I \). If \( E \) is a complement of \( R + I \) in \( I^\perp \) and \( L' \) is a complement of \( R + I \) in \( E^\perp \), then \( E \) and \( L \oplus L' \) are symplectic subspaces, \( L \) is a lagrangian subspace of the latter, and \( V = R \oplus E \oplus (L \oplus L') \).

Proof. All references in this proof are to Lemma 2.5 above. From (iv) one has that \( I^\perp \perp = I + R \), and since \( I \) is isotropic, \( I + R \subseteq I^\perp \) (note that \( R \subseteq I^\perp \) in any case). Thus, by (ii), with \( I^\perp \) in the role of \( W \), \( E \) is symplectic. From this and (i) it follows that \( V = E \oplus E^\perp \), and since by assumption \( E^\perp = R \oplus L \oplus L' \), one obtains \( V = R \oplus E \oplus L \oplus L' \). That \( (L \oplus L') \) is symplectic follows from (ii), with \( E^\perp \) in the role of \( W \), since \( E^\perp \cap (E^\perp)^\perp = (E^\perp \cap (I + R)) = R \) and \( E^\perp = R \oplus (L \oplus L') \). Finally, to show that \( L \) is lagrangian in \( (L \oplus L') \), one can apply (iii), with \( L \) in the role of \( W \), which (using \( L^\perp = I^\perp = R \oplus L \oplus E \) and \( L \cap R = 0 \)) shows that \( 2 \dim L = \dim (L \oplus L') \). By (v), this completes the proof.

3 Decomposition of isotropic pairs

Proposition 3.1. Any isotropic pair \((A, B)\) in a presymplectic space \( V \) can be decomposed as an orthogonal direct sum decomposition of ten isotropic pairs, each of which is of an elementary type. If \((A_i, B_i)\) denotes the \( i \)-th summand, with ambient space \( V_i \), the elementary types are:

1) \( R_1 = V_1, A_1 = B_1 = 0, \)
2) \( R_2 = V_2, A_2 = B_2 = V_2, \)
3) \( R_3 = V_3, A_3 = V_3 \) and \( B_3 = 0, \)
4) \( R_4 = V_4, A_4 = 0 \) and \( B_4 = V_4, \)
5) \( \dim V_5 = 3 \dim R_5, R_5, A_5 \) and \( B_5 \) have pairwise zero intersection, and \( A_5 \oplus R_5 = B_5 \oplus R_5 = A_5 \oplus B_5, \)
6) \( R_6 = 0, A_6 \) and \( B_6 \) are lagrangian in \( V_6, \) and \( A_6 = B_6, \)
7) \( R_7 = 0, A_7 \) is lagrangian in \( V_7 \) and \( B_7 = 0, \)
8) \( R_8 = 0, A_8 = 0 \) and \( B_8 \) is lagrangian in \( V_8, \)
9) \( R_9 = 0, A_9 \) and \( B_9 \) are lagrangian in \( V_9, \) and \( A_9 \cap B_9 = 0, \)
10) \( R_{10} = 0, A_{10} = B_{10} = 0. \)

We will refer to these types as type 1, type 2, etc.

Proof. We will construct a ten-part orthogonal direct sum decomposition of \( V \) by proceeding according to Remark 2.1, successively peeling away subspaces in such a way that, in each step, the resulting decomposition is both orthogonal and distributive with respect to \( A \) and \( B \), i.e., so that Lemma 2.2 will apply. At each step, we will find a summand \( V_i \) such that \( A_i = A \cap V_i \) and \( B_i = B \cap V_i \) form a pair of type \( i \) in \( V_i \).

To begin, let \( V_1 \) be a complement of \( R \cap (A + B) \) in \( R \). Since \( V_1 \cap (A + B) = 0 \), we can choose a complement \( C_1 \) of \( V_1 \) in \( V \) which contains \( A + B \). Since \( V_1 \subseteq R \), the decomposition \( V = V_1 \oplus C_1 \) is orthogonal.

Next, set \( V_2 = A \cap B \cap R \cap C_1 \) and let \( C_2 \) be any complement of \( V_2 \) in \( C_1 \) (in particular then \( A = V_2 \oplus (A \cap C_2) \) and \( B = V_2 \oplus (B \cap C_2) \)).

Now, let \( V_3 = A \cap R \cap C_2 \); since \( B \cap C_2 \cap V_1 = 0 \), we can choose a complement \( C_3 \) of \( V_3 \) in \( C_2 \) such that \( B \cap C_2 \subseteq C_3 \). Set \( V_4 = B \cap R \cap C_3 \). We have \( A = V_2 \oplus V_3 \oplus A \cap C_3 \) and \( A \cap V_4 = 0 \); in particular we can choose a complement \( C_4 \) of \( V_4 \) in \( C_3 \) which contains \( A \cap C_3 \subseteq C_4 \). Since \( V_4 \subseteq B \cap C_3 \), \( B = V_2 \oplus V_3 \oplus B \cap C_4 \). The decomposition \( V = V_1 \oplus V_2 \oplus V_3 \oplus V_4 \oplus C_4 \) is orthogonal, since the first four summands are subspaces of \( R \).
$C_4$ is now small enough so that $R \cap C_4$ has zero intersection with each of the isotropics $A \cap C_4$ and $B \cap C_4$; we consider $Q_R = R \cap C_4 \cap (A + B)$, which is the radical of the presymplectic space $C_4$.

One might try to find a complement to $Q_R$ which contains both $A \cap C_4$ and $B \cap C_4$, but this is not in general possible. Instead, we consider the space $S = A \cap C_4 \cap (Q_R + B) + B \cap C_4 \cap (Q_R + A)$, which contains $Q_R$ and $A \cap B \cap C_4$ as independent subspaces. Let $Q$ be a complement of $A \cap B \cap C_4$ in $S$ such that $Q_R \subseteq Q$, and set $Q_A = A \cap C_4 \cap Q$, $Q_B = B \cap C_4 \cap Q$. Note that each of the summands in the definition of $S$ decomposes as the direct sum of its intersections with $A \cap B \cap C_4$ and $Q$, and the latter subspaces span $Q$ and lie in $Q_A + Q_B$. This implies that $Q_A + Q_B = Q$. In fact, $Q = Q_A \oplus Q_B = Q_R \oplus Q_A = Q_R \oplus Q_B$. To see this, it suffices to show that $Q_B \subseteq Q_A + Q_R$, since we know that $Q_R$, $Q_A$ and $Q_B$ are pairwise independent, so dimension considerations then give the result. If $v = r + a$ is an element of $Q_B \subseteq B \cap C_4 \cap (Q_R + A)$, with $r \in Q_R$ and $a \in A \cap C_4$, then $a = v - r$ must also lie in $Q$, since $v \in Q_B \subseteq Q$ and $r \in Q_R \subseteq Q$, which means that $a \in Q_A$, and thus $v \in Q_R \oplus Q_A$.

We will now use $Q$ to carry out the next step in our orthogonal decomposition of $V$. First, note that $Q_A \cap C_4 = Q_A \cap C_4 = Q_B \cap C_4$; in particular, it follows that $Q_A \cap C_4$ contains $A \cap C_4 + B \cap C_4$. In this latter space, let $T$ be a complement of $A \cap B \cap C_4$ which contains $Q = Q_A \oplus Q_B$. Then, in particular, $A \cap C_4 = (A \cap B \cap C_4) \oplus (A \cap C_4 \cap T)$, with $Q_A \subseteq A \cap C_4 \cap T$, and $B \cap C_4 = (A \cap B \cap C_4) \oplus (B \cap C_4 \cap T)$, with $Q_B \subseteq B \cap C_4 \cap T$. Let $A'$ and $B'$ be complements of $Q_A$ and $Q_B$ in $A \cap C_4 \cap T$ and $B \cap C_4 \cap T$, respectively. Then, $A'$ and $B'$ are independent, and their direct sum is a complement of $Q$ in $T$. This gives a decomposition

$$A \cap C_4 + B \cap C_4 = Q_A \oplus Q_B \oplus (A \cap B \cap C_4) \oplus A' \oplus B'.$$ (3.1)

Now choose a complement $C_5$ of $Q$ in $A \cap C_4 \cap C_4$ which contains the last three summands in (3.1), and let $P$ be a complement of $Q$ in $C_5 \cap C_4$. By Lemma 2.6, with $Q_A$ in the role of $J$ (recall that $Q_A \cap C_4 = Q_A \cap C_4$), we have an orthogonal decomposition $C_4 = Q_R \oplus (Q_A \oplus P) \oplus C_5$, the spaces $C_5$ and $(Q_A \oplus P)$ are symplectic, and $Q_A$ is lagrangian in the latter. We set $V_5 = Q_R \oplus Q_A \oplus P$.

By construction, the decomposition $C_4 = V_5 \oplus C_5$ is distributive with respect to both $A \cap C_4$ and $B \cap C_4$: indeed $Q_A \subseteq A \cap V_5$ and $(A \cap B \cap C_4) \oplus A' \subseteq A \cap C_5$ form a decomposition of $A \cap C_4$, so the inclusions are in fact equalities; this is similarly the case for $Q_B \subseteq B \cap V_5$ and $(A \cap B \cap C_4) \oplus B' \subseteq B \cap C_5$ in $B \cap C_4$.

At this point we have completely decomposed the radical $R$; it remains to decompose the symplectic space $C_5$ with respect to the isotropics $A \cap C_5$ and $B \cap C_5$. Let $C_6$ be a complement of $A \cap B \cap C_5$ in $(A \cap B) \cap C_5$; since $A \cap C_5$ and $B \cap C_5$ each contain $A \cap B \cap C_5$ and lie in $(A \cap B) \cap C_5$, they each can be decomposed as the sum of $A \cap B \cap C_5$ and their respective intersections with $C_6$. Choose a complement of $A \cap B \cap C_5$ in $C_5 \cap C_5$; by Lemma 2.6 it is non-degenerately paired with $A \cap B \cap C_5$, and the direct sum of these two spaces forms a symplectic space $V_6$ in which $A \cap B \cap C_5$ is lagrangian.

Next, consider $A \cap B \cap C_6$ and let $C_7$ be a complement of this subspace in $(A \cap B) \cap C_6$. Since $A \cap B \cap C_6 = 0$ and $B \cap C_6 \subseteq (A \cap B) \cap C_6$, we can choose $C_7$ so as to contain $B \cap C_6$. By Lemma 2.6 again, any complement to $A \cap B \cap C_6$ in $C_7 \cap C_6$ is non-degenerately paired with $A \cap B \cap C_6$, forming a symplectic subspace $V_7$ in which $A \cap B \cap C_6$ is a lagrangian subspace.

This same construction can now be applied in $C_7$, with the roles of $A$ and $B$ exchanged, to yield an orthogonal decomposition $C_7 = V_8 \oplus C_8$ into symplectic subspaces which is distributive with respect to $A \cap C_7$ and $B \cap C_7$ and is such that $B \cap A \cap C_7$ is a lagrangian subspace of $V_8$.

In the symplectic space $C_8$, $A \cap C_8$ and $B \cap C_8$ are independent isotropic subspaces such that $A \cap B \cap C_8 = B \cap A \cap C_8 = 0$. We claim that $V_8 = (A \cap C_8) \oplus (B \cap C_8)$ and $V_{10} = A \cap B \cap C_8$ form an orthogonal decomposition $V_8 = V_9 \oplus V_{10}$ into symplectic subspaces. For this, it is sufficient to show that $V_9$ and $V_{10}$ are independent, since $V_{10} = V_9 \cap C_8$. So suppose $v \in V_9 \cap V_{10}$. As an element of $V_9$, $v = a + b$, with $a \in A \cap C_8$ and $b \in B \cap C_8$. Since $A \cap C_8 \subseteq A \cap C_8$, $a$ is
an element of $A^\perp \cap C_8$, as is $v$. Thus $b = v - a$ lies in $B \cap A^\perp \cap C_8 = 0$. The same argument shows that $a = 0$, and hence $v = 0$, as desired. Finally, we check that $A \cap C_8$ and $B \cap C_8$ are each lagrangian subspaces of $V_9$: on the one hand, being isotropic, they each may have at most half the dimension of $V_9$; on the other hand, their direct sum spans $V_9$, so they must each have dimension $\frac{1}{2} \dim V_9$, i.e., they are each lagrangian.

This completes our proof, since by Lemma 2.2 the constructed decomposition of $V$ is both orthogonal and distributive with respect to $A$ and $B$ (and also $R$, cf. Remark 2.4), and it is clear from the construction that the intersections of these spaces with the summands $V_i$ each define isotropic pairs of the types stated in the proposition.

\section{Indecomposables}

We denote the canonical basis vectors in $\mathbb{R}^n$ by $e_1, e_2, \ldots, e_n$. Angled brackets ‘$\langle \rangle$’ indicate the span of a vector or a list of vectors. The standard (pre)symplectic structure on $\mathbb{R}^n$ of rank $2k$ is the bilinear form given in canonical coordinates by the $n \times n$ matrix

$$
\begin{pmatrix}
0 & I_k & 0 \\
-I_k & 0 & 0 \\
0 & 0 & 0
\end{pmatrix},
$$

where $I_k$ denotes the $k \times k$ identity matrix, and the zeros denote square zero matrices of appropriate sizes. A symplectic basis of a vector space with symplectic form $\omega$ is one such that the coordinate matrix of $\omega$ with respect to this basis has the same form as the matrix of the standard symplectic form.

\textbf{Definition 4.1.} An isotropic pair $(A, B)$ in $V$ is \textit{indecomposable} if for any direct sum decomposition into isotropic pairs $(A_1, B_1)$ and $(A_2, B_2)$, corresponding to an orthogonal decomposition $V = V_1 \oplus V_2$, it follows that either $V_1 = 0$ or $V_2 = 0$.

\textbf{Theorem 4.2.} Any indecomposable isotropic pair $(A, B)$ in a presymplectic space $V$ is isomorphic to one of the following isotropic pairs.

\textit{Pairs where the ambient space is $\mathbb{R}$, carrying the zero presymplectic structure:}

1) $A = 0$, $B = 0$,
2) $A = \langle e_1 \rangle$, $B = \langle e_1 \rangle$,
3) $A = \langle e_1 \rangle$, $B = 0$,
4) $A = 0$, $B = \langle e_1 \rangle$.

\textit{Pairs where the ambient space is $\mathbb{R}^3$, equipped with the standard presymplectic structure of rank 2:}

5) $A = \langle e_1 \rangle$, $B = \langle e_1 + e_3 \rangle$.

\textit{Pairs where the ambient space is $\mathbb{R}^2$, carrying the standard symplectic structure:}

6) $A = \langle e_1 \rangle$, $B = \langle e_1 \rangle$,
7) $A = \langle e_1 \rangle$, $B = 0$,
8) $A = 0$, $B = \langle e_2 \rangle$,
9) $A = \langle e_1 \rangle$, $B = \langle e_2 \rangle$,
10) $A = 0$, $B = 0$. 

\allowdisplaybreaks
Any isotropic pair can be decomposed as the direct sum of indecomposable isotropic pairs. The multiplicities $n_1, \ldots, n_{10}$ of the indecomposable types in the decomposition are invariants of the isotropic pair itself. Two isotropic pairs are equivalent if and only if their corresponding multiplicities are equal.

**Proof.** First of all, we check that each of the isotropic pairs listed above is indeed indecomposable. For types 1 through 4 and 6 through 10, this follows directly from dimension considerations and, in the latter cases, orthogonality. In the case of type 5, suppose that there exists a non-trivial orthogonal decomposition of this isotropic pair into two summands, with ambient spaces $V_1$ and $V_2$ respectively. Since $\dim V = 3$, we may assume without loss of generality that $\dim V_1 = 1$. Then $V_1$ is isotropic, and so its radical $R_1$ is equal to $V_1$. Since $R_1 = R \cap V_1$ (cf.Remark 2.4) and $\dim R = 1$, we find that $R = V_1$. Because $A$, $B$, and $R$ are pairwise independent, it follows that $A \subseteq V_2$ and $B \subseteq V_2$ and, in turn, $A \oplus B \subseteq V_2$. But $R \subseteq A \oplus B$, which implies $R \subseteq V_2$, a contradiction to $R \subseteq V_1$.

The fact that these are all the indecomposable types follows from the decomposability to be proved next.

To prove that any isotropic pair can be decomposed as an orthogonal direct sum of indecomposables of the above types, it is enough to show that any elementary isotropic pair of type $i$, where $i \in \{1, \ldots, 10\}$, is isomorphic to the orthogonal direct sum of copies of the $i$'th indecomposable pair above. This is straightforward when the presymplectic structure is either non-degenerate or zero (in the former case one can choose a symplectic basis adapted to the isotropic subspaces, and in the latter any choice of basis will do the job). We leave the details of this argument to the reader and focus on the case when $(A, B)$ is of type 5. In this case, we know that $\dim V = 3n$ for some $n \in \mathbb{N}$ and that $A \oplus B = R \oplus A = R \oplus B$. Let $Q$ denote the subspace $A \oplus B$ and let $U$ be a complement of $R$ in $V$ such that $A \subseteq U$. For dimension reasons, $A$ is lagrangian in the symplectic subspace $U$; let $P$ be a lagrangian complement of $A$ in $U$.

Because $B \subseteq R \oplus A$, if $\{b_1, \ldots, b_n\}$ is a basis of $B$, each $b_i$ has a unique decomposition

$$b_i = r_i + a_i \quad (4.1)$$

with $r_i \in R \setminus \{0\}$ and $a_i \in A \setminus \{0\}$. It is a routine exercise to show that $\{r_1, \ldots, r_n\}$ and $\{a_1, \ldots, a_n\}$ are bases of $R$ and $A$, respectively. Since $P$ is a lagrangian complement of $A$ in $U$, one can find a basis $\{p_1, \ldots, p_n\}$ of $P$ which together with $\{a_1, \ldots, a_n\}$ forms a symplectic basis of $U$. For each $i$, set $R_i := \langle r_i \rangle$, $A_i := \langle a_i \rangle$, $B_i := \langle b_i \rangle$, $P_i := \langle p_i \rangle$, $Q_i := \langle r_i, a_i \rangle$, and $U_i := \langle a_i, p_i \rangle$. Because $R$, $A$, $B$, and $P$ are pairwise independent, the $R_i$, $A_i$, $B_i$, and $P_i$ are too, and from (4.1) it follows that $Q_i = R_i \oplus A_i = R_i \oplus B_i = A_i \oplus B_i$. Thus, for each $i$, $(A_i, B_i)$ is an indecomposable isotropic pair of type 5 in the presymplectic space $V_i = R_i \oplus U_i$. From the properties of a symplectic basis, it follows that $U = U_1 \oplus \cdots \oplus U_n$ is an orthogonal decomposition, and because each $R_i$ is orthogonal to all of $V$, the decomposition $V = V_1 \oplus \cdots \oplus V_n$ is orthogonal as well.

To show that the multiplicities of the indecomposable types in a decomposition are invariants of the pair being decomposed, we first write down a set of invariants associated to any (in general decomposable) isotropic pair $(A, B)$ in presymplectic $V$:

$$k_1 = \frac{1}{2}(\dim V - \dim R), \quad k_6 = \dim R \cap A,$$
$$k_2 = \dim R, \quad k_7 = \dim R \cap B,$$
$$k_3 = \dim A, \quad k_8 = \dim R \cap A \cap B,$$
$$k_4 = \dim B, \quad k_9 = \dim R \cap (A + B),$$
$$k_5 = \dim A \cap B, \quad k_{10} = \dim A^\perp \cap B. \quad (4.2)$$

Given a decomposition of $(A, B)$ into indecomposables, one can group together all indecomposables of each type to obtain a ten-part decomposition of $(A, B)$ into elementary types, as
in Proposition 3.1. By Lemma 2.3, this decomposition is distributive with respect to each of
the subspaces in (4.2), so each has a corresponding decomposition. Accordingly, the column
vector $k$ of invariants is obtained from the column vector $n$ of multiplicities by multiplication
by the matrix

$$
M = \begin{pmatrix}
0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 1 & 1 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 & 1 & 1 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 1 & 1 & 0 & 1 & 0 & 0 \\
\end{pmatrix},
$$

which has unit determinant and is thus invertible over $\mathbb{Z}$. Hence, the multiplicities $n$ can be
recovered from the invariants $k$ via the inverse of $M$ and are themselves invariants; i.e., decom-
positions of equivalent pairs into indecomposables lead to the same multiplicities.


Remark 4.3. The set of possible vectors $n$ of multiplicities is of course $\mathbb{Z}_{\geq 0}^{10}$; the set of possible
vectors $k$ is a subset of $\mathbb{Z}_{\geq 0}^{10}$ constrained only by the ten inequalities arising from the condition
that $n \in \mathbb{Z}_{\geq 0}^{10}$.

Remark 4.4. The first 9 invariants in (4.2) solve the “triple of subspaces problem” of classifying,
up to linear isomorphism, three arbitrary linear subspaces $R, A, B$ of a vector space $V$ (without
presymplectic structure). For such subspace triples, all indecomposable types are 1-dimensional,
except for one type which is 2-dimensional. This 2-dimensional type is closely related to the 5th
indecomposable type of isotropic pair listed in Theorem 4.2.\footnote{\textsuperscript{6}For the classification of subspace triples, see Brenner [3, pp. 109–110], and Etingof et al. [4, pp. 84–86].}

The tenth invariant $k_{10}$ in (4.2) carries the essential information (other than $R$) connected
with the presymplectic structure. For this invariant one can just as well choose $\dim A^\perp \cap B$; this
shows, in particular, that the isotropic pairs $(A, B)$ and $(B, A)$ are equivalent when $\dim A = \dim B$;\footnote{This is the case, for example, in the symplectic case when the corresponding coisotropics $A^\perp$ and $B^\perp$ are the range and domain respectively of a linear canonical relation in $V \times V$.} since all other invariants are symmetric with respect to $A$ and $B$.

Remark 4.5. The elementary types listed in Proposition 3.1 are like the isotypic components in
group representations. The invariants (4.2) are therefore, in some sense, analogous to characters,
which are linear functions of the multiplicities, and which determine a representation up to
equivalence in many situations. We wonder whether the present results might be recovered, for
example, from the theory of some general class of quiver representations, perhaps by relations
rather than maps. Note that Theorem 4.2 is a Krull–Schmidt type statement, in spirit similar
to Theorem 2.19 in [4], for example. It could probably also be framed in more abstract terms,
such as in [1].

The ten types of indecomposable isotropic pairs given in Theorem 4.2 can be visualized as
follows ($A$ is green, $B$ is blue, $R$ is red):

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{isotropic_pairs.png}
\end{figure}
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