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Abstract

In this paper, we studied complete manifolds whose spectrum of the Laplacian has a positive lower bound. In particular, if the Ricci curvature is bounded from below by some negative multiple of the lower bound of the spectrum, then we established a splitting type theorem. Moreover, if this assumption on the Ricci curvature is only valid outside a compact subset, then the manifold must have only finitely many ends with infinite volume. Similar type theorems are also obtained for complete Kähler manifolds.

0. Introduction

In a recent work of Witten-Yau [17], they proved that if $M^n$ is a conformally compact, Einstein, $n \geq 3$ dimensional manifold whose boundary has positive Yamabe constant, then the homology group $H_{n-1}(M,\mathbb{Z}) = 0$. In particular, $M$ must have only one end. Let us recall that a manifold $M$ is conformally compact if its complete metric is of the form

$$ds^2 = \rho^{-2} ds_0^2$$

where $ds_0^2$ is some background metric defined on the manifold with boundary $\overline{M} = M \cup \partial M$ and $\rho$ is a defining function satisfying

$$\rho = 0 \quad \text{on } \partial M$$

and

$$d\rho \neq 0 \quad \text{on } \partial M.$$
A direct computation implies that such a manifold must have sectional curvature asymptotically given by \(-|d\rho|^2\) at infinity. In addition, if the manifold is assumed to be Einstein then \(M\) must have asymptotically constant negative curvature. The Witten-Yau theorem resolved an outstanding issue in the AdS/CFT correspondence and effectively ruled out the existence of worm holes. In a preprint of Cai-Galloway [3], they relaxed the assumption that \(\partial M\) has positive Yamabe constant to allow nonnegative Yamabe constant.

In his thesis, [15] and [16], X. Wang generalized the above theorem of Witten-Yau and Cai-Galloway and proved the following theorem.

**Theorem 0.1** (X. Wang). Let \(M^n\) be an \(n\)-dimensional \((n \geq 3)\), conformally compact manifold with Ricci curvature bounded from below by

\[
(0.1) \quad \text{Ric}_M \geq -(n - 1).
\]

Let \(\lambda_1(M)\) denote the lower bound of the spectrum of the Laplacian on \(M\). If

\[
(0.2) \quad \lambda_1(M) \geq n - 2,
\]

then either

1. \(H^1(L^2(M)) = 0;\) or
2. \(M = \mathbb{R} \times N\) with the warped product metric \(ds^2 = dt^2 + \cosh^2 t \, ds_N^2\), where \(N\) is a compact manifold with Ricci curvature bounded from below by

\[
\text{Ric}_N \geq -(n - 2).
\]

In particular, \(M\) either has only one end or it must be a warped product given as above.

The conclusion on the number of ends follows from Mazzeo’s theorem [14] which identifies the \(L^2\)-cohomology group \(H^1(L^2(M))\) with the relative cohomology group \(H^1(M, \partial M)\) for conformally compact manifolds. Moreover, according to a theorem of Lee [5], which asserts that if a conformally compact, Einstein manifold \(M^n\) has nonnegative Yamabe constant for its boundary, then \(\lambda_1(M) = \frac{(n-1)^2}{4}\), the aforementioned theorem of Wang indeed implies the theorems of Witten-Yau and Cai-Galloway. Obviously, the warped product manifold does not have nonnegative Yamabe constant for its boundaries.
Note that the pair of conditions (0.1) and (0.2) can be rewritten as

\[(0.3) \quad \text{Ric}_M \geq -\frac{(n-1)\lambda_1(M)}{n-2}\]

and

\[(0.4) \quad \lambda_1(M) > 0.\]

When written in this form then one can identify the class of manifolds with nonnegative Ricci curvature as those satisfying (0.3) and \(\lambda_1(M) = 0\). Indeed these two classes of manifolds are identical because manifolds with nonnegative Ricci curvature must have \(\lambda_1(M) = 0\).

The main purpose of this article is to study the class of complete manifolds satisfying conditions (0.3) and (0.4). In particular, we will generalize Wang’s theorem to manifolds which are not necessarily conformally compact. In Theorem 2.1, we showed that if a manifold of dimension \(n \geq 3\) satisfies the conditions (0.3) and (0.4), then either it must have only one infinite volume end or it is a warped product \(\mathbb{R} \times N\) as described in Theorem 0.1.

Observe that if \(M\) is conformally compact, then all its ends must have infinite volume, hence Wang’s theorem follows as a corollary. We would also like to point out that we cannot prove the vanishing of \(H^1(L^2(M))\). Moreover, since \(M\) might not be conformally compact, we do not have Mazzeo’s theorem identifying \(H^1(L^2(M)) \simeq H^1(M, \partial M)\). However, we will use a theorem of Tam and the first author [12] (also see [10]), which allows us to estimate the number of ends using harmonic functions.

In Theorem 3.1, we also prove that if the curvature assumption (0.3) is satisfied only at infinity with a strict inequality, then the manifold must have finitely many ends with infinite volume. Moreover, the number of ends can be estimated in terms of the geometry of \(M\).

At this point, we like to point out the advantage of viewing Theorem 2.1 using conditions (0.3) and (0.4) instead of (0.1) and (0.2). As mentioned earlier, since the class of manifolds with nonnegative Ricci curvature can be identified as those manifolds satisfying (0.3) and \(\lambda_1(M) = 0\), Theorem 2.1 can be viewed as a parallel theory to the splitting theorem of Cheeger-Gromoll [1]. Also, a rephrased version of Cheng’s theorem [2] asserts that the class of complete noncompact manifolds satisfying (0.4) and

\[\text{Ric}_M \geq -\frac{4\lambda_1(M)}{n-1} + \epsilon\]
for some \( \epsilon > 0 \), is empty. Moreover, the equality condition

\[
\text{Ric}_M = -\frac{4\lambda_1(M)}{n-1}
\]

is satisfied by (but not only) the standard hyperbolic space \( \mathbb{H}^n \). Theorem 2.1 primarily addresses those cases when the lower bound of the Ricci curvature is in the range \( \left[ -\frac{(n-1)\lambda_1(M)}{n-2}, -\frac{4\lambda_1(M)}{n-1} \right] \). Theorem 3.1 can also be viewed as a parallel development to the finitely many ends theorem of Tam and the first author [12] for manifolds with Ricci curvature satisfying

\[
\text{Ric}_M(x) \geq -C r^{-2}(x).
\]

In §4, we prove a vanishing theorem (Theorem 4.2) and a finiteness theorem (Theorem 4.3) for \( H^1(L^2(M)) \). In these cases, the assumption on the bound of the Ricci curvature is stronger than that of Theorem 2.1 and Theorem 3.1. However, the conclusion is also stronger because the vanishing and finiteness of \( H^1(L^2(M)) \) will imply the uniqueness and finiteness of infinite volume ends, respectively.

When the manifold \( M \) is a complete Kähler manifold with complex dimension \( m \), then one can improve Theorem 2.1 and Theorem 3.1 by relaxing the Ricci curvature assumption (see Theorem 5.1 and Theorem 5.2). In this case, the warped product does not exist due to the Kählerian condition. Although our argument is probably not sharp in this setting, however we suspect that there is a complex version of our splitting theorem analogous to Theorem 2.1.

It is also worth pointing out that in our preparation (§1) for proving the aforementioned theorems, we developed sharp \( L^2 \)-estimates for a class of harmonic functions constructed in [12] for complete manifolds with positive spectrum. These estimates are valid without any additional assumption, such as curvature bounds, on the manifold. By using these estimates, we will prove in Theorem 1.4 that a complete manifold with \( \lambda_1 = 1 \) must have volume growth bounded from below by

\[
V(R) \geq C \exp(2R).
\]

Moreover, this estimate can be localized to an end. In this case if an end \( E \) of a complete manifold has \( \lambda_1 = 1 \), then either it has volume growth bounded from below by

\[
V_E(R) \geq C \exp(2R),
\]
or it must be of finite volume with volume decay bounded from above by
\[ V_E(\infty) - V_E(R) \leq C \exp(-2R). \]

Note that both the growth and decay estimates are sharp. The growth estimate is realized by the standard hyperbolic space $\mathbb{H}^n$, while the decay estimate is realized by the hyperbolic cusp. Moreover, Example 2.2 in dimension 3 also realizes the sharp estimates.

The first author would like to thank Tom Wan for pointing out Wang’s theorem to him. In a recent preprint [6] of Leung and Wan, they have generalized Wang’s vanishing theorem for $L^2$ harmonic 1-forms on a conformally compact manifold to harmonic maps into non-positively curved manifolds with finite total energy. The authors would also like to thank the referee for suggesting a simplification of the proof of Lemma 1.1.

1. Preliminary estimates

Let us first recall (see [12] and [10]) that an end $E$ of a complete manifold $M$ is non-parabolic means that $E$ admits a positive Green’s function with Neumann boundary condition. In the previous work of the first author and Tam in [12], they proved that the number of non-parabolic ends of a complete manifold is bounded from above by the dimension of the space of bounded harmonic functions with finite Dirichlet integral. On the other hand, in the work of Cao-Shen-Zhu [4] (see Corollary 4 in [13]), they observed that if an end of a manifold has a positive lower bound for the spectrum of the Laplacian, then the end must either be non-parabolic or has finite volume. These two facts together allow us to estimate the number of ends with infinite volume on a manifold with positive spectrum by estimating the dimension of the space of bounded harmonic functions with finite Dirichlet integral. Unfortunately, we do not yet know how to estimate the dimension of this space. However, we managed to estimate those harmonic functions which were constructed in the proof of the Li-Tam theorem [12]. This is sufficient to estimate the number of infinite volume ends.

Let us give an outline of the proof for the theorem of Li-Tam. For our purpose, let us assume that $M$ has at least 2 non-parabolic ends, otherwise there is nothing to prove. Suppose $R_0 > 0$ is sufficiently large so that $M \setminus B_p(R_0)$ has at least 2 disjoint non-parabolic ends $E_1$ and
For the sake of convenience, if $E$ is an end of $M$ then let us denote

$$E(R) = E \cap B_p(R)$$

and

$$\partial E(R) = E \cap \partial B_p(R).$$

We will construct a nonconstant bounded harmonic function with finite Dirichlet integral adopted for the end $E_1$. For $R \geq R_0$ we will solve the following Laplace equation with the given boundary value. Let $f_R$ be the solution of

$$\Delta f_R = 0 \quad \text{on } B_p(R),$$

$$f_R = 1 \quad \text{on } \partial E_1(R),$$

and

$$f_R = 0 \quad \text{on } \partial B_p(R) \setminus E_1.$$

Since $R \geq R_0$, clearly $\partial E_2(R) \subset (\partial B_p(R) \setminus E_1)$. Due to the assumption that both $E_1$ and $E_2$ are non-parabolic, the sequence of functions $\{f_R\}$ must have a subsequence that converges to a harmonic function $f$ defined on $M$ which has the property that $\sup_M f = \sup_{E_1} f = 1$ and $\inf_M f = \inf_{E_i} f = 0$ for any non-parabolic ends $E_i$ with $i \neq 1$. In particular, $f$ is bounded and also it has finite Dirichlet integral. Obviously, we can use this construction on each non-parabolic end and obtain as many linearly independent harmonic functions, including the constant function, as the number of non-parabolic ends. Let us denote the space spanned by those harmonic functions by $K$. By estimating the dimension of $K$, we will be able to estimate the number of non-parabolic ends.

If $M$, or all its ends, have positive $\lambda_1$, then

$$\dim K \geq \text{number of infinite volume ends}.$$
Lemma 1.1. Let $M$ be a complete Riemannian manifold. Suppose $E$ is an end of $M$ such that $\lambda_1(E) > 0$. Then for any harmonic function $f \in K$, there exists a constant $a$ such that $f - a$ must be in $L^2(E)$. Moreover, the function $f - a$ must satisfy the decay estimate

$$\int_{E(R+1) \setminus E(R)} (f - a)^2 \leq C \exp \left(-2 \sqrt{\lambda_1(E)} R\right)$$

for some constant $C > 0$ depending on $f$, $\lambda_1(E)$ and $n$.

Proof. It suffices to prove the lemma for those $f$ constructed above because the decay property is preserved under linear combinations. By scaling the metric, we may assume that $\lambda_1(E) = 1$. Let $f_R$ be a sequence of harmonic functions constructed above that converges to $f$. For a fixed end $E$, since $f_R$ has boundary value either 0 or 1 on $\partial E(R)$, we will consider either the function $f_R$ or $1 - f_R$. For simplicity, let us assume that $f_R$ has boundary value 0 on $\partial E(R)$. We will then show that the lemma holds with $a = 0$ and

$$\int_{E(R+1) \setminus E(R)} f^2 \leq C \exp(-2R).$$

To do so, we first verify that for any $0 < \delta < 1$,

$$\int_E \exp(2 \delta r) f^2 \leq \frac{C}{(1 - \delta)^2}.$$  

In particular, function $f$ is in $L^2(E)$. Indeed, let $\phi$ be a nonnegative cut-off function defined by

$$\phi(x) = \frac{r(x) - R_0}{R_0} \quad \text{on } E(2R_0) \setminus E(R_0),$$

and

$$\phi = 1 \quad \text{on } E \setminus E(2R_0),$$

where $r(x)$ is the geodesic distance to the fixed point $p$. Then integration by parts yields
\[
\int_{E(R)} |\nabla (\phi \exp (\delta r) f_R)|^2 \\
= \int_{E(R)} |\nabla (\phi \exp (\delta r))|^2 f_R^2 \\
+ 2 \int_{E(R)} \phi \exp (\delta r) f_R \langle \nabla (\phi \exp (\delta r)), \nabla f_R \rangle \\
+ \int_{E(R)} (\phi \exp (\delta r))^2 |\nabla f_R|^2 \\
= \int_{E(R)} |\nabla (\phi \exp (\delta r))|^2 f_R^2 + \frac{1}{2} \int_{E(R)} \langle \nabla (\phi^2 \exp (2\delta r)), \nabla (f_R^2) \rangle \\
+ \int_{E(R)} \phi^2 \exp (2\delta r) |\nabla f_R|^2 \\
= \int_{E(R)} |\nabla (\phi \exp (\delta r))|^2 f_R^2 - \frac{1}{2} \int_{E(R)} \phi^2 \exp (2\delta r) \Delta (f_R^2) \\
+ \int_{E(R)} \phi^2 \exp (2\delta r) |\nabla f_R|^2 \\
= \int_{E(R)} |\nabla (\phi \exp (\delta r))|^2 f_R^2 \\
\leq (1 + \epsilon) \int_{E(R)} \phi^2 |\nabla \exp (\delta r)|^2 f_R^2 \\
+ \left(1 + \frac{1}{\epsilon}\right) \int_{E(R)} \exp (2\delta r) |\nabla \phi|^2 f_R^2 \\
\leq (1 + \epsilon) \delta^2 \int_{E(R)} \phi^2 \exp (2\delta r) f_R^2 \\
+ \left(1 + \frac{1}{\epsilon}\right) \frac{1}{R_0^2} \int_{E(2R_0) \setminus E(R_0)} \exp (2\delta r) f_R^2.
\]

Combining with the assumption that \(\lambda_1(E) = 1\), we have
\[
\int_{E(R)} \phi^2 \exp (2\delta r) f_R^2 \leq \int_{E(R)} |\nabla (\phi \exp (\delta r) f_R)|^2,
\]
hence
\[
(1 - (1 + \epsilon)\delta^2) \int_{E(R)} \phi^2 \exp (2\delta r) f_R^2 \\
\leq \left(1 + \frac{1}{\epsilon}\right) \frac{1}{R_0^2} \int_{E(2R_0) \setminus E(R_0)} \exp (2\delta r) f_R^2.
\]
For $0 < \delta < 1$, we can choose $\epsilon = \frac{1-\delta}{\delta}$ and obtain the estimate
\[
(1 - \delta)^2 \int_{E(R) \setminus E(2R_0)} \exp(2\delta r) f_R^2 \leq \frac{1}{R_0^2} \int_{E(2R_0) \setminus E(R_0)} \exp(2\delta r) f_R^2.
\]
Letting $R \to \infty$, this implies
\[
(1 - \delta)^2 \int_{E \setminus E(2R_0)} \exp(2\delta r) f^2 \leq \frac{1}{R_0^2} \int_{E(2R_0) \setminus E(R_0)} \exp(2\delta r) f^2,
\]
which can be written as
\[
(1 - \delta)^2 \int_E \exp(2\delta r) f^2 \leq \frac{C}{(1 - \delta)^2}.
\]

Our next step is to improve this estimate by trying to set $\delta = 1$ in the preceding argument. Note that for any function $\psi$ with compact support in $E$, since $\lambda_1(E) = 1$,
\[
\int_E \psi^2 \exp(2r) f^2 \leq \int_E |\nabla(\psi \exp(r) f)|^2
\]
\[
= \int_E |\nabla \psi|^2 \exp(2r) f^2 + 2 \int_E \psi \exp(2r) \langle \nabla \psi, \nabla r \rangle f^2
\]
\[
+ \int_E \psi^2 \exp(2r) f^2,
\]

hence we have
\[
-2 \int_E \psi \exp(2r) \langle \nabla \psi, \nabla r \rangle f^2 \leq \int_E |\nabla \psi|^2 \exp(2r) f^2.
\]

For $R_0 < R_1 < R$, let us choose $\psi$ to be
\[
\psi(x) = \begin{cases} 
\frac{r(x) - R_0}{R_1 - R_0} & \text{on } E(R_1) \setminus E(R_0) \\
\frac{R - r(x)}{R - R_1} & \text{on } E(R) \setminus E(R_1).
\end{cases}
\]

We conclude that
\[
\frac{2}{R - R_1} \int_{E(R) \setminus E(R_1)} \left( \frac{R - r(x)}{R - R_1} \right) \exp(2r) f^2
\]
\[
\leq \frac{1}{(R_1 - R_0)^2} \int_{E(R_1) \setminus E(R_0)} \exp(2r) f^2
\]
\[
+ \frac{1}{(R - R_1)^2} \int_{E(R) \setminus E(R_1)} \exp(2r) f^2
\]
\[
+ \frac{2}{(R_1 - R_0)^2} \int_{E(R_1) \setminus E(R_0)} (r - R_0) \exp(2r) f^2.
\]
On the other hand, for any fixed $0 < t < R - R_1$, since
\[
\frac{2t}{(R - R_1)^2} \int_{E(R-t) \setminus E(R_1)} \exp(2r) \, f^2 \leq \frac{2}{(R - R_1)^2} \int_{E(R) \setminus E(R_1)} (R - r(x)) \exp(2r) \, f^2,
\]
we deduce that
\[
(1.2) \quad \frac{2t}{(R - R_1)^2} \int_{E(R-t) \setminus E(R_1)} \exp(2r) \, f^2 \\
\leq \left( \frac{2}{R_1 - R_0} + \frac{1}{(R_1 - R_0)^2} \right) \int_{E(R_1) \setminus E(R_0)} \exp(2r) \, f^2 \\
+ \frac{1}{(R - R_1)^2} \int_{E(R) \setminus E(R_1)} \exp(2r) \, f^2.
\]
Observe that if we take $R_1 = R_0 + 1$, $t = 1$ and set
\[
g(R) = \int_{E(R) \setminus E(R_0+1)} \exp(2r) \, f^2,
\]
then the inequality (1.2) can be written as
\[
g(R - 1) \leq C \, R^2 + \frac{1}{2} \, g(R),
\]
where
\[
C = 3 \int_{E(R_0+1) \setminus E(R_0)} \exp(2r) \, f^2
\]
is independent of $R$. Iterating this inequality, we obtain for any positive integer $k$ and $R \geq 1$
\[
g(R) \leq C \sum_{i=1}^{k} \frac{(R + i)^2}{2^{i-1}} + 2^{-k} \, g(R + k) \\
\leq C \, R^2 \sum_{i=1}^{\infty} \frac{(1 + i)^2}{2^{i-1}} + 2^{-k} \, g(R + k) \\
\leq C \, R^2 + 2^{-k} \, g(R + k).
\]
However, our previous estimate (1.1) asserts that
\[
\int_{E} \exp(2\delta r) \, f^2 \leq \frac{C}{(1 - \delta)^2}
\]
for any $\delta < 1$. This implies that
\[
g(R + k) = \int_{E(R + k) \setminus E(R_0 + 1)} \exp(2r) f^2 \\
\leq \exp(2(R + k)(1 - \delta)) \int_{E(R + k) \setminus E(R_0 + 1)} \exp(2\delta r) f^2 \\
\leq C(1 - \delta)^{-2} \exp(2(R + k)(1 - \delta)).
\]
Hence,
\[
2^{-k} g(R + k) \to 0
\]
as $k \to \infty$ by choosing $2(1 - \delta) < \ln 2$. This proves the estimate that
\[
g(R) \leq C R^2.
\]
By adjusting the constant, we have
\[
(1.3) \quad \int_{E(R)} \exp(2r) f^2 \leq C R^2
\]
for all $R \geq R_0$.

Using inequality (1.2) again and by choosing $R_1 = R_0 + 1$ and $t = \frac{R}{2}$ this time, we conclude that
\[
R \int_{E(\frac{R_0}{2}) \setminus E(R_0 + 1)} \exp(2r) f^2 \leq C R^2 + \int_{E(R) \setminus E(R_0 + 1)} \exp(2r) f^2.
\]
However, applying the estimate (1.3) to the second term on the right hand side, we have
\[
\int_{E(\frac{R_0}{2}) \setminus E(R_0 + 1)} \exp(2r) f^2 \leq C R.
\]
Therefore, for $R \geq R_0$,
\[
(1.4) \quad \int_{E(R)} \exp(2r) f^2 \leq C R.
\]

We are now ready to prove the lemma by using (1.4). Setting $t = 2$ and $R_1 = R - 4$ in (1.2), we obtain
\[
\int_{E(R - 2) \setminus E(R - 4)} \exp(2r) f^2 \\
\leq \left( \frac{8}{R - R_0 - 4} + \frac{4}{(R - R_0 - 4)^2} \right) \int_{E(R - 4) \setminus E(R_0)} \exp(2r) f^2 \\
+ \frac{1}{4} \int_{E(R) \setminus E(R - 4)} \exp(2r) f^2.
\]
According to (1.4), the first term of the right hand side is bounded by a constant. Hence, the above inequality can be rewritten as

\[ \int_{E(R-2) \setminus E(R-4)} \exp(2r) f^2 \leq C + \frac{1}{3} \int_{E(R) \setminus E(R-2)} \exp(2r) f^2. \]

Iterating this inequality \( k \) times, we arrive at

\[ \int_{E(R+2) \setminus E(R)} \exp(2r) f^2 \leq C \sum_{i=0}^{k-1} 3^{-i} + 3^{-k} \int_{E(R+2(k+1)) \setminus E(R+2k)} \exp(2r) f^2. \]

However, using (1.4) again, we conclude that the second term is bounded by

\[ 3^{-k} \int_{E(R+2(k+1)) \setminus E(R+2k)} \exp(2r) f^2 \leq C \cdot 3^{-k}(R + 2(k + 1)) \]

which tends to 0 as \( k \to \infty \). Hence

\[ (1.5) \quad \int_{E(R+2) \setminus E(R)} \exp(2r) f^2 \leq C. \]

for some constant \( C > 0 \) independent of \( R \). The lemma then follows from (1.5).

We point out that Lemma 1.1 also holds for any function \( f \) with \( a = 0 \) provided that \( f \) is the limit of a sequence of harmonic functions \( f_R \) on \( E(R) \) satisfying \( f_R = 0 \) on \( \partial E(R) \) regardless of their boundary values on \( \partial E \).

**Lemma 1.2.** Under the same assumption as in Lemma 1.1, the Dirichlet integral of the function \( f \) must satisfy the decay estimate

\[ \int_{E(R+1) \setminus E(R)} |\nabla f|^2 \leq C \exp\left(-2 \sqrt{\lambda_1(E)} R\right) \]

and

\[ \int_{E(R)} \exp\left(2 \sqrt{\lambda_1(E)} r\right) |\nabla f|^2 \leq C R \]

for \( R \) sufficiently large.
Proof. For any $R > 1$, let $\phi$ be a nonnegative cut-off function defined by
\[
\phi(x) = \begin{cases} 
    r(x) - R + 1 & \text{on } E(R) \setminus E(R - 1) \\
    1 & \text{on } E(R + 1) \setminus E(R) \\
    R + 2 - r(x) & \text{on } E(R + 2) \setminus E(R + 1).
\end{cases}
\]
Integration by parts yields
\[
0 = \int_E \phi^2 (f - a) \Delta (f - a) = -2 \int_E \phi (f - a) \langle \nabla \phi, \nabla f \rangle - \int_E \phi^2 |\nabla f|^2.
\]
Together with the Schwarz inequality, this implies that
\[
\int_E \phi^2 |\nabla f|^2 = -2 \int_E \phi (f - a) \langle \nabla \phi, \nabla f \rangle \leq \frac{1}{2} \int_E \phi^2 |\nabla f|^2 + 2 \int_E |\nabla \phi|^2 (f - a)^2,
\]
hence, by Lemma 1.1,
\[
\int_{E(R + 1) \setminus E(R)} |\nabla f|^2 \leq 4 \int_{E(R + 2) \setminus E(R - 1)} (f - a)^2 \leq C \exp \left( -2 \sqrt{\lambda_1(E)} R \right),
\]
which is the first part of the lemma. The preceding inequality also implies that
\[
\int_{E(R + 1) \setminus E(R)} \exp \left( 2 \sqrt{\lambda_1(E)} r \right) |\nabla f|^2 \leq C.
\]
Setting $R = R_0 + i$ and summing up over the inequalities for $1 \leq i \leq k$, we obtain
\[
\int_{E(R_0 + k + 1) \setminus E(R_0 + 1)} \exp \left( 2 \sqrt{\lambda_1(E)} r \right) |\nabla f|^2 \leq C k.
\]
This proves the desired estimate. q.e.d.

Note that when applying Lemma 1.1 to the Green’s function, we obtain the following sharp decay estimate.
Corollary 1.3. Let $M$ be a complete manifold with $\lambda_1(M) > 0$. Then the minimal positive Green's function $G(p, \cdot)$ with pole at $p \in M$ must satisfy the decay estimate

$$
\int_{B_p(R+1) \setminus B_p(R)} G^2(p, x) \, dx \leq C \exp\left(-2 \sqrt{\lambda_1(M)} R\right)
$$

for $R \geq 1$.

In the case when $M = \mathbb{H}^n$, the $n$-dimensional hyperbolic space with constant -1 sectional curvature, the Green’s function is given by

$$
G(p, x) = C \int_{r(x)}^{\infty} \frac{dt}{A_p(t)}
$$

where $A_p(t) = \sinh^{(n-1)} t$ is the area of the boundary of the geodesic ball of radius $t$ centered at $p \in \mathbb{H}^n$. One computes readily that the integral

$$
\int_{B_p(R+1) \setminus B_p(R)} G^2(p, x) \, dx \sim C \exp(-(n - 1) R).
$$

Since $\lambda_1(\mathbb{H}^n) = \frac{(n-1)^2}{4}$, the quantity $2 \sqrt{\lambda_1(\mathbb{H}^n)}$ is exactly $(n - 1)$.

Applying Lemma 1.1, we will obtain volume estimates for those ends with positive spectrum. As pointed out in the introduction, these estimates are sharp. The sharp growth estimate is realized by the hyperbolic space $\mathbb{H}^n$, while the sharp decay estimate is realized by a hyperbolic cusp. Moreover, Example 2.2 in dimension 3 also realizes the sharp growth estimate on the non-parabolic end and the sharp decay estimate on the parabolic end. To state our estimate, let us denote the volume of the set $E(R)$ by $V_E(R)$. Ananalogously, the volume of the end $E$ will be denoted by $V_E(\infty)$.

Theorem 1.4. Let $E$ be an end of complete manifold $M$ with $\lambda_1(E) > 0$.

(1) If $E$ is a parabolic end, then $E$ must have exponential volume decay given by

$$
V_E(\infty) - V_E(R) \leq C \exp\left(-2 \sqrt{\lambda_1(E)} R\right)
$$

for some constant $C > 0$ depending on the end $E$. 
(2) If $E$ is a non-parabolic end, then $E$ must have exponential volume growth given by

$$V_E(R) \geq C \exp \left(2\sqrt{\lambda_1(E)}R\right)$$

for all $R \geq R_0 + 1$ and some constant $C$ depending on the end $E$.

**Proof.** Again, we normalize $\lambda_1(E) = 1$ by scaling the metric. Let $f_R$ be the harmonic function on $E(R)$ with $f = 1$ on $\partial E$ and $f = 0$ on $\partial E(R)$. The assumption that $E$ is parabolic implies that $f_R$ converges to $f = 1$ as $R \to \infty$. Hence (1.5) becomes

$$V_E(R+2) - V_E(R) \leq C \exp(-2R).$$

Letting $R = R + 2i$ for $i = 0, 1, \ldots$ and summing over $i$, we conclude that

$$V_E(\infty) - V_E(R) \leq C \sum_{i=0}^{\infty} \exp(-2(R+2i))$$

$$\leq C \exp(-2R).$$

This proves the volume decay estimate for the case of parabolic ends.

If $E$ is non-parabolic, then $f_R$ converges to a nonconstant harmonic function $f$ on $E$. Thus, we conclude that there exists a positive constant $C$ such that for $r \geq R_0$

$$C = \int_{\partial E(r)} \frac{\partial f}{\partial \nu}$$

$$= \int_{\partial E(r)} \frac{\partial f}{\partial \nu}$$

$$\leq \int_{\partial E(r)} |\nabla f|$$

$$\leq A^1_E(r) \left( \int_{\partial E(r)} |\nabla f|^2 \right)^{1/2},$$

or equivalently,

$$\frac{C}{A^1_E(r)} \leq \int_{\partial E(r)} |\nabla f|^2.$$
Integrating the preceding inequality with respect to $r$ from $R$ to $R+1$ and using Lemma 1.2, we obtain
\[ \int_{R}^{R+1} \frac{1}{AE(r)} \, dr \leq C \int_{E(R) \setminus E(R+1)} |\nabla f|^2 \leq C \exp(-2R). \]

Therefore,
\[ 1 \leq \int_{R}^{R+1} A_E(r) \, dr \int_{R}^{R+1} \frac{1}{A_E(r)} \, dr \leq C \exp(-2R) (V_E(R + 1) - V_E(R)) \leq C \exp(-2R) V_E(R + 1). \]

Since $R$ is arbitrary, we conclude that
\[ V_E(R) \geq C \exp(2R) \]
by adjusting the constant $C$. The theorem is proved. \ \ q.e.d.

Our last corollary concerns the $L^p$ harmonic functions on ends with positive bottom spectrum.

**Corollary 1.5.** Let $E$ be an end of $M$ with $\lambda_1(E) > 0$. Let $H^p(E)$ be the space of $L^p$ harmonic functions on $E$. When $p \geq 2$, if $u \in H^p(E)$, then $u$ must be bounded and it must satisfy the estimate
\[ \int_{E(R+1) \setminus E(R)} u^2 \leq C \exp \left( -2\sqrt{\lambda_1(E)} R \right). \]

When $1 < p < 2$, the same conclusion is true provided that the volume growth of $E$ is bounded by
\[ V_E(R) \leq C \exp \left( \frac{2p}{2-p} \sqrt{\lambda_1(E)} R \right). \]

**Proof.** Let $u \in H^p(E)$ be an $L^p$-harmonic function. Define $f_R$ to be the harmonic function on $E(R)$ satisfying
\[ f_R = 0 \quad \text{on } \partial E(R) \]
and
\[ f_R = u \quad \text{on } \partial E. \]
Clearly, the maximum principle asserts that a subsequence of \( f_R \) as \( R \to \infty \) will converge to a function \( f \in H^\infty(E) \) with \( u = f \) on \( \partial E \). Moreover, by Lemma 1.1, \( f \) satisfies the estimate

\[
\int_{E(R+1) \setminus E(R)} f^2 \leq C \exp \left( -2\sqrt{\lambda_1(E)} R \right).
\]

If \( p \geq 2 \), the boundedness of \( f \) implies that \( f \in H^p(E) \). In particular, the function \( u - f \) is in \( H^p(E) \) with 0 boundary condition on \( \partial E \). Applying the uniqueness theorem of Yau [19] for \( L^p \) harmonic functions, we conclude that \( u = f \).

For \( 1 < p < 2 \), the Schwarz inequality, (1.6) and the volume growth bound give that

\[
\int_{E(R+1) \setminus E(R)} f^p \leq \left( \int_{E(R+1) \setminus E(R)} f^2 \right)^{\frac{p}{2}} (V_E(R+1) - V_E(R))^{\frac{2-p}{2}}
\]

\[
\leq C \exp \left( -p \sqrt{\lambda_1(E)} R \right) \exp \left( p \sqrt{\lambda_1(E)} R \right)
\]

\[
\leq C.
\]

This implies that the \( L^p \)-norm of \( f \) is at most of linear growth. Again, by slightly modifying Yau’s uniqueness theorem we conclude that \( f = u \). Indeed for the completeness sake, we will outline a modification of Yau’s argument for this case.

Observe that the function \( g = |f - u| \) is a subharmonic function defined on \( E \) with boundary condition

\[ g = 0 \quad \text{on} \quad \partial E. \]

Let \( \phi \) be a cut-off function satisfying

\[
\phi = \begin{cases} 1 & \text{on} \ E(R) \\ 0 & \text{on} \ E \setminus E(2R) \end{cases}
\]

and

\[ |\nabla \phi| \leq C R^{-1} \quad \text{on} \ E(2R) \setminus E(R). \]

Integration by parts yields

\[
0 \leq \int_E \phi^2 g^{p-1} \Delta g
\]

\[
= -2 \int_E \phi g^{p-1} \langle \nabla \phi, \nabla g \rangle - (p - 1) \int_E \phi^2 g^{p-2} |\nabla g|^2.
\]
On the other hand, applying the Schwarz inequality

$$-2 \int_E \phi^p g^{p-1} \langle \nabla \phi, \nabla g \rangle \leq \frac{p-1}{2} \int_E \phi^2 g^{p-2} |\nabla g|^2 + \frac{2}{p-1} \int_E |\nabla \phi|^2 g^p,$$

we conclude that

$$\int_E \phi^2 g^{p-2} |\nabla g|^2 \leq \frac{4}{(p-1)^2} \int_E |\nabla \phi|^2 g^p.$$

Using the property of $\phi$, this implies that

$$\int_{E(R)} g^{p-2} |\nabla g|^2 \leq \frac{C}{R^2} \int_{E(2R)\setminus E(R)} g^p.$$

The growth estimate on the $L^p$-norm of $f$ and the fact that $u \in L^p$ implies that the right hand side tends to 0 as $R \to \infty$. Hence $g$ must be identically constant. The boundary condition of $g$ asserts that it must be identically 0, and $f = u$.

In both cases, since $f = u$, the function $u$ must satisfy (1.6). This concludes the corollary.

q.e.d.

2. Splitting theorem

We are now ready to prove the first main theorem.

**Theorem 2.1.** Let $M$ be a complete Riemannian manifold of dimension $n \geq 3$. Suppose $\lambda_1(M) > 0$ and

$$\text{Ric}_M \geq -\frac{(n-1) \lambda_1(M)}{n-2}.$$

Then either

1. $M$ has only one end with infinite volume; or
2. $M = \mathbb{R} \times N$ with the warped product metric

$$ds^2 = dt^2 + \cosh^2 \left( \sqrt{\frac{\lambda_1(M)}{n-2}} t \right) \, ds_N^2,$$

where $N$ is a compact manifold with Ricci curvature bounded from below by

$$\text{Ric}_N \geq -\lambda_1(M).$$
**Proof.** Let \( f \in K \) be a harmonic function constructed in the previous section. Let us denote
\[
h = |\nabla f|
\]
to be the length of the gradient of \( f \). The Bochner formula (see [9]) asserts that
\[
(2.1) \quad \Delta h^2 = 2 \text{Ric}_M(\nabla f, \nabla f) + 2|\nabla^2 f|^2,
\]
where \( \text{Ric}_M \) denotes the Ricci curvature of \( M \) and \( \nabla^2 f \) is the Hessian of \( f \). It was first observed by Yau [18] (also see [13]) that
\[
|\nabla^2 f|^2 \geq \frac{n|\nabla|\nabla f|^2}{(n-1)|\nabla f|^2}.
\]
For completeness sake, we will include an outline of this argument.

By choosing an orthonormal basis \( \{e_1, e_2, \cdots, e_n\} \) such that \( |\nabla f| e_1 = \nabla f, \) and \( e_\alpha f = 0 \) for all \( \alpha \neq 1 \), we have
\[
(2.2) \quad |\nabla^2 f| = \sum_{i,j=1}^{n} f_{ij}^2
\]
\[
\geq \sum_{j=1}^{n} f_{1j}^2 + \sum_{\alpha=2}^{n} f_{\alpha 1}^2 + \sum_{\alpha=2}^{n} f_{\alpha \alpha}^2
\]
\[
\geq \sum_{j=1}^{n} f_{1j}^2 + \sum_{\alpha=2}^{n} f_{\alpha 1}^2 + \frac{1}{n-1} \left( \sum_{\alpha=2}^{n} f_{\alpha \alpha} \right)^2
\]
\[
= \sum_{j=1}^{n} f_{1j}^2 + \sum_{\alpha=2}^{n} f_{\alpha 1}^2 + \frac{1}{n-1} f_{11}^2
\]
\[
\geq \frac{n}{n-1} \sum_{j=1}^{n} f_{1j}^2.
\]
On the other hand,
\[
4|\nabla f|^2|\nabla |\nabla f||^2 = |\nabla (|\nabla f|^2)|^2
\]
\[
= 4 \sum_{j=1}^{n} \left( \sum_{i=1}^{n} f_i f_{ij} \right)^2
\]
\[
= 4 f_1^2 \sum_{j=1}^{n} f_{1j}^2.
\]
hence

$$|\nabla^2 f| \geq \frac{n}{n-1} |\nabla|\nabla f||^2.$$ 

Hence combining with the Bochner formula and the lower bound of the Ricci curvature, we have

$$(2.3) \quad \Delta h \geq -\frac{(n-1) \lambda_1(M)}{(n-2)} h + \frac{|\nabla h|^2}{(n-1)h}.$$ 

Setting $g = h^{\frac{n-2}{n-1}} = |\nabla f|^{\frac{n-2}{n-1}}$, this differential inequality can be rewritten as

$$(2.4) \quad \Delta g \geq -\lambda_1(M) g.$$ 

We now claim that the function $g$ must satisfy the integral condition

$$\int_{B_p(2R)\setminus B_p(R)} g^2 \leq C R.$$ 

To see this, let us apply the Schwarz inequality and get

$$(2.5) \quad \int_{B_p(2R)\setminus B_p(R)} g^2 \leq \left( \int_{B_p(2R)\setminus B_p(R)} \exp \left( 2\sqrt{\lambda_1(M)} r \right) |\nabla f|^2 \right)^{\frac{n-2}{n-1}} \cdot \left( \int_{B_p(2R)\setminus B_p(R)} \exp \left( -2(n-2) \sqrt{\lambda_1(M)} r \right) \right)^{\frac{1}{n-1}}.$$ 

Using the lower bound of the Ricci curvature, the volume comparison theorem asserts that

$$A_p(r) \leq A_\kappa(r)$$

where $A_\kappa(r)$ is the area of the geodesic sphere of radius $r$ in the constant curvature space form with sectional curvature given by $\kappa = -\frac{\lambda_1(M)}{n-2}$. A direct computation yields that

$$\int_{B_p(2R)\setminus B_p(R)} \exp \left( -2(n-2) \sqrt{\lambda_1(M)} r \right) \leq C \int_R^{2R} \exp \left( -2(n-2) \sqrt{\lambda_1(M)} r \right) \exp \left( \frac{(n-1) \sqrt{\lambda_1(M)}}{\sqrt{n-2}} r \right) dr$$

$$= C \int_R^{2R} \exp \left( \frac{n-1}{\sqrt{n-2}} - 2(n-2) \right) \sqrt{\lambda_1(M)} r \right) dr.$$
The right hand side is at most linear in $R$ when $n = 3$, and exponentially decays to 0 when $n \geq 4$. On the other hand, combining with the decay estimate in Lemma 1.2, the estimate (2.5) takes the form

$$\int_{B_p(2R) \setminus B_p(R)} g^2 \leq CR$$

for the case when $n = 3$, and

$$\int_{B_p(2R) \setminus B_p(R)} g^2 \to 0$$

when $n \geq 4$. This proves our claim on the $L^2$ estimate of $g$.

To complete our proof of the theorem, we consider $\phi$ to be a non-negative compactly supported function on $M$. Then

(2.6) \[ \int_M |\nabla (\phi g)|^2 = \int_M |\nabla \phi|^2 g^2 + 2 \int_M \phi g \langle \nabla \phi, \nabla g \rangle + \int_M \phi^2 |\nabla g|^2. \]

The second term on the right hand side can be written as

(2.7) \[ 2 \int_M \phi g \langle \nabla \phi, \nabla g \rangle = \frac{1}{2} \int_M \langle \nabla (\phi^2), \nabla (g^2) \rangle \]

\[ = - \int_M \phi^2 g \Delta g - \int_M \phi^2 |\nabla g|^2 \]

\[ = \lambda_1(M) \int_M \phi^2 g^2 - \int_M \phi^2 |\nabla g|^2 - \int_M \phi^2 g (\Delta g + \lambda_1(M) g). \]

Combining with (2.6) and the variational principle of $\lambda_1(M)$, this implies that

$$\lambda_1(M) \int_M \phi^2 g^2 \leq \int_M |\nabla (\phi g)|^2$$

\[ = \lambda_1(M) \int_M \phi^2 g^2 + \int_M |\nabla \phi|^2 g^2 \]

\[ - \int_M \phi^2 g (\Delta g + \lambda_1(M) g). \]

Hence, we have

(2.8) \[ \int_M \phi^2 g (\Delta g + \lambda_1(M) g) \leq \int_M |\nabla \phi|^2 g^2. \]
For $R > 0$, let us choose $\phi$ to satisfy the properties that

$$\phi = \begin{cases} 1 & \text{on } B_p(R) \\ 0 & \text{on } M \setminus B_p(2R) \end{cases}$$

and

$$|\nabla \phi| \leq C R^{-1} \quad \text{on } B_p(2R) \setminus B_p(R)$$

for some constant $C > 0$. Then the right hand side of (2.8) can be estimated by

$$\int_M |\nabla \phi|^2 g^2 \leq C R^{-2} \int_{B_p(2R) \setminus B_p(R)} g^2.$$

By the $L^2$ estimate of $g$, this tends to $0$ as $R \to \infty$. Hence, by (2.4), we conclude that $g$ either must be identically $0$ or it must satisfy

$$\Delta g = -\lambda_1(M) g.$$

If $M$ has more than one infinite volume end, then by the discussion in §1 there must exist a nonconstant $f$, hence $g \neq 0$. So all the inequalities used in deriving (2.2) become equality. We can now recall the argument in [15] (also [16]) to conclude that $M = \mathbb{R} \times N$ with the warped product metric $ds^2 = dt^2 + \cosh^2 \left( \frac{\sqrt{\lambda_1(M)}}{n-2} t \right) ds_N^2$ for some compact manifold $N$ with $\text{Ric}_N \geq -\lambda_1(M)$.

Indeed, since $\Delta f = 0$, the Hessian of $f$ must be of the form

$$\begin{pmatrix} -(n-1)\mu & 0 & 0 & \ldots & 0 \\ 0 & \mu & 0 & \ldots & 0 \\ 0 & 0 & \mu & \ldots & 0 \\ \vdots \\ 0 & 0 & 0 & \ldots & \mu \end{pmatrix}.$$

The fact that $f_{1\alpha} = 0$ for all $\alpha \neq 1$ implies that $|\nabla f|$ is identically constant along the level set of $f$. In particular, the level sets of $|\nabla f|$ and $f$ coincide. Moreover,

$$\mu \delta_{\alpha \beta} = f_{\alpha \beta} = h_{\alpha \beta} f_1.$$
with \((h_{\alpha\beta})\) being the second fundamental form of the level set of \(f\). Hence

\[
(2.9) \quad f_{11} = -H f_1
\]

where \(H\) is the mean curvature of the level set of \(f\). Applying the same computation on the function \(g\), we obtain

\[
(2.10) \quad -\lambda_1(M) g = \Delta g = g_{11} + H g_1.
\]

On the other hand, since \(g = |\nabla f|^{\frac{n-2}{n-1}}\), we have

\[
g_1 = \left(|\nabla f|^{\frac{n-2}{n-1}}\right)_1 = \frac{n-2}{n-1} |\nabla f|^{-\frac{n}{n-1}} f_1 f_{11} = \frac{n-2}{n-1} f_1^{\frac{1}{n-1}} f_{11}.
\]

Hence, combining with (2.9), we conclude that

\[
(2.11) \quad H = -f_1^{\frac{1}{n-1}} f_{11} = -\frac{n-1}{n-2} g_1 g^{-1}.
\]

Substituting into (2.10), this yields

\[
g_{11} - \frac{n-1}{n-2} (g_1)^2 g^{-1} + \lambda_1(M) g = 0.
\]

Setting \(u = g^{-\frac{1}{n-2}} = |\nabla f|^{-\frac{1}{n-1}}\), this differential equation becomes

\[
u_{11} - \frac{\lambda_1(M)}{n-2} u = 0.
\]

Viewing this as an ODE along the integral curve generated by the vector field \(e_1\), one concludes that

\[
u(t) = A \exp \left( \sqrt{\frac{\lambda_1(M)}{n-2}} t \right) + B \exp \left( -\sqrt{\frac{\lambda_1(M)}{n-2}} t \right).
\]

Since \(u\) must be nonnegative, \(A\) and \(B\) must be nonnegative. Moreover, \(\nabla f \neq 0\).
Note that $M$ is assumed to have at least two infinite volume ends.
We claim that any fixed level set $N$ of $h$ must be compact. Indeed, by
the fact that $f$ has no critical points and that the level set of $f$ coincides
with the level set of $h$, $M$ must be topologically the product $\mathbb{R} \times N$. If
$N$ is noncompact then $M$ will have only one end, hence $N$ must be
compact. Since $h = |\nabla f|$ is in $L^2$, we conclude that $h$ must have an
interior maximum, say $h = 1$. We now fix $N = \{ h = 1 \}$. Then the
function $u$ must have its minimum along $N$, hence by reparameterizing,
we may assume $N$ is given by $t = 0$. Therefore,

$$0 = u'(0) = A - B.$$ 

and

$$1 = u(0) = A + B.$$ 

This implies that

$$u(t) = \cosh \left( \sqrt{\frac{\lambda_1(M)}{n-2}} t \right)$$ 

and

$$g(t) = \cosh^{-(n-2)} \left( \sqrt{\frac{\lambda_1(M)}{n-2}} t \right).$$ 

Using (2.11), we conclude that

$$H(t) = (n - 1) \tanh \left( \sqrt{\frac{\lambda_1(M)}{n-2}} t \right)$$ 

and

$$(h_{\alpha\beta}(t)) = \tanh \left( \sqrt{\frac{\lambda_1(M)}{n-2}} t \right).$$ 

This implies that the metric on $M = \mathbb{R} \times N$ must be of the form

$$ds_M = dt^2 + \cosh^2 \left( \sqrt{\frac{\lambda_1(M)}{n-2}} t \right) ds_N^2,$$

as claimed. q.e.d.

**Example 2.2.**

Let us consider the $n$ dimensional manifold $M = \mathbb{R} \times N$ endowed
with the warped product metric

$$ds_M^2 = dt^2 + \exp(2t) ds_N^2,$$
where $ds_N^2$ is a metric on $N$ with nonnegative Ricci curvature. One computes directly that $M$ has Ricci curvature satisfying

$$\text{Ric}_M \geq -(n-1).$$

Moreover, the function $f = \exp(-(n-1)t)$ is a harmonic function on $M$. The length of its gradient is given by $h = (n-1)\exp(-(n-1)t)$. In particular, the function $g = h^{\frac{n-2}{n-1}}$ satisfies the equation

$$\Delta g = -(n-2)g.$$ 

Since $g$ is positive, this implies that $\lambda_1(M) \geq n - 2$. This example indicates that it is possible that the class of manifolds considered in Theorem 2.1 has finite volume ends that are not being detected by our method.

### 3. Finiteness theorem

**Theorem 3.1.** Let $M$ be a complete Riemannian manifold of dimension $n \geq 3$. Suppose that there exists a geodesic ball $B_p(R_0) \subset M$ centered at $p \in M$ of radius $R_0$ such that the lower bound of the spectrum for the Dirichlet Laplacian on $M \setminus B_p(R_0)$ satisfies $\lambda_1(M \setminus B_p(R_0)) > 0$. If the Ricci curvature is bounded from below by

$$\text{Ric}_M \geq -\frac{(n-1)\lambda_1(M \setminus B_p(R_0))}{n-2} + \epsilon$$

for some $\epsilon > 0$ on $M \setminus B_p(R_0)$, then $M$ must have finitely many ends with infinite volume. In particular, there exists a constant $C(n, R_0, \alpha, v, \epsilon) > 0$ depending on the quantities $n$, $R_0$, $\epsilon$, $\alpha = \inf_{B_p(3R_0)} \text{Ric}_M$, and $v = \inf_{x \in B_p(2R_0)} V_x(R_0)$, such that the number of infinite volume ends of $M$ is at most $C$.

**Proof.** In view of the discussion in §1, it suffices to estimate the dimension of the space $K$. Since we assume that $\lambda_1(M \setminus B_p(R_0)) > 0$, Lemma 1.1 and Lemma 1.2 imply that for each $f \in K$, the function

$$g = |\nabla f|^\frac{n-2}{n-1}$$

must satisfy the estimate

$$\int_{B_p(2R) \setminus B_p(R)} g^2 \leq C R.$$
Following the proof of Theorem 2.1, the function $g$ satisfies the differential inequality

$$\Delta g \geq (\epsilon - \lambda_1(M \setminus B_p(R_0))) g$$

on $M \setminus B_p(R_0)$. Moreover (2.8) in the form

$$\epsilon \int_M \phi^2 g^2 \leq \int_M |\nabla \phi|^2 g^2$$

is valid for any nonnegative cut-off function $\phi$ with support in $M \setminus B_p(R_0)$. Let us choose $\phi$ to satisfy

$$\phi = \begin{cases} 
0 & \text{on } B_p(R_0) \\
1 & \text{on } B_p(R) \setminus B_p(2R_0) \\
0 & \text{on } M \setminus B_p(2R),
\end{cases}$$

and

$$|\nabla \phi| \leq CR_0^{-1} \text{ on } B_p(2R_0) \setminus B_p(R_0),$$

and

$$|\nabla \phi| \leq CR^{-1} \text{ on } B_p(2R) \setminus B_p(R)$$

for some constant $C > 0$. Arguing as in the proof of Theorem 2.1, using the fact that

$$\int_{B_p(2R) \setminus B_p(R)} g^2 \leq CR,$$

and letting $R \to \infty$, we conclude from (3.2) that

$$\epsilon \int_{M \setminus B_p(2R_0)} g^2 \leq CR_0^{-2} \int_{B_p(2R_0) \setminus B_p(R_0)} g^2.$$

In particular,

$$\int_{B_p(3R_0)} g^2 \leq \left(1 + \frac{C}{\epsilon R_0^2}\right) \int_{B_p(2R_0)} g^2.$$ 

Since the function $g$ satisfies the differential inequality

$$\Delta g \geq -\alpha g$$

on $B_p(3R_0)$, the mean value inequality of Li-Tam [11] asserts that

$$g^2(x) \leq C \int_{B_x(R_0)} g^2 \leq C \int_{B_p(3R_0)} g^2.$$
for any $x \in B_p(2R_0)$, where $C > 0$ is a constant depending only on $n$, $\alpha$, and $v$. Combining with (3.3), this implies that

$$\sup_{B_p(2R_0)} g^2 \leq C \int_{B_p(2R_0)} g^2.$$  

On the other hand, the Schwarz inequality asserts that

$$\int_{B_p(2R_0)} g^2 \leq \left( \int_{B_p(2R_0)} |\nabla f|^2 \right)^{\frac{n-2}{n-1}} V_p(2R_0)^{\frac{1}{n-1}}.$$  

Hence,

$$\sup_{B_p(2R_0)} |\nabla f|^2 \leq C \int_{B_p(2R_0)} |\nabla f|^2.$$  

Note that if $f$ is not identically constant then unique continuation implies that

$$\int_{B_p(2R_0)} |\nabla f|^2 \neq 0.$$  

Hence, the bilinear form

$$\int_{B_p(2R_0)} \langle \nabla f_1, \nabla f_2 \rangle$$  

is nondegenerate on the space of 1-forms

$$\mathcal{K} = \{ df \mid f \in K \}.$$  

Applying Lemma 11 of [7], there exists $df_0 \in \mathcal{K} \setminus \{0\}$ such that

$$\dim \mathcal{K} \int_{B_p(2R_0)} |df_0|^2 \leq V_p(2R_0) \left( \min \{n, \dim \mathcal{K}\} \right) \sup_{B_p(2R_0)} |df_0|^2.$$  

However, combining with (3.4) we conclude that

$$\dim K = \dim \mathcal{K} + 1 \leq C.$$  

q.e.d.
4. Estimating the dimension of $H^1(L^2(M))$

If we assume a more restrictive hypothesis on the Ricci curvature, it is possible to estimate the dimension of the space of $L^2$ harmonic 1-forms, $H^1(L^2(M))$. As pointed out in [13], since the exterior differential of a harmonic function with finite Dirichlet integral is an $L^2$ harmonic 1-form, we have

$$\dim H^1(L^2(M)) + 1 \geq \text{number of non-parabolic ends.}$$

In addition, if $\lambda_1(M) > 0$, then

$$\dim H^1(L^2(M)) + 1 \geq \text{number of infinite volume ends.}$$

Hence, in general, an estimate on $\dim H^1(L^2(M))$ is stronger than an estimate on the number of ends with infinite volume. Let us first establish the following lemma which may be useful in other similar situations.

**Lemma 4.1.** Let $M$ be a complete Riemannian manifold. Suppose $h$ is a nonnegative function satisfying the differential inequality

$$\Delta h \geq -ah + b \frac{\lvert \nabla h \rvert^2}{h},$$

where $a$ and $b$ are constants with $b \geq 0$. Then for any $\delta > 0$ and any compactly supported cut-off function $\phi$, we have

$$\int_M \lvert \nabla (\phi h) \rvert^2 \leq \frac{a(1 + \delta)}{1 + \delta(1 + b)} \int_M \phi^2 h^2$$

$$+ \left(1 + \frac{\delta^2 b}{1 + \delta(1 + b)}\right) \int_M \lvert \nabla \phi \rvert^2 h^2.$$

**Proof.** Let us consider the integral

$$\int_M \lvert \nabla (\phi h) \rvert^2 = \int_M \lvert \nabla \phi \rvert^2 h^2 + 2 \int_M \phi h \langle \nabla \phi, \nabla h \rangle + \int_M \phi^2 \lvert \nabla h \rvert^2.$$

The second term on the right hand side can be estimated by

$$2 \int_M \phi h \langle \nabla \phi, \nabla h \rangle = -\int_M \phi^2 h \Delta h - \int_M \phi^2 \lvert \nabla h \rvert^2$$

$$\leq a \int_M \phi^2 h^2 - (1 + b) \int_M \phi^2 \lvert \nabla h \rvert^2.$$
On the other hand, it also can be estimated by

\[(4.3) \quad 2 \int_M \phi h \langle \nabla \phi, \nabla h \rangle \leq \delta \int_M |\nabla \phi|^2 h^2 + \frac{1}{\delta} \int_M \phi^2 |\nabla h|^2.\]

Combining the two estimates (4.2) and (4.3), we have

\[
2 \int_M \phi h \langle \nabla \phi, \nabla h \rangle = \left( \frac{2(1 + \delta)}{1 + \delta (1 + b)} + \frac{2 \delta b}{1 + \delta (1 + b)} \right) \int_M \phi h \langle \nabla \phi, \nabla h \rangle \\
\leq \frac{a(1 + \delta)}{1 + \delta (1 + b)} \int_M \phi^2 h^2 + \frac{\delta^2 b}{1 + \delta (1 + b)} \int_M |\nabla \phi|^2 h^2 \\
- \int_M \phi^2 |\nabla h|^2.
\]

The lemma follows by substituting this into (4.1). q.e.d.

**Theorem 4.2.** Let \(M\) be a complete Riemannian manifold. Suppose \(\lambda_1(M) > 0\) and

\[\text{Ric}_M \geq -\frac{n \lambda_1(M)}{n-1} + \epsilon\]

for some \(\epsilon > 0\). Then \(H^1(L^2(M)) = 0\).

**Proof.** Let \(\omega \in H^1(L^2(M))\) be an \(L^2\) harmonic 1-form. It is known that \(\omega\) must be both closed and co-closed. In particular, the length of \(\omega, h = |\omega|\), must satisfy the Bochner formula

\[\Delta h \geq \frac{\text{Ric}_M(\omega, \omega)}{h} + \frac{|\nabla h|^2}{(n-1)h}.\]

Using the lower bound of the Ricci curvature, we conclude that

\[\Delta h \geq \left( \epsilon - \frac{n \lambda_1(M)}{n-1} \right) h + \frac{|\nabla h|^2}{(n-1)h}.\]

Let \(\phi\) be a nonnegative cut-off function with compact support in \(M\). By letting \(a = \frac{n \lambda_1(M)}{n-1} - \epsilon\) and \(b = \frac{1}{n-1}\), Lemma 4.1 asserts that

\[(4.4) \quad \int_M |\nabla (\phi h)|^2 \leq \left( \frac{n(1 + \delta) \lambda_1(M)}{(n-1) + \delta n} - \frac{\epsilon (n-1)(1 + \delta)}{(n-1) + \delta n} \right) \int_M \phi^2 h^2 \\
+ \frac{(n-1) + \delta(n + 1)}{(n-1) + \delta n} \int_M |\nabla \phi|^2 h^2.\]
However, the variational principle of $\lambda_1(M)$ asserts that

$$\lambda_1(M) \int_M \phi^2 h^2 \leq \int_M |\nabla (\phi h)|^2.$$

Combining with (4.4), we conclude that

(4.5)

$$((n-1)(1+\delta)-\lambda_1(M)) \int_M \phi^2 h^2 \leq ((n-1)+\delta(n)) \int_M |\nabla \phi|^2 h^2.$$

For $R > 0$, let us choose $\phi$ to satisfy the properties that

$$\phi = \begin{cases} 
1 & \text{on } B_p(R) \\
0 & \text{on } M \setminus B_p(2R)
\end{cases}$$

and

$$|\nabla \phi| \leq CR^{-1} \quad \text{on } B_p(2R) \setminus B_p(R)$$

for some constant $C > 0$. Hence, (4.5) becomes

$$((n-1)(1+\delta)-\lambda_1(M)) \int_{B_p(R)} h^2 \leq C R^{-2}((n-1)+\delta(n)) \int_{B_p(2R)\setminus B_p(R)} h^2.$$

Letting $R \to \infty$, the right hand side tends to 0 since $h \in L^2$. This implies that $h$ must be identically 0 by choosing $\delta$ sufficiently large so that $\epsilon(n-1)(1+\delta) > \lambda_1(M)$. This proves the vanishing of $H^1(L^2(M))$.

q.e.d.

By combining the argument in the proof of Theorem 3.1 and Theorem 4.2, we obtain the following theorem by assuming the lower bound of the Ricci curvature outside a compact set.

**Theorem 4.3.** Let $M$ be a complete Riemannian manifold. Suppose there exists a geodesic ball $B_p(R_0) \subset M$ such that $\lambda_1(M \setminus B_p(R_0)) > 0$, and

$$\text{Ric}_M \geq -\frac{n \lambda_1(M \setminus B_p(R_0))}{n-1} + \epsilon$$

on $M \setminus B_p(R_0)$ for some $\epsilon > 0$. Then $H^1(L^2(M))$ must be of finite dimension. In particular, there exists a constant $C(n, R_0, \alpha, v, \epsilon) > 0$ depending on the quantities $n$, $R_0$, $\epsilon$, $\alpha = \inf_{x \in B_p(3R_0)} \text{Ric}_M$, and $v = \inf_{x \in B_p(2R_0)} V_x(R_0)$, such that

$$\dim H^1(L^2(M)) \leq C.$$
5. Kähler manifolds

When the manifold \( M \) is Kähler, one can prove that the manifold must only have one infinite volume end with a weaker curvature assumption than stated in Theorem 2.1. In this situation, the warped product example does not exist since it is not Kähler.

**Theorem 5.1.** Let \( M \) be a complete Kähler manifold of complex dimension \( m \). Let \( x_0 \) be the unique positive solution to the cubic

\[
4x^3 + 2(2m - 1)x^2 - (2m - 1)^2 = 0.
\]

Suppose \( \lambda_1(M) > 0 \) and

\[
\text{Ric}_M \geq -(2m - 1) x_0^{-2} \lambda_1(M) + \epsilon
\]
for some \( \epsilon > 0 \). Then \( M \) must have only one end with infinite volume.

**Proof.** For convenience sake, let us first normalize the metric such that

\[
\inf_M \text{Ric}_M = -(n - 1),
\]

where \( n = 2m \) is the real dimension of \( M \). Following the proof of Theorem 2.1, we consider a harmonic function \( f \in K \) and its gradient \( h = |\nabla f| \). Since \( f \) has finite Dirichlet integral, it was proved in Lemma 3.1 of [8] that it must be pluriharmonic. On the other hand, the Bochner formula for pluriharmonic function (see [8]) becomes

\[
\Delta h \geq -(n - 1) h + \frac{|\nabla h|^2}{h}.
\]

If we let \( g = h^p \), \( 0 < p < 1 \), then by an argument similar to (2.5), and the volume comparison theorem, we have

\[
\int_{B_p(2R) \setminus B_p(R)} g^2 \leq C R^p \left( \int_R^{2R} \exp \left( -\frac{p}{1-p} \frac{2}{2} \sqrt{\lambda_1(M)} r \right) \exp((n - 1)r) dr \right)^{1-p}.
\]

If we choose \( p \) such that

\[
2p \sqrt{\lambda_1(M)} = (1 - p)(n - 1),
\]

then

\[
\int_{B_p(R)} g^2 = O(R).
\]
Moreover, since (5.1) implies that $g = h^p$ satisfies

$$\Delta g \geq -p(n - 1)g + \frac{\|\nabla g\|^2}{g},$$

by Lemma 4.1, we obtain

$$\left(\lambda_1(M) - \frac{p(n - 1)(1 + \delta)}{1 + 2\delta}\right)\int_M \phi^2 g^2 \leq \left(1 + \frac{\delta^2}{1 + 2\delta}\right)\int_M \|\nabla \phi\|^2 g^2$$

for all $\delta > 0$. Now if we have

$$\lambda_1(M) > \frac{p(n - 1)}{2},$$

then there exists a sufficiently large $\delta$ such that

$$\lambda_1(M) - \frac{p(n - 1)(1 + \delta)}{1 + 2\delta} > 0.$$

Arguing as in Theorem 4.2, we conclude that $g = 0$ and $M$ has only one infinite volume end. However, condition (5.2) for $p$ asserts that

$$p = \frac{n - 1}{n - 1 + 2\sqrt{\lambda_1(M)}},$$

hence we need

$$2\lambda_1(M) \left(n - 1 + 2\sqrt{\lambda_1(M)}\right) - (n - 1)^2 > 0.$$  (5.3)

On the other hand, since the function

$$q(x) = 4x^3 + 2(n - 1)x^2 - (n - 1)^2$$

is strictly increasing when $x > 0$ with $q(0) < 0$, (5.3) will be fulfilled as long as $\lambda_1(M) > x_0^2$, where $x_0 > 0$ is the positive solution to the cubic

$$4x^3 + 2(n - 1)x^2 - (n - 1)^2 = 0.$$

This proves the theorem. \hfill \text{q.e.d.}

We would like to point out that because of the Cheng’s estimate asserting that

$$\lambda_1(M) \leq \frac{(2m - 1)^2}{4}$$
when $\inf_M \text{Ric}_M = -(2m - 1)$, the hypothesis of Theorem 5.1 is ineffective when $m = 1$. However, when $m$ is large, $x_0^2$ is much smaller than $\frac{2m-1}{2}$. In fact, because $q \left( \frac{\sqrt{n-1}}{\sqrt{2}} \right) > 0$, we deduce that $x_0^2 < \frac{n-1}{2}$. This is already better than the bound $n - 2 = 2m - 2$ used in the hypothesis of Theorem 2.1 when $m \geq 2$. Obviously, a theorem similar to Theorem 3.1 is also valid for the Kähler case.

**Theorem 5.2.** Let $M$ be a complete Kähler manifold of complex dimension $m$. Let $x_0$ be the unique positive solution to the cubic

$$4x^3 + 2(2m - 1)x^2 - (2m - 1)^2 = 0.$$  

Suppose there exists a geodesic ball $B_p(R_0) \subset M$ such that $\lambda_1(M \setminus B_p(R_0)) > 0$ and

$$\text{Ric}_M \geq -(2m - 1)x_0^{-2}\lambda_1(M \setminus B_p(R_0)) + \epsilon$$

on $M \setminus B_p(R_0)$ for some $\epsilon > 0$. Then $M$ must have finitely many ends with infinite volume. In particular, there exists a constant $C(m, R_0, \alpha, v, \epsilon) > 0$ depending on the quantities $n, R_0, \epsilon, \alpha = \inf_{B_p(3R_0)} \text{Ric}_M$, and $v = \inf_{x \in B_p(2R_0)} V_x(R_0)$, such that the number of infinite volume ends of $M$ is at most $C$.
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