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Abstract

Dividing the appropriate polynomial expressions into the products
is a basic part of the algorithm for reducing the number of computa-
tional operations in the analytical expressions of the robotic mecha-
nisms dynamic models. On the basis of the mathematical background,
the data structures and algorithm for dividing these polynomial expres-
sions are developed. The central topic of the paper is the algorithm for
choosing the products which give the largest reduction in the number
of computational operations. From all generated products, that one is
chosen which gives "maximal" reduction in the number of operations.
Then, from all other products, the chosen addends are eliminated and
the same procedure is repeated. The procedure stops when there is no
product left to be chosen.
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1. Introduction

Mathematical modelling of the complex systems generates the analytical expressions with great calculating complexity which should be reduced in order to obtain the efficient model. The process of reducing calculating complexity of the analytical expressions is one of the basic processes in the generation of complete mathematical model. In [1], the complete procedure for generating the symbolic models of the dynamics of complex robotic mechanisms is described, and in [2] is given the structural system analysis of the process of reducing the calculating complexity.

All the analytical expressions obtained in [1] are of the polynomial form

\[ Y = \sum_{i=1}^{f} k_i \prod_{j=1}^{L} x_j^{e_{ij}} \]  

(1)

where:

- \( Y \) is the variable to be calculated;
- \( k_i \) is a constant coefficient related to the \( i \)-th addend;
- \( x_j \) is one of the basic variables of the robotic system model represented by its name \( \dot{q}, \ddot{q}, \sin q, \cos q \), where \( q \) represents the degree of freedom.
- For each addend the same sequence of variables \( e_{ij}, i = 1, \ldots, L \) is used.
- \( e_{ij} \) is the exponent of the \( i \)-th variable of the \( i \)-th addend. The algorithm for forming the mathematical model ensures that each of the exponents is a non-negative integer number.

The main task is to form the calculation graph for the chosen analytical expressions of the type (1), with the least number of mathematical operations. To obtain a maximal reduction in the number of mathematical operations it has been proposed in [1-5] to divide the expressions in the following way

\[ Y = \sum_{w=1}^{W} (Y_{w1} \cdot Y_{w2}) + Y_{W+1} \]  

(2)

where \( Y_{w1}, Y_{w2}, w = 1, \ldots, W \) and \( Y_{W+1} \) are also the expressions of the type (1).

The expressions \( Y_{w1}, Y_{w2}, 1, \ldots, W \) have two addends at least, and are determined in a way which maximises reduction of the number of mathematical operations. \( Y_{W+1} \) represents the remainder of the expression \( Y \) which
can not be divided into products any more. After dividing the expressions into the products the monomial extraction algorithm is applied to form the calculating graph for the chosen expressions [1].

This paper gives the mathematical basis for dividing the expressions into the products. The paper also describes the data structures and the algorithms for choosing these products which give the "maximal" reduction in the number of computational operations.

2. Background

The problem of dividing an expression into the products is analogous to the problem of finding the structural matrices [6] A and B which satisfy the equation

\[ A \cdot B = C \]

for the given structural matrix C, and can be represented by the following system of equations

\[ e^A_i + e^B_j = e^C_{ij} \quad \text{for } i = 1, \ldots, I; j = 1, \ldots, J. \]

In [1, 3], it has been shown that satisfying equations (5) for all different \( m_1, m_2, m_3, m_4 \in \{1, \ldots, M\} \) gives the necessary and sufficient condition for the existence of the solution of the system (4).

\[ e^C_{m1} - e^C_{m3} = e^C_{m2} - e^C_{m4} \quad \text{for } k^C_{m1} = k^C_{m2} = k^C_{m3} = k^C_{m4}. \]

This claim was proved by deriving a solution which satisfies the system (4).

This mathematical analysis serves as a basis for constructing the algorithm for generating the products, the candidates for dividing the expressions [7]. The first step is to represent the expression by the structural matrix. The next step is generating the equations of the form (5) for different combinations of the addends. On the basis of the staring products, we then construct all possible products of greater dimensions. By this procedure all the products, candidates for dividing, are generated.
Before dividing the expressions, those products which give a "maximal" reduction in the number of computational operations should be chosen. The quotation marks are used because this choice is made using a suboptimal algorithm. From all generated products that one is chosen which gives "maximal" reduction in the number of operations. Then, from all other products, the chosen addends are eliminated, and the procedure is repeated again. The procedure stops when there is no product left to be chosen. It is obvious that this greedy algorithm, which in every step takes the "best" solution, does not guarantee the globally best solution. Still, this algorithm can be effectively implemented and gives satisfactory results in practical applications.

3. Choice of the products

All products, the candidates for dividing the expressions, were generated by the algorithm described in [7]. Those products are stored in the list of products listpro. This is a list of structures which represents the products. The data structure which describes one product is given in the pseudocode.

```c
struct product {
  int m, n, matadd[m][n];
  struct product * nextpr;
}
```

Dimension of the product is represented by m and n and equals m × n. The matrix matadd[m][n] represents the indexes of the addends which form the given product. In nextpr, the pointer to the next product in the list of products is given. An array of pointers arrpp with the dimension d ap is introduced, where each member of this array points to the first element in the list of products which has the corresponding value for m. From the list of products listpro those products are chosen which give a "maximal" reduction in the number of operations. The procedure ChoBestPro is given in the pseudocode.

```c
ChoBestPro(listpro, arrpp, d ap) {
  p = listpro;
```
while (pl != NULL) {
    while (p = arrpp[dap - 1])
        p = p->nextp;
    MaxDim(p);
    p3 = ReconsPro(lispro, p, arrpp, dap);
    InsListPro(nlispro, p3);
    DelProList(p3, lispro, arrpp, dap);
    p = lispro;
}  
lispro = nlispro;

The first step of this procedure is positioning of the variable p onto the first product with the maximal value for m. This is the product pointed by the pointer arrpp[dap - 1]. Then, among the products with the same value for m, the variable p is positioned by the procedure MaxDim(p), onto that product having maximal dimension \( m \times n \). This product is eliminated from the list of the products lispro by the procedure ReconsPro(lispro, p, arrpp, dap ), which reconnects the list, and if necessary, modifies the array of pointers arrpp and its dimension dap. Then, the chosen product p3 (one with the maximal dimension) is inserted into the new list of products nlispro by the procedure InsListPro(nlispro, p3). In this new list are stored those products which are chosen for dividing the expression.

The next step is to modify all the products that remained in the list lispro, which is achieved by applying the procedure DelProList(p3, lispro, arrpp, dap ). By this procedure, those addends which participate in the chosen product p3 are eliminated from all other products, because in the process of dividing the expression every expression addend can be used only once. In this way, some of the products are completely eliminated from the list of products and some of them obtain a new, smaller dimension. In the case of eliminating a product from the list, the array of pointers arrpp and its dimension dap are modified if necessary. In the case of changing the dimension, the value for \( m \) can be smaller than before, and the product must be transferred to the corresponding place in the list lispro. Then, the variable p is positioned again onto the beginning of the list lispro, and the same procedure is repeated until the list of products lispro is empty. Finally, the pointer is set onto the new list nlispro in which all the chosen products are stored.
It is obvious that the above algorithm does not guarantee the optimality of the chosen products in the sense of the reduction in the number of computational operations. Instead of the optimal one, some kind of a greedy algorithm is applied here. In each step, the algorithm chooses that product which gives a "maximal" reduction in the number of operations. Again, the algorithm does not calculate the real reduction in the number of operations for each of the products, with the aim of obtaining the one which gives a maximal reduction. In order to construct the procedure for calculating the real reduction for each product, it is necessary to keep information about the number of factors in every addend in addition to that about the number of addends in the product. Such solution demands more complex data structure for the list of products (listpro) and additional time for calculating the reduction in the number of operations. Instead of that, for the product with "maximal" reduction, that one is chosen which has a maximal dimension \( m \times n \) (number of the addends in the product) among the products having the same maximal value for \( m \). We should mention that the products are arranged so that \( m \) is always less or equal than \( n \). The idea of the algorithm is now clear. It is better to choose the product with a smaller dimension but with \( m \) and \( n \) closer to each other (4 \( \times \) 5), than the one with a greater dimension but with a larger distance between \( m \) and \( n \) (2 \( \times \) 11).

This algorithm sacrifices the correctness in the calculating the reduction in the number of operations in order to obtain a fast and still very efficient procedure for choosing the products for dividing the polynomial expressions.

4. Conclusion

The algorithms for forming symbolic mathematical models of complex robotic systems have been developed. With the aim of reducing the number of mathematical operations, the investigations are directed towards the development of the algorithms for simplification of analytical expressions. These algorithms form the process for reduction of calculating complexity of the analytical expressions which is a necessary part of the mathematical modelling process in symbolic form. The aim of reducing the model calculating complexity is the need for calculating numerical values of the model quantities in the real-time regime.

This paper gives a new approach to the reduction of the model calculating complexity, which instead of using the specific features of robotic
mechanisms and the corresponding equations for deriving their models, determines the mathematical form of the model analytical expressions and performs the general procedures for reducing their calculating complexity. This approach is illustrated by developing an algorithm for choosing the products with a "maximal" reduction in the number of computational operations. This choice is made using a suboptimal algorithm, which in an efficient way determines which products should be chosen.
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