Consider the minimization problem with a convex separable objective function over a feasible region defined by linear equality constraint(s)/linear inequality constraint of the form “greater than or equal to” and bounds on the variables. A necessary and sufficient condition and a sufficient condition are proved for a feasible solution to be an optimal solution to these two problems, respectively. Iterative algorithms of polynomial complexity for solving such problems are suggested and convergence of these algorithms is proved. Some convex functions, important for problems under consideration, as well as computational results are presented.

1. Introduction
In many cases, we have to minimize a convex separable function over a region defined by a linear equality or inequality “≥” constraint with positive coefficients, and two-sided bounds on the variables.

Such problems and problems related to them arise, for example, in production planning and scheduling [2] and Problem 4, Section 5, in allocation of resources [2, 31] and Problem 1, Section 5, in allocation of effort resources among competing activities [16] and Problems 3, 5, and 6, Section 5, in the theory of search [6], in subgradient optimization [11], in facility location [24], and in the implementation of projection methods when the feasible region is of the considered form [28] and Problem 2, Section 5, and so forth.

The problems under consideration can mathematically be formulated as follows:

\[
\min \left\{ c(x) = \sum_{j \in J} c_j(x_j) \right\} \tag{1.1}
\]

subject to

\[
\sum_{j \in J} d_j x_j \begin{cases} \geq \alpha \\ = \end{cases} \tag{1.2}
\]

\[
a_j \leq x_j \leq b_j, \quad j \in J, \tag{1.3}
\]
where $c_j(x_j)$ are twice differentiable convex functions, defined on the open convex sets $X_j$ in $\mathbb{R}$, $j \in J$, respectively; $d_j > 0$ for every $j \in J$, $x = (x_j)_{j \in J}$, and $J \equiv \{1, \ldots, n\}$.

Denote this problem by $(C^=)$ in the first case (problem (1.1), (1.2), and (1.3) with equality constraint (1.2)), and by $(C^\geq)$ in the second case (problem (1.1), (1.2), and (1.3) with inequality “$\geq$” constraint (1.2)). Denote by $X^=\cap X^\geq$ the feasible region (1.2)-(1.3) in the two cases, respectively. A constraint like (1.2) is known as the knapsack constraint.

Also, a generalization of problem $(C^=)$, denoted by $(C^m)$, is considered in which (1.2) is defined by $m$ linear equality constraints.

The feasible region (1.2)-(1.3) is an intersection of the hyperplane(s)/halfspace (1.2) and the box (1.3) of dimension $|J| = n$. Therefore, (1.2)-(1.3) is a convex set. Therefore, $(C^=),(C^m)$, and $(C^\geq)$ are convex programming problems.

Problems like $(C^=)$ and $(C^\geq)$ are subject of intensive study. Related problems and methods for them are considered in [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31]. The solution of knapsack problems with arbitrary convex or concave objective functions is studied in [2, 16, 20, 25, 31], and so forth. Algorithms for solving convex quadratic minimization problems with a linear equality/inequality constraint and box constraints are proposed in [27]. Quadratic knapsack problems and problems related to them are studied in [4, 22, 23], and so forth. A nonconvex variant of these problems is considered in [29], and algorithms for the case of convex quadratic objective function are proposed in [4, 9, 12, 21], and so forth. Bounded knapsack sharing is considered in [3]. Algorithms for bound constrained quadratic programming problems are proposed in [19], and minimization of quadratic functions subject to box constraints is considered in [8]. Quasi-Newton updates with bounds are suggested in [5]. A Lagrangian relaxation algorithm for the constrained matrix problem is proposed in [7]. Analytic solutions of nonlinear programs subject to one or two equality constraints are studied in [10], and minimization subject to one linear equality constraint and bounds on the variables is considered in [17]. Iterative quadratic optimization algorithms for pairs of inequalities are proposed in [13]. A polynomial-time algorithm for the resource allocation problem with a convex objective function and nonnegative integer variables is suggested in [14]. Algorithms for the least-distance problem are proposed in [1, 30]. Polynomial algorithms for projecting a point onto a region defined by a linear constraint and box constraints in $\mathbb{R}^n$ are suggested in [28]. An algorithm for finding a projection onto a simple polytope is proposed in [18]. A method for solving a convex integer programming problem is suggested in [26]. The problems of maximizing and minimizing subsums subject to a sum- and a Schur-convex constraint are solved in [15] without the use of the theory of convex programming.

In this paper, we propose iterative algorithms (Sections 3.2 and 3.4) which are based on Theorems 2.1 and 2.4 (Sections 2.1 and 2.3, resp.). Convergence of these algorithms is based on Theorem 3.2 (Section 3.3). Then we pay our attention to some extensions concerning theoretical and computational aspects of the proposed approach (Section 4). In Section 5, we give examples of convex functions $c_j(x_j)$, which are involved in problems under consideration, and some computational results.

This paper is a continuation of the author’s work [25] in which we proposed polynomial-time algorithms for a convex separable problem subject to convex separable
inequality constraint of the form “≤” and bounded variables, and generalization of the author’s paper [27], in which the special case of quadratic separable objective function is studied.

2. Main results: characterization theorems

2.1. Problem (C∞). First consider the following problem (C∞):

\[
\min \left\{ c(x) = \sum_{j \in J} c_j(x_j) \right\}
\]

subject to

\[
\sum_{j \in J} d_j x_j = \alpha, \quad d_j > 0, \quad j \in J,
\]

\[
a_j \leq x_j \leq b_j, \quad j \in J.
\]

Suppose that the following assumptions are satisfied.

(1a) \(a_j \leq b_j\) for all \(j \in J\). If \(a_k = b_k\) for some \(k \in J\), then the value \(x_k := a_k = b_k\) is determined in advance.

(2a) \(\sum_{j \in J} d_j a_j \leq \alpha \leq \sum_{j \in J} d_j b_j\). Otherwise, the constraints (2.2) and (2.3) are inconsistent and \(X^∞ = \emptyset\), where \(X^∞\) is defined by (2.2) and (2.3).

Let \(h^∞_j, j \in J\), be the value of \(x_j\) for which \(c'_j(x_j) = 0\). If a finite value with this property does not exist, this means that the function \(c_j(x_j)\) does not change the type of its monotonicity, that is, \(c_j(x_j)\) is a nondecreasing or nonincreasing function in the interval \((-∞, +∞)\). That is why, in case there does not exist a finite value \(h^∞_j\) such that \(c'_j(h^∞_j) = 0\), we adopt the following:

(i) \(h^∞_j := -∞\), if \(c_j(x_j)\) is a nondecreasing function;

(ii) \(h^∞_j := +∞\), if \(c_j(x_j)\) is a nonincreasing function.

The Lagrangian for problem (C∞) is

\[
L(x, u, v, \lambda) = \sum_{j \in J} c_j(x_j) + \lambda \left( \sum_{j \in J} d_j x_j - \alpha \right) + \sum_{j \in J} u_j (a_j - x_j) + \sum_{j \in J} v_j (x_j - b_j),
\]

where \(\lambda \in \mathbb{R}^1\), \(u, v \in \mathbb{R}^n_+\), and \(\mathbb{R}^n_+\) consists of all vectors with \(n\) real nonnegative components.

The Karush-Kuhn-Tucker (KKT) necessary and sufficient optimality conditions for the minimum solution \(x^* = (x^*_j)_{j \in J}\) for problem (C∞) are

\[
c'_j(x^*_j) + \lambda d_j - u_j + v_j = 0, \quad j \in J,
\]

\[
u_j (a_j - x^*_j) = 0, \quad j \in J,
\]

\[
v_j (x^*_j - b_j) = 0, \quad j \in J,
\]
\[ \lambda \in \mathbb{R}^1, \quad u_j \in \mathbb{R}_+^1, \quad v_j \in \mathbb{R}_+^1, \quad j \in J, \]
\[ \sum_{j \in J} d_j x_j^* = \alpha, \]  \hspace{1cm} (2.8)
\[ a_j \leq x_j^* \leq b_j, \quad j \in J, \]  \hspace{1cm} (2.9)
\[ \frac{\partial f_j}{\partial x_j} \left( x_j^* \right) \neq 0, \quad j \in J. \]  \hspace{1cm} (2.10)

where \( \lambda, u_j, v_j, \) \( j \in J, \) are the Lagrange multipliers associated with the constraints (2.2), \( a_j \leq x_j, x_j \leq b_j, \) \( j \in J, \) respectively. If \( a_j = -\infty \) or \( b_j = +\infty \) for some \( j, \) we do not consider the corresponding condition (2.6) \((2.7), \) resp.\) and Lagrange multiplier \( u_j (v_j, \) resp.

Since \( c_j(x_j), \) \( j \in J, \) are convex differentiable functions in one variable, then \( c_j'(x_j) \) are monotone nondecreasing functions of \( x_j, \) \( j \in J, \) that is,
\[ [c_j'(x_j^1) - c_j'(x_j^2)] (x_j^1 - x_j^2) \geq 0 \quad \forall x_j^1, x_j^2, \ j \in J. \]  \hspace{1cm} (2.11)

Since \( u_j \geq 0, v_j \geq 0, \) \( j \in J, \) and since the complementary conditions (2.6) and (2.7) must be satisfied, in order to find \( x_j^*, \) \( j \in J, \) from system (2.5), (2.6), (2.7), (2.8), (2.9), and (2.10), we have to consider all possible cases for \( u_j, v_j: \) all \( u_j, v_j \) equal to 0; all \( u_j, v_j \) different from 0; some of them equal to 0 and some of them different from 0. The number of these cases is \( 2^{2J} = 2^{2n}, \) where \( 2n \) is the number of all \( u_j, v_j, \ j \in J, \) and \( |J| = n. \) Obviously, this is an enormous number of cases, especially for large-scale problems. For example, when \( n = 1500, \) we have to consider \( 2^{3000} \approx 10^{900} \) cases. Moreover, in each case, we have to solve a large-scale system of (nonlinear) equations in \( x_j^*, \lambda, u_j, v_j, \ j \in J. \) Therefore, the direct application of the KKT theorem, using explicit enumeration of all possible cases, for solving large-scale problems of the considered form would not give a result and we need efficient methods to solve the problems under consideration.

Theorem 2.1 gives necessary and sufficient condition (characterization) of the optimal solution to problem \((C^\ast). \) Its proof, of course, is based on the KKT theorem. As we will see in Section 5, by using Theorem 2.1, we can solve problem \((C^\ast) \) with \( n = 1500 \) variables for about 0.0001 seconds on a personal computer.

**Theorem 2.1** (characterization of the optimal solution to problem \((C^\ast). \) A feasible solution \( x^* = (x_j^*)_{j \in J} \in X^\ast \) is an optimal solution to problem \((C^\ast) \) if and only if there exists a \( \lambda \in \mathbb{R}^1 \) such that
\[ x_j^* = a_j, \quad j \in J^a \]  \hspace{1cm} (2.12)
\[ x_j^* = b_j, \quad j \in J^b \]  \hspace{1cm} (2.13)
\[ x_j^*: \lambda d_j = -c_j'(x_j^*) \]  \hspace{1cm} (2.14)

When \( c_j(x_j) \) are strictly convex, inequalities defining \( J^a \) in (2.14) are strict.

**Proof.** Necessity. Let \( x^* = (x_j^*)_{j \in J} \) be an optimal solution to \((C^\ast). \) Then there exist constants \( \lambda, u_j, v_j, \ j \in J, \) such that KKT conditions (2.5), (2.6), (2.7), (2.8), (2.9), and (2.10) are satisfied.
(a) If \( x_j^* = a_j \), then \( u_j \geq 0 \) and \( v_j = 0 \) according to (2.6), (2.7), and (2.8). Therefore, (2.5) implies that \( c_j'(x_j^*) = u_j - \lambda d_j \geq -\lambda d_j \). Since \( d_j > 0 \), then
\[
\lambda \geq -\frac{c_j'(x_j^*)}{d_j} \equiv -\frac{c_j'(a_j)}{d_j}.
\] (2.15)

(b) If \( x_j^* = b_j \), then \( u_j = 0 \) and \( v_j \geq 0 \) according to (2.6), (2.7), and (2.8). Therefore, (2.5) implies that \( c_j'(x_j^*) = -v_j - \lambda d_j \leq -\lambda d_j \). Hence,
\[
\lambda \leq -\frac{c_j'(x_j^*)}{d_j} \equiv -\frac{c_j'(b_j)}{d_j}.
\] (2.16)

(c) If \( a_j < x_j^* < b_j \), then \( u_j = v_j = 0 \) according to (2.6) and (2.7). Therefore, (2.5) implies that \( c_j'(x_j^*) = \lambda d_j \). Since \( c_j(x_j), j \in J \), are convex differentiable functions, then \( c_j'(x_j) \) are nondecreasing functions, and since \( b_j > x_j^*, x_j^* > a_j, j \in J \), by the assumptions, it follows that
\[
c_j'(b_j) \geq c_j'(x_j^*) \geq c_j'(a_j), \quad j \in J.
\] (2.17)

Multiplying these inequalities by \( -1/d_j \) and using that \( d_j > 0 \), we obtain
\[
-\frac{c_j'(b_j)}{d_j} \leq \lambda \leq -\frac{c_j'(a_j)}{d_j}.
\] (2.19)

When \( c_j(x_j), j \in J \), are strictly convex, then \( a_j < x_j^* < b_j \) implies that \( c_j'(b_j) > c_j'(x_j^*) > c_j'(a_j), j \in J \), strictly. Then inequalities in (2.19) are strict.

To describe cases (a), (b), and (c), we introduce the index sets \( J_\lambda^a, J_\lambda^b, J_\lambda \) defined by (2.12), (2.13), and (2.14), respectively. It is obvious that \( J_\lambda^a \cup J_\lambda^b \cup J_\lambda = J \). The “necessity” part of Theorem 2.1 is proved.

**Sufficiency.** Conversely, let \( x^* = (x_j^*)_{j \in J} \in X^* \) and components of \( x^* \) satisfy (2.12), (2.13), and (2.14). Set
\[
\lambda = -\frac{c_j'(x_j^*)}{d_j}; \quad u_j = v_j = 0 \quad \text{for} \; j \in J_\lambda^a;
\]
\[
u_j = c_j'(a_j) + \lambda d_j \quad (\geq 0), \quad v_j = 0 \quad \text{for} \; j \in J_\lambda^b;
\]
\[
u_j = -c_j'(b_j) - \lambda d_j \quad (\geq 0) \quad \text{for} \; j \in J_\lambda^b.
\] (2.20)

Clearly, \( x^*, \lambda, u_j, v_j, j \in J \), satisfy KKT conditions (2.5), (2.6), (2.7), (2.8), (2.9), and (2.10), which are necessary and sufficient conditions for a feasible solution to be an optimal solution to a convex minimization problem. Therefore, \( x^* \) is an optimal solution to problem \( (C^*) \) defined by (2.1), (2.2), and (2.3).
When \( c_j(x_j), j \in J \), are strictly convex, this optimal solution is unique. □

The importance of Theorem 2.1 consists in the fact that it describes components of the optimal solution to problem \((C^=)\) only through the Lagrange multiplier \( \lambda \) associated with the equality constraint (2.2).

Since we do not know the optimal value of \( \lambda \) from Theorem 2.1, we define an iterative process with respect to the Lagrange multiplier \( \lambda \) and we prove the convergence of this process in Section 3.

Using that \( d_j > 0, j \in J \), from monotonicity of \( c'_j(x_j) \) and from \( a_j \leq b_j, j \in J \), it follows that \( ub_j \triangleq -c'_j(b_j)/d_j \leq -c'_j(a_j)/d_j \triangleq la_j, j \in J \), for the expressions by means of which we define the sets \( J^\lambda_a, J^\lambda_b \), and \( J^\lambda \).

The problem how to ensure a feasible solution to problem \((C^=)\) defined by (2.1), (2.2), and (2.3), which is an assumption for Theorem 2.1, is discussed in Section 3.3.

The question whether \( x_j, j \in J^\lambda \), are always uniquely determined from (2.14) in \([a_j, b_j]\) is important. In general, if \( c(x) \equiv \sum_{j \in J} c_j(x_j) \) is a strictly convex function, then problem \((C^=)\) has a unique optimal solution in the feasible region \( X^= \) defined by (2.2) and (2.3) in case \((C^=)\) has a feasible solution, that is, \( x^*_j, j \in J^\lambda \), are uniquely determined from (2.14) in this case. If the parameters \( a_j, b_j \), and so forth of particular problems of type \((C^=)\) are generated in intervals where the functions \( c_j(x_j) \) are strictly convex, then the optimal solution to the corresponding problem \((C^=)\), if it has an optimal solution, is unique.

If \( c(x) \) is a convex function but not necessarily a strictly convex function, then, as it is known, any local minimum point of \( c(x) \) is a global minimum point as well and the set of optimal solutions to a convex minimization problem is convex. Therefore, the optimal value of the objective function subject to (2.2) and (2.3) is the same for all optimal solutions to \((C^=)\) if it has more than one optimal solution. If, for example, (2.14) is a linear equation of \( x^*_j \), then \( x^*_j, j \in J^\lambda \), are uniquely determined from (2.14) in this case as well.

2.2. Problem \((C^m)\). Denote by \((C^m)\) the problem

\[
\min \left\{ c(x) = \sum_{j \in J} c_j(x_j) \right\}
\]

subject to

\[
Dx = \alpha, \quad (2.22)
\]

\[
a \leq x \leq b, \quad (2.23)
\]

where \( c_j(x_j) \) are differentiable strictly convex functions, \( j \in J, D = (d_{ij}) \in \mathbb{R}^{m \times n}, \alpha \in \mathbb{R}^m, a = (a_1, \ldots, a_n), \) and \( b = (b_1, \ldots, b_n) \in \mathbb{R}^n \).

The feasible region (2.22)-(2.23) is an intersection of \( m \) hyperplanes (2.22) and the box (2.23).

Problem \((C^=)\), considered in Section 2.1, is a special case of problem \((C^m)\) with \( m = 1 \). We consider problem \((C^=)\) separately because Theorem 2.1 and the algorithm suggested for \((C^=)\) in Section 3.2 are used in the proof of Theorem 2.4 and in the statement of Algorithm 3.2 for problem \((C^=)\), respectively.
Denote by $P_c(D, \alpha, a, b)$ the solution to problem $(C_m)$. Since $c(x)$ is strictly convex as a sum of strictly convex functions, then $P_c(D, \alpha, a, b)$ is uniquely defined, that is, there is at most one minimum which is both local and global.

Denote $y = [x_j^+]_n$, where $y_j = \min\{\max\{x_j, a_j\}, b_j\}$ for each $j \in J$.

The KKT conditions for $x^* \in \mathbb{R}^n$ to be a local minimum of $(C_m)$ are

$$
\begin{align*}
Dx^* &= \alpha, \quad \text{(2.24)} \\
a \leq x^*, \quad \text{(2.25)} \\
x^* &\leq b, \quad \text{(2.26)} \\
c'(x^*) + DT\lambda - u + v &= 0, \quad \text{(2.27)} \\
u_j(a_j - x_j^*) &= 0, \quad j \in J, \quad \text{(2.28)} \\
v_j(x_j^* - b_j) &= 0, \quad j \in J, \quad \text{(2.29)} \\
u &\geq 0, \quad \text{(2.30)} \\
v &\geq 0, \quad \text{(2.31)}
\end{align*}
$$

where $\lambda \in \mathbb{R}^m, u, v \in \mathbb{R}^n_+$ are the Lagrange multipliers associated with (2.22) and the two inequalities of (2.23), respectively.

The map $c' \equiv \nabla c : \mathbb{R}^n \to \mathbb{R}^n$ is strict monotone increasing since $c$ is a strictly convex function. Therefore, $(\nabla c)^{-1} : \mathbb{R}^n \to \mathbb{R}^n$ is well defined.

**Theorem 2.2.** Let $c : \mathbb{R}^n \to \mathbb{R}$ be separable, differentiable, and strictly convex. Then,

$$
\{P_c(D, \alpha, a, b)\} = \{(c')^{-1}[-DTt]c'(b) : t \in \mathbb{R}^m\}, \quad \text{(2.32)}
$$

where $D, \alpha, a, b$ are defined above.

**Proof.** Relation (2.32) is proved by two-way inclusion.

(i) Let $x^* = P_c(D, \alpha, a, b)$ for some $\alpha \in \mathbb{R}^m$. Then there exist $\lambda \in \mathbb{R}^m, u, v \in \mathbb{R}^n_+$ satisfying the KKT conditions (2.24), (2.25), (2.26), (2.27), (2.28), (2.29), (2.30), and (2.31) together with this $x^*$.

It follows from (2.27) that

$$
DT\lambda = -c'(x^*) + u - v, \quad \text{(2.33)}
$$

that is,

$$
\langle D_j, \lambda \rangle = -c'_j(x_j^*) + u_j - v_j \quad \text{(2.34)}
$$

for each $j \in J$.

If $\langle D_j, \lambda \rangle > -c'_j(x_j^*)$, then $u_j > v_j \geq 0$, so $x_j^* = a_j$ according to (2.28), that is,

$$
\langle D_j, \lambda \rangle > -c'_j(x_j^*) \text{ implies that } x_j^* = a_j. \quad \text{(2.35)}
$$

Similarly, if $\langle D_j, \lambda \rangle < -c'_j(x_j^*)$, then $v_j > u_j \geq 0$, so $x_j^* = b_j$ according to (2.29), that is,

$$
\langle D_j, \lambda \rangle < -c'_j(x_j^*) \text{ implies that } x_j^* = b_j. \quad \text{(2.36)}
$$
Since \( a_j \leq b_j \), by assumption, we have three cases to consider.

**Case 1.** \( \langle D_j, \lambda \rangle > -c'_j(a_j) \). Then \( \langle D_j, \lambda \rangle > -c'_j(x^*_j) \) according to (2.25) and the monotonicity of \( c'_j \). Hence, \( x^*_j = a_j \) in accordance with (2.35).

**Case 2.** \( \langle D_j, \lambda \rangle < -c'_j(b_j) \). Then \( \langle D_j, \lambda \rangle < -c'_j(x^*_j) \) according to (2.26) and the monotonicity of \( c'_j \). Hence, \( x^*_j = b_j \) in accordance with (2.36).

**Case 3.** \( -c'_j(b_j) \leq \langle D_j, \lambda \rangle \leq -c'_j(a_j) \). If \( \langle D_j, \lambda \rangle < -c'_j(x^*_j) \), then \( x^*_j = b_j \) according to (2.36). Therefore, \( \langle D_j, \lambda \rangle \geq -c'_j(x^*_j) \) because \( \langle D_j, \lambda \rangle \geq -c'_j(b_j) \) by the assumption of Case 3, a contradiction. Similarly, if we assume that \( \langle D_j, \lambda \rangle > -c'_j(x^*_j) \) strictly, this would imply that \( x^*_j = a_j \) according to (2.35) and \( \langle D_j, \lambda \rangle \leq -c'_j(x^*_j) \), a contradiction.

Then \( \langle D_j, \lambda \rangle = -c'_j(x^*_j) \), so it follows that \( x^*_j = (c'_j)^{-1}(-\langle D_j, \lambda \rangle) \).

In the three cases considered, we have

\[
x^*_j = (c'_j)^{-1}[-\langle D_j, \lambda \rangle]_{c'_j(a_j)},
\]

Hence, \( x^* = (c')^{-1}[-D^T \lambda]_{c^C(a)} \), that is,

\[
\{P_c(D, \alpha, a, b)\} \subseteq \{(c')^{-1}[-D^T \lambda]_{c^C(a)} : t \in \mathbb{R}^m \}.
\]

(ii) Conversely, suppose that \( x^* \in \mathbb{R}^n \) and \( x^* = (c')^{-1}[-D^T \lambda]_{c^C(a)} \) for some \( t \in \mathbb{R}^m \). Set

\[
\begin{align*}
\alpha &= D(c')^{-1}[-D^T t]_{c^C(a)}, \\
\lambda &= t, \\
u &= c'(a) + D^T t, \\
v &= -c'(b) - D^T t.
\end{align*}
\]

We have to prove that \( x^*, \alpha, \lambda, u, v \) satisfy the KKT conditions (2.24), (2.25), (2.26), (2.27), (2.28), (2.29), (2.30), and (2.31).

Obviously, \( x^* \) and \( \alpha \) satisfy (2.24), \( x^* \) satisfies (2.25) and (2.26) (these are (2.23)) according to the definition of \( [x]_a^b \) and the monotonicity of \( c' \).

In order to verify (2.27), (2.28), (2.29), (2.30), and (2.31), we consider each \( j \in J \). There are three possible cases.

**Case 1.** \( \langle D_j, t \rangle > -c'_j(a_j) \). Then \( c'_j(a_j) + \langle D_j, t \rangle > 0 \), and since \( a_j \leq b_j \), then \( -c'_j(b_j) - \langle D_j, t \rangle < 0 \). Therefore, \( x^*_j = a_j, \lambda = t, u_j = c'_j(a_j) + \langle D_j, t \rangle, v_j = 0 \).

**Case 2.** \( \langle D_j, t \rangle < -c'_j(b_j) \). Then \( -c'_j(b_j) - \langle D_j, t \rangle > 0 \), and since \( a_j \leq b_j \), then \( c'_j(a_j) + \langle D_j, t \rangle < 0 \). Therefore, \( x^*_j = b_j, \lambda = t, u_j = 0, v_j = -c'_j(b_j) - \langle D_j, t \rangle \).

**Case 3.** \( -c'_j(b_j) \leq \langle D_j, t \rangle \leq -c'_j(a_j) \). Then \( -c'_j(b_j) - \langle D_j, t \rangle \leq 0, \langle D_j, t \rangle + c'_j(a_j) \leq 0 \). Therefore, \( x^*_j = (c'_j)^{-1}(-\langle D_j, t \rangle), \lambda = t, u_j = v_j = 0 \).

Obviously, in each of the three cases, \( x^*_j, u_j, v_j \) \( (j \in J) \), \( \lambda \) satisfy (2.27), (2.28), (2.29), (2.30), and (2.31) as well.
Therefore, \( x^*, \alpha, \lambda, u, v \) satisfy the KKT conditions (2.24), (2.25), (2.26), (2.27), (2.28), (2.29), (2.30), and (2.31), so \( x^* \in P_c(D, \alpha, a, b) \) according to the definition of \( P_c(D, \alpha, a, b) \).

The two-way inclusion implies (2.32). □

Define the functions \( x : \mathbb{R}^m \to \mathbb{R}^n, \alpha : \mathbb{R}^m \to \mathbb{R}^m \) by

\[
x(t) = (c')^{-1}\left[-D^T t\right]_{c(a)}^{c(b)}, \quad \alpha(t) = D(c')^{-1}\left[-D^T t\right]_{c(a)}^{c(b)}.
\]

(2.40) (2.41)

Then the following corollary holds.

**Corollary 2.3.** Vectors \( x^* \in \mathbb{R}^n, \alpha^* \in \mathbb{R}^m \) satisfy \( x^* = P_c(D, \alpha^*, a, b) \) if and only if there exists \( t^* \in \mathbb{R}^m \) such that

\[
x(t^*) = x^*, \quad \alpha(t^*) = \alpha^*.
\]

(2.42) (2.43)

Proof of Corollary 2.3 follows from the statement of problem \( (C_m^c) \) and (2.32).

It follows from Corollary 2.3 that \( x^* = P_c(D, \alpha^*, a, b) \) can be solved with respect to \( x^* \) for given \( \alpha^* \) by first solving (2.43) for \( t^* \) and then calculating \( x^* \) by using (2.42).

Let \( S \) be the set of solutions to (2.43) for a particular value of \( \alpha^* \):

\[
S = \{ t \in \mathbb{R}^m : \alpha(t) = \alpha^* \}.
\]

(2.44)

According to (2.41), each component of \( \alpha(t) \) is a linear combination of the same set of terms. Each term \( (c')^{-1}\left[-D^T t\right]_{c(j)}^{c(b)} \) is a smooth function of \( t \) except on the pair of break hyperplanes

\[
A_j = \{ t \in \mathbb{R}^m : \langle D_j, t \rangle = -c_j(a_j) \}, \quad B_j = \{ t \in \mathbb{R}^m : \langle D_j, t \rangle = -c_j(b_j) \}.
\]

(2.45)

These break hyperplanes are generalizations of breakpoints considered in Section 3.1.

**2.3. Problem \( (C^\geq) \).** Consider now the problem \( (C^\geq) \) with linear inequality “\( \geq \)” constraint (1.2):

\[
\min \left\{ c(x) = \sum_{j \in J} c_j(x_j) \right\}
\]

subject to

\[
\sum_{j \in J} d_j x_j \geq \alpha, \quad d_j > 0, \quad j \in J,
\]

\[
a_j \leq x_j \leq b_j, \quad j \in J.
\]

(2.46) (2.47) (2.48)
Suppose that the following assumptions are satisfied.

(1b) $a_j \leq b_j$ for all $j \in J$.

(2b) $\alpha \leq \sum_{j \in J} d_j b_j$. Otherwise, the constraints (2.47) and (2.48) are inconsistent and $X^z = \emptyset$, where $X^z$ is defined by (2.47) and (2.48). In addition to this assumption, we suppose that $\sum_{j \in J} d_j a_j \leq \alpha$ (see comments after the proof of Theorem 2.4, Section 2.3).

Let $h^z_j, j \in J$, be the value of $x_j$ for which $c'_j(x_j) = 0$. If such a value does not exist, since $c'_j(x_j)$ is a monotone nondecreasing function ($c_j(x_j)$ is convex), we adopt $h^z_j = +\infty$ for problem (C$^z$).

Rewrite problem (C$^z$) in the form

$$\min \left\{ c(x) = \sum_{j \in J} c_j(x_j) \right\}$$

subject to

$$- \sum_{j \in J} d_j x_j \leq -\alpha, \quad d_j > 0, \ j \in J,$$

$$a_j \leq x_j \leq b_j, \quad j \in J.$$  

Since the linear function $d(x) \overset{\text{def}}{=} -\sum_{j \in J} d_j x_j + \alpha$ is both convex and concave, then (C$^z$) is a convex optimization problem.

Let $\lambda$, $\lambda^z$ be the Lagrange multipliers associated with (2.2) (problem (C$^a$)) and with (2.47) (problem (C$^z$)), and let $x^*_j, x^z_j, j \in J$, be components of the optimal solutions to (C$^a$), (C$^z$), respectively. For the sake of simplicity, we use $u_j, v_j, j \in J$, instead of $u^*_j, v^*_j$, $j \in J$, for the Lagrange multipliers associated with $a_j \leq x_j, x_j \leq b_j, j \in J$, from (2.51), respectively.

The Lagrangian for problem (C$^z$) is

$$L(x, u, v, \lambda^z) = \sum_{j \in J} c_j(x_j) + \lambda^z \left( - \sum_{j \in J} d_j x_j + \alpha \right) + \sum_{j \in J} u_j (a_j - x_j) + \sum_{j \in J} v_j (x_j - b_j),$$

and the KKT conditions for (C$^z$) are

$$c'_j(x^z_j) - \lambda^z d_j - u_j + v_j = 0, \quad j \in J,$$

$$u_j (a_j - x^z_j) = 0, \quad j \in J,$$

$$v_j (x^z_j - b_j) = 0, \quad j \in J,$$

$$\lambda^z \left( \alpha - \sum_{j \in J} d_j x^z_j \right) = 0, \quad \lambda^z \in \mathbb{R}^1_+;$$

$$\sum_{j \in J} d_j x^z_j \geq \alpha,$$

$$a_j \leq x^z_j \leq b_j, \quad j \in J,$$

$$u_j \in \mathbb{R}^1_+, \quad v_j \in \mathbb{R}^1_+, \quad j \in J.$$
We can replace (2.53) and (2.56) by
\[
c'_j(x^*_j) + \lambda d_j - u_j + v_j = 0, \quad j \in J,
\]
\[
\lambda \left( \sum_{j \in J} d_j x^*_j - \alpha \right) = 0, \quad \lambda \in \mathbb{R}^+, \quad d_j > 0,
\]
respectively, where we have redenoted \( \lambda^\equiv := -\lambda \in \mathbb{R}^+ \).

Conditions (2.60), (2.54), (2.55), (2.58), and (2.59) with \( \lambda \) instead of \( \lambda^\equiv \) are among the KKT conditions for problem \((C^\equiv)\).

**Theorem 2.4 (sufficient condition for optimal solution to problem \((C^\equiv)\)).** (i) If \( \lambda = -c'_j(x^*_j)/d_j \leq 0, \ j \in J^1 \), then \( x^*_j, \ j \in J \), solve problem \((C^\equiv)\) as well.

(ii) If \( \lambda = -c'_j(x^*_j)/d_j > 0, \ j \in J^1 \), then \( x^*_j, \ j \in J \), defined as follows:

(a) \( x^*_j = b_j, \ j \in J^1 \),

(b) \( x^*_j = \min\{b_j, h^*_j\}, \ j \in J^1 \),

(c) \( x^*_j = \min\{b_j, h^*_j\} \) for all \( j \in J^2 \) such that \( c'_j(a_j) < 0 \),

(d) \( x^*_j = a_j \) for all \( j \in J^3 \) such that \( c'_j(a_j) \geq 0 \),

solve problem \((C^\equiv)\).

**Proof.** (i) Let \( \lambda = -c'_j(x^*_j)/d_j \leq 0, \ j \in J^1 \). Since \( x^*_j, \ j \in J \), satisfy KKT conditions (2.5), (2.6), (2.7), (2.8), and (2.10) for problem \((C^\equiv)\) as components of optimal solution to \((C^-)\), then (2.60), (2.54), (2.55), and (2.57) with equality (and therefore (2.61)), (2.58), and (2.59) are satisfied as well (with \( \lambda \) instead of \( \lambda^\equiv \)). Since they are the KKT necessary and sufficient conditions for problem \((C^\equiv)\), then \( x^*_j, \ j \in J \), solve problem \((C^\equiv)\) as well.

(ii) Let \( \lambda = -c'_j(x^*_j)/d_j > 0, \ j \in J^1 \). Since \( x^* = (x^*_j)_{j \in J} \) is an optimal solution to problem \((C^\equiv)\) by the assumption, then KKT conditions (2.5), (2.6), (2.7), (2.8), and (2.10) for problem \((C^\equiv)\) are satisfied. If \( x^\equiv := (x^*_j)_{j \in J} \) is an optimal solution to \((C^\equiv)\), then \( x^\equiv \) satisfies (2.60), (2.54), (2.55), (2.61), (2.57), (2.58), and (2.59). Since \( \lambda > 0 \), then \( \lambda \) cannot play the role of \( \lambda^\equiv \) in (2.60) and (2.61) because \( \lambda^\equiv \) must be a nonpositive real number in (2.60) and (2.61). Therefore \( x^*_j \), which satisfy KKT conditions (2.5), (2.6), (2.7), (2.8), and (2.10) for problem \((C^-)\), cannot play the roles of \( x_j^\equiv, \ j \in J \), in (2.60), (2.54), (2.55), (2.61), (2.57), (2.58), and (2.59). Hence, in the general case, the equality \( \sum_{j \in J} d_j x^*_j = \alpha \) is not satisfied for \( x_j = x^*_j \). Therefore, in order that (2.61) be satisfied, \( \lambda^\equiv \) must be equal to 0. This conclusion helps us to prove the theorem.

Let \( x^\equiv := (x^*_j)_{j \in J} \) be defined as in part (ii) of the statement of Theorem 2.4.

Set \( \lambda^\equiv = 0 \);

(1) \( u_j = 0, \ v_j = -c'_j(b_j) \geq 0 \) since \( \lambda > 0, \ d_j > 0 \), and according to the definition of \( J^1_0 \)

(2.13)) for \( j \in J^1_0 \);

(2) \( u_j = v_j = 0 \) for \( j \in J^1 \) such that \( c'_j(a_j) < 0 \) and for \( j \in J^1 \) such that \( h^*_j < b_j \);

(3) \( u_j = 0, \ v_j = -c'_j(b_j) \geq 0 \) for \( j \in J^1 \) such that \( h^*_j \geq b_j \);

(4) \( u_j = c'_j(a_j) \geq 0, \ v_j = 0 \) for \( j \in J^3 \) such that \( c'_j(a_j) \geq 0 \).

In case (2), we have \( c'_j(a_j) < 0 \equiv c'_j(h^*_j) \), therefore \( a_j \leq h^*_j = x^*_j \) according to the monotonicity of \( c'_j(x_j) \) and the definition of \( x^*_j \) in this case. In case (3), since \( b_j \leq h^*_j \), then \( c'_j(b_j) \leq c'_j(h^*_j) = 0 \) according to monotonicity of \( c'_j(x_j) \), and therefore \( v_j := -c'_j(b_j) \geq 0 \).
Consequently, conditions (2.58) and (2.59) are satisfied for all \( j \) according to (1), (2), (3), and (4).

As we have proved, (2.61) is satisfied with \( \lambda \geq 0 \). Since the equality constraint (2.2) \( \sum_{j \in J} d_j x_j^* = \alpha \) is satisfied for the optimal solution \( x^* \) to (\( C^* \)); since the components of \( x^* \) defined in the statement of Theorem 2.4(ii), are such that some of them are the same as the corresponding components of \( x^* \); since some of the components of \( x^* \), namely those for \( j \in J_\alpha \) with \( c'_j(a_j) < 0 \), are greater than the corresponding components \( x_j^* = a_j, j \in J_\alpha \), of \( x^* \); and since \( d_j > 0, j \in J \), then obviously the inequality constraint (2.47) (condition (2.57)) holds for \( x^* \). It is easy to check that other conditions (2.60), (2.54), and (2.55) are also satisfied. Thus, \( x^*_j, j \in J \), defined in the statement of Theorem 2.4(ii), satisfy the KKT conditions for problem (\( C^* \)). Therefore, \( x^* \) is an optimal solution to problem (\( C^* \)).  

According to Theorem 2.4, the optimal solution to problem (\( C^* \)) is obtained by using the optimal solution and optimal value of the Lagrange multiplier \( \lambda \) for problem (\( C^* \)). That is why we suppose that \( \sum_{j \in J} d_j a_j \leq \alpha \) in addition to assumption (2b) (see Step 1 of Algorithm 3.2, Section 3.4), as we assumed this in assumption (2a) for problem (\( C^* \)).

### 3. Algorithms

#### 3.1. Analysis of the optimal solution to problem (\( C^* \))

Since the optimal solution \( x^* \) to problem (\( C^* \)) depends on \( \lambda \), we consider the components of \( x^* \) as functions of \( \lambda \) for different \( \lambda \in \mathbb{R}^1 \):

\[
x_j(\lambda) = \begin{cases} a_j, & j \in J_\alpha, \\ b_j, & j \in J_b, \\ x_j^*: c'_j(x_j^*) + \lambda d_j = 0, & j \in J^1. \end{cases}
\]

(3.1)

Functions \( x_j(\lambda), j \in J \), are piecewise linear, monotone, piecewise differentiable functions of \( \lambda \), with two breakpoints at \( \lambda = -c'_j(a_j)/d_j \) and \( \lambda = -c'_j(b_j)/d_j \).

Let

\[
\delta(\lambda) \overset{\text{def}}{=} \sum_{j \in J_\alpha} d_j a_j + \sum_{j \in J_b} d_j b_j + \sum_{j \in J^1} d_j x_j(\lambda) - \alpha.
\]

(3.2)

According to \( u_j = v_j = 0, j \in J^1 \), condition (2.5) becomes

\[
c'_j(x_j(\lambda)) + \lambda d_j = 0, \quad j \in J^1.
\]

(3.3)

If we differentiate both sides of each of these expressions with respect to \( \lambda \) (using that \( c''_j(x_j), j \in J^1 \), exist by assumption; \( x'_j(\lambda), j \in J^1 \), exist because \( x_j(\lambda) \) are defined by \( x_j(\lambda) = x_j^* \) such that \( c'_j(x_j^*) + \lambda d_j = 0 \) for \( j \in J^1 \)), we obtain

\[
c''_j(x_j(\lambda)) x'_j(\lambda) + d_j = 0, \quad j \in J^1.
\]

(3.4)
Therefore,
\[ x'_j(\lambda) = -\frac{d_j}{c''_j(x_j(\lambda))}, \quad j \in J^1, \]
and since \( c''_j(x_j) \geq 0, \) \( j \in J, \) as the second derivatives of convex differentiable functions; \( d_j > 0 \) by the assumption, then \( x'_j(\lambda) < 0, j \in J^1. \) (If we assume that \( c''_j(x_j(\lambda)) = 0, \) then \( d_j = 0 \) according to (3.4). However, \( d_j > 0, \) \( j \in J, \) by the assumption, a contradiction.) Consequently,
\[ \delta'(\lambda) = \sum_{j \in J^1} d_jx'_j(\lambda) < 0, \]
when \( J^1 \neq \emptyset, \) and \( \delta'(\lambda) = 0 \) when \( J^1 = \emptyset. \) Hence, \( \delta(\lambda) \) is a monotone nonincreasing function of \( \lambda \in \mathbb{R}^1. \)

Using equation \( \delta(\lambda) = 0, \) where \( \delta(\lambda) \) is defined by (3.2), we are always able to determine \( \lambda \) as an implicit function of \( \mathbf{x}: \lambda = \lambda(\mathbf{x}), \) because \( \delta'(\lambda) < 0 \) when \( J^1 \neq \emptyset \) according to (3.6) (it is important that \( \delta'(\lambda) \neq 0). \) Moreover, since \( \delta(\lambda) \) is a linear function of \( \mathbf{x}(\lambda), \) it is always possible to obtain a closed-form expression of \( \lambda. \) It turns out that for our purpose, without loss of generality, we can assume that \( \delta'(\lambda) \neq 0, \) that is, \( \delta(\lambda) \) depends of \( \lambda, \) which means that \( J^1 \neq \emptyset \) (see the third paragraph of Remark 3.3).

At iteration \( k \) of the implementation of algorithms, denote by \( \lambda^{(k)} \) the value of the Lagrange multiplier associated with the constraint (2.2) ((2.47), resp.), by \( \alpha^{(k)} \) the right-hand side of (2.2) ((2.47), resp.); by \( J^{(k)}, J_{\alpha}^{(k)}, J_{\beta}^{(k)}, J^{(k)} \) the current sets \( J, J_{\alpha}, J_{\beta}, J^{(k)}, \) respectively.

3.2. Algorithm 3.1 (for problem \( (C^-) \)). According to Theorem 2.1 and the preliminary analysis, we can suggest the following algorithm for solving problem \( (C^-) \) with strictly convex differentiable functions \( c_j(x_j), \) see Algorithm 3.1.

Remark 3.1. To avoid a possible “endless loop” in programming Algorithm 3.1, the criterion of Step 5 to go to Step 8 at iteration \( k \) usually is not \( \delta(\lambda^{(k)}) = 0 \) but \( \delta(\lambda^{(k)}) \in [-\varepsilon, \varepsilon] \) where \( \varepsilon > 0 \) is some tolerance value up to which the equality \( \delta(\lambda^*) = 0 \) (i.e., \( \sum_{j \in J} d_jx_j^* = \alpha) \) must be satisfied.

3.3. Convergence and complexity of Algorithm 3.1. Theorem 3.2 states convergence of Algorithm 3.1, that is, “convergence” of \( \lambda^{(k)}, J^{(k)}, J_{\alpha}^{(k)}, J_{\beta}^{(k)}, \) generated by Algorithm 3.1, to the optimal \( \lambda, J^1, J_{\alpha}^1, J_{\beta}^1 \) from Theorem 2.1, respectively.

**Theorem 3.2.** Let \( \lambda^{(k)} \) be the sequence generated by Algorithm 3.1. Then,
(i) if \( \delta(\lambda^{(k)}) > 0, \) then \( \lambda^{(k)} \leq \lambda^{(k+1)}; \)
(ii) if \( \delta(\lambda^{(k)}) < 0, \) then \( \lambda^{(k)} \geq \lambda^{(k+1)}. \)

**Proof.** Denote by \( x_j^{(k)} \) the components of \( \mathbf{x}^{(k)} = (x_j)_{j \in J^{(k)}} \) at iteration \( k \) of implementation of Algorithm 3.1.
Step 1 (initialization). \( J := \{1, \ldots, n\}, k := 0, J^{(0)} := J, a^{(0)} := \alpha, n^{(0)} := n, J^\lambda_a := \emptyset, J^\lambda_b := \emptyset, \) initialize \( h_j^n, j \in J. \) If \( \sum_{j \in J} d_j a_j \leq \alpha \leq \sum_{j \in J} d_j b_j, \) go to Step 2, else go to Step 9.

Step 2. \( J^{(k)} := J^{(k)}. \) Calculate \( \lambda^{(k)} \) by using the closed-form expression of \( \lambda, \) determined from the equality constraint \( \sum_{j \in J^{(k)}} d_j x_j = \alpha^{(k)} \), where \( x_j \) are given by (2.14). Go to Step 3.

Step 3. Construct the sets \( J_a^{(k)}, J_b^{(k)}, J^{(k)} \) through (2.12), (2.13), and (2.14) (with \( j \in J^{(k)} \) instead of \( j \in J \)) and find their cardinalities \( |J_a^{(k)}|, |J_b^{(k)}|, |J^{(k)}| \), respectively. Go to Step 4.

Step 4. Calculate

\[
\delta(\lambda^{(k)}) := \sum_{j \in J_a^{(k)}} \alpha x_j^* + \sum_{j \in J_b^{(k)}} \beta x_j^* + \sum_{j \in J^{(k)}} d_j x_j^* - \alpha^{(k)}, \tag{3.7}
\]

where \( x_j^*, j \in J^{(k)} \), are determined from (2.14) with \( \lambda = \lambda^{(k)} \). Go to Step 5.

Step 5. If \( \delta(\lambda^{(k)}) = 0 \) or \( J^{(k)} = \emptyset \), then \( \lambda := \lambda^{(k)}, J_a^{(k+1)} := J_a^{(k)} \cup J_a^{(k)}, J_b^{(k+1)} := J_b^{(k)} \cup J_b^{(k)}, J^{(k+1)} := J^{(k)}, \) go to Step 8; else if \( \delta(\lambda^{(k)}) > 0, \) go to Step 6; else if \( \delta(\lambda^{(k)}) < 0, \) go to Step 7.

Step 6. \( x_j^* := a_j \) for \( j \in J_a^{(k)}, \alpha^{(k+1)} := \alpha^{(k)} - \sum_{j \in J_b^{(k)}} d_j a_j, J^{(k+1)} := J^{(k)} \setminus J_a^{(k)}, \) \( n^{(k+1)} := n^{(k)} - |J_a^{(k)}|, J_a^{(k+1)} := J_a^{(k)} \cup J_a^{(k)}, k := k + 1 \). Go to Step 2.

Step 7. \( x_j^* := b_j \) for \( j \in J_b^{(k)}, \alpha^{(k+1)} := \alpha^{(k)} - \sum_{j \in J_a^{(k)}} d_j b_j, J^{(k+1)} := J^{(k)} \setminus J_b^{(k)}, \) \( n^{(k+1)} := n^{(k)} - |J_b^{(k)}|, J_b^{(k+1)} := J_b^{(k)} \cup J_b^{(k)}, k := k + 1 \). Go to Step 2.

Step 8. \( x_j^* := a_j \) for \( j \in J_a^{(k)}, x_j^* := b_j \) for \( j \in J_b^{(k)} \); assign \( x_j^* \) the value determined from (2.14) for \( j \in J^\lambda \). Go to Step 10.

Step 9. Problem \((C^-)\) has no optimal solution because \( X^- = \emptyset \).

Step 10. End.

Algorithm 3.1

(i) Let \( \delta(\lambda^{(k)}) > 0. \) Using Step 6 of Algorithm 3.1, which is performed when \( \delta(\lambda^{(k)}) > 0, \) we get

\[
\sum_{j \in J_a^{(k+1)}} d_j x_j^{(k)} = \sum_{j \in J_b^{(k+1)}} d_j x_j^{(k)} = \sum_{j \in J^{(k)} \setminus J_a^{(k)}} d_j x_j^{(k)} = \alpha^{(k)} - \sum_{j \in J_b^{(k)}} d_j x_j^{(k)}. \tag{3.8}
\]

Let \( j \in J_a^{(k)} \). According to the definition (2.12) of \( J_a^{(k)} \) and relation \( \lambda^{(k)} d_j = -c'_j(x_j^{(k)}), \) we have

\[
-\frac{c'_j(a_j)}{d_j} \leq \lambda^{(k)} = -\frac{c'_j(x_j^{(k)})}{d_j}. \tag{3.9}
\]
Multiplying this inequality by \(-d_j < 0\), we obtain \(c'_j(a_j) \geq c'_j(x^{(k)}_j)\). Hence, \(a_j \geq x^{(k)}_j, j \in J^a(k)\), in accordance with monotonicity of \(c'_j(x_j)\).

Taking into consideration (3.8), \(d_j > 0, a_j \geq x^{(k)}_j, j \in J^a(k)\), and Step 6, we get

\[
\sum_{j \in J^{(k+1)}} d_j x_j^{(k)} = \alpha^{(k)} - \sum_{j \in J^a(k)} d_j x_j^{(k)} \geq \alpha^{(k)} - \sum_{j \in J^b(k)} d_j a_j = \alpha^{(k+1)} = \sum_{j \in J^{(k+1)}} d_j x_j^{(k+1)}.
\]

(3.10)

Since \(d_j > 0, j \in J\), then there exists at least one \(j_0 \in J^{(k+1)}\) such that \(x^{(k)}_{j_0} \geq x^{(k+1)}_{j_0}\). Then

\[
\lambda^{(k)} = -\frac{c'_{j_0}(x^{(k)}_{j_0})}{d_{j_0}} \leq -\frac{c'_{j_0}(x^{(k+1)}_{j_0})}{d_{j_0}} = \lambda^{(k+1)},
\]

(3.11)

where we have used the relationship (2.14) between \(\lambda^{(k)}\) and \(x^{(k)}_j\) for \(j \in J^\lambda(k)\) according to Step 2 of Algorithm 3.1, the fact that \(-c'_{j_0}(x_j)\) is a monotone nonincreasing function, and \(d_j > 0, j \in J\).

The proof of part (ii) is omitted because it is similar to that of part (i).

\[\square\]

Remark 3.3. Since we do not know the optimal value of \(\lambda\) which is involved in the statement of Theorem 2.1, we approximate the value of \(\lambda\) until we obtain the optimal value of \(\lambda\) at the last iteration of algorithm performance. In order to determine the current value \(\lambda^{(k)}\) of \(\lambda\) at each iteration (including the initial value), we assume that \(J^\lambda(k) = J(k)\) at the beginning of the corresponding iteration (Step 2).

Theorem 3.2, definitions of \(J^a(k)\) (2.12), \(J^b(k)\) (2.13), and Steps 6 and 7 of Algorithm 3.1 allow us to assert that the values of \(\lambda^{(k)}, k = 0, 1, \ldots\), calculated at Step 2, are such that \(j \in J^a(k)\) implies that \(j \in J^{a(k+1)}\), \(j \in J^b(k)\) implies that \(j \in J^{b(k+1)}\), and since \(J^\lambda(k)\) is reduced (Steps 6 and 7), then \(j \in J^{(k+1)}\) implies that \(j \in J^{(k)}\); that is, we have \(J^a(k) \subseteq J^{a(k+1)}, J^b(k) \subseteq J^{b(k+1)}, J^{(k)} \geq J^{(k+1)}\). This means that if \(j\) belongs to current index set \(J^{a(k)}\), then \(j\) belongs to next index set \(J^{a(k+1)}\) and, therefore, to the “optimal” index set \(J^{a(k)}\) according to Theorem 3.2 and definition (2.12); the same holds true about the sets \(J^{b(k)}\) and \(J^{b(k+1)}\) (2.13). Therefore, \(\lambda^{(k)}\) converges to the optimal value \(\lambda\) from Theorem 2.1 and \(J^{a(k)}\), \(J^b(k), J^{(k)}\) “converge” to \(J^{a}\), \(J^{b}\), \(J\), respectively. This means that calculation of \(\lambda\), operations \(x_j^* := a_j, j \in J^\lambda(k)\) (Step 6), \(x_j^* := b_j, j \in J^b(k)\) (Step 7), and the construction of \(J^{a}, J^{b}, J\) are in accordance with Theorem 2.1. The final sets \(J^{a}, J^{b}, J\) are constructed at Step 1 or at Step 5 (when \(\delta(\lambda^{(k)}) = 0\) or \(J^{(k)} = \emptyset\)) of iteration \(k\), where \(k\) is the number of the last iteration of algorithm performance.

Since at the beginning of Algorithm 3.1, we have \(J^{(0)} := J\) (Steps 1, 2) and since \(J^{\lambda(k)} \supseteq J^{\lambda(k+1)}\), then \(J^{\lambda(k)} \neq \emptyset\) for all \(k \leq k_0\), where \(k_0\) is some nonnegative integer. If we obtain \(J^{\lambda(k_0)} = \emptyset\), this would mean that \(J^{a(k_0)} \cup J^{b(k_0)} = J\), that is, the problem has been already solved at iteration \(k_0\), and \(\delta(\lambda^{(k_0)}) = \text{const}\).

Algorithm 3.1 belongs to the group of so-called “active set” algorithms.
At each iteration, Algorithm 3.1 calculates the value of at least one variable (Steps 6, 7, and 8) and at each iteration, we solve a problem of the form \((C^n)\) but of less dimension (Steps 2, 3, 4, 5, 6, and 7). Therefore, Algorithm 3.1 is finite and it converges with at most \(n = |J|\) iterations, that is, the iteration complexity of Algorithm 3.1 is \(O(n)\).

Step 1 takes time \(O(n)\). The calculation of \(x_j^{(k)}\), \(j \in J\), and \(\lambda^{(k)}\) requires \(O(n)\) time (Step 2). Step 3 takes \(O(n)\) time because of the construction of \(J_a^{(k)}\), \(J_b^{(k)}\), \(f^{(k)}\). Step 4 also requires \(O(n)\) time and Step 5 requires constant time. Each of Steps 6, 7, and 8 takes time which is bounded by \(O(n)\) because at these steps, we assign some of the \(x_j\)'s optimal value, and since the number of all \(x_j\)'s is \(n\), then Steps 6, 7, and 8 take time \(O(n)\). Hence, Algorithm 3.1 has \(O(n^2)\) running time and it belongs to the class of strongly polynomially bounded algorithms.

As the computational experiments show (Section 5), the number of iterations of the algorithm performance is not only at most \(n\) but it is much, much less than \(n\) for large \(n\). In fact, this number does not depend on \(n\) but only on the three index sets defined by (2.12), (2.13), and (2.14). In practice, Algorithm 3.1 has \(O(n)\) running time.

Consider the feasibility of \(x^* = (x_j^*)_{j \in J}\) generated by Algorithm 3.1.

Components \(x_j^* = a_j\), \(j \in J_a\), and \(x_j^* = b_j\), \(j \in J_b\), obviously satisfy (2.3). Using \(-c_j'(b_j)/d_j < \lambda \equiv -c_j'(x_j^*)/d_j < -c_j'(a_j)/d_j\), \(j \in J^1\), and \(d_j > 0\), \(j \in J\), it follows that \(c_j'(a_j) < c_j'(x_j^*) < c_j'(b_j), j \in J^1\). Therefore, \(a_j \leq x_j^* \leq b_j\) for \(j \in J^1\) as well according to the monotonicity of \(c_j'(x_j)\). Hence, all \(x_j^*, j \in J\), satisfy (2.3).

In the sequel, since at each iteration \(\lambda^{(k)}\) is determined from the “current” equality constraint (2.2) (Step 2 of Algorithm 3.1) and since \(x_j, j \in J\), are determined in accordance with \(\lambda^{(k)}\) at each iteration (Steps 5, 6, 7, and 8 of Algorithm 3.1), then \(x^*\) satisfies (2.2) as well.

Therefore \(x^*\), obtained by Algorithm 3.1, is feasible for \((C^n)\), which is an assumption of Theorem 2.1.

### 3.4. Algorithm 3.2 (for problem \((C^n)\))

Algorithm 3.2 for solving problem \((C^n)\) with strictly convex differentiable functions \(c_j(x_j)\) is based on Theorem 2.4 and Algorithm 3.1 (see Algorithm 3.2).

Since Algorithm 3.2 is based on Theorem 2.4 and Algorithm 3.1 and since the “iterative” steps 2, 3, 4, 5, 6, and 7 of Algorithms 3.1 and 3.2 are the same, then “convergence” of Algorithm 3.2 follows from Algorithm 3.2 as well. Because of the same reason, computational complexity of Algorithm 3.2 is the same as that of Algorithm 3.1.

### 4. Extensions

#### 4.1. Theoretical aspects

Up to now, we required \(d_j > 0\), \(j \in J\), in (2.2) and (2.47) of problems \((C^n)\) and \((C^e)\), respectively. However, if it is allowed that \(d_j = 0\) for some \(j \in J\) in problems \((C^n)\) and \((C^e)\), then for such indices \(j\), we cannot construct the expressions \(-c_j'(a_j)/d_j\) and/or \(-c_j'(b_j)/d_j\), by means of which we define sets \(J_a, J_b\), and \(J^1\) for the corresponding problem. In these cases, \(x_j\)'s are not involved in (2.2) (in (2.47), resp.) for such indices \(j\). It turns out that we can cope with this difficulty and solve problems \((C^n)\) and \((C^e)\) with \(d_j = 0\) for some indices \(j \in J\).
Step 1 (initialization). \( J := \{1, \ldots, n\}; k := 0; f^{(0)} := f; a^{(0)} := a, n^{(0)} := n; f_a := \emptyset, \)
\( J_b := \emptyset, \) initialize \( h_j \), \( j \in J \). If \( \sum_{j \in J} d_j a_j \leq \alpha \leq \sum_{j \in J} d_j b_j \), go to Step 2, else go to Step 9.

Steps 2, 3, 4, 5, 6, and 7 are the same as Steps 2, 3, 4, 5, 6, and 7 of Algorithm 3.1, respectively.

Step 8. If \( \lambda \leq 0 \), then \( x_j := a_j \) for \( j \in J_a \), \( x_j := b_j \) for \( j \in J_b \), assign \( x_j \) the value determined through (2.14) for \( j \in J \), go to Step 10; else if \( \lambda > 0 \), then \( x_j := b_j \) for \( j \in J_b \), \( x_j := \min\{b_j, h_j\} \) for \( j \in J \), if \( j \in J_a \) and \( c_j'(a_j) < 0 \), then \( x_j := \min\{b_j, h_j\} \); else if \( j \in J_a \) and \( c_j'(a_j) \geq 0 \), then \( x_j := a_j \); go to Step 10.

Step 9. Problem (\( C^z \)) has no optimal solution because \( X^z = \emptyset \) or there do not exist \( x_j^* \in [a_j, b_j], j \in J \), such that \( \sum_{j \in J} d_j x_j^* = \alpha \).

Step 10. End.

\begin{algorithm}
\textbf{Algorithm 3.2}

Denote
\[ Z_0 = \{ j \in J : d_j = 0 \}. \tag{4.1} \]

Here, “0” denotes the “computer zero.” In particular, when \( J = Z_0 \) and \( \alpha = 0 \), then \( X^z \) (or \( X^\infty \)) is defined only by (2.3) (by (2.48), resp.).

\textbf{Theorem 4.1 (characterization of the optimal solution to problem (\( C^\infty \)): an extended version).} Problem (\( C^\infty \)) can be decomposed into two subproblems: (\( C_1^\infty \)) for \( j \in Z_0 \) and (\( C_2^\infty \)) for \( j \in J \setminus Z_0 \). The optimal solution to (\( C_1^\infty \)) is
\[ x_j^* = \begin{cases} a_j, & j \in Z_0, h_j^z \leq a_j, \\
 h_j^z, & j \in Z_0, a_j < h_j^z < b_j. \end{cases} \tag{4.2} \]

The optimal solution to (\( C_2^\infty \)) is given by (2.12), (2.13), and (2.14) with \( J := J \setminus Z_0 \).

\textbf{Proof.} Necessity. Let \( x^* = (x_j^*)_{j \in J} \) be an optimal solution to (\( C^\infty \)).

1. Let \( j \in Z_0 \), that is, \( d_j = 0 \) for this \( j \). The KKT conditions are
\[ c_j'(x_j^*) - u_j + v_j = 0, \quad j \in Z_0, \tag{4.3} \]
and (2.6), (2.7), (2.8), (2.9), and (2.10).

\( a \) If \( x_j^* = a_j \), then \( u_j \geq 0, v_j = 0 \) according to (2.6), (2.7), and (2.8). It follows from (4.3) and the definition of \( h_j^z \) that \( c_j'(x_j^*) = u_j \geq 0 \equiv c_j'(h_j^z) \). Therefore, \( x_j^* = a_j \geq h_j^z \) according to monotonicity of \( c_j'(x_j) \).
(b) If \( x^*_j = b_j \), then \( u_j = 0, v_j \geq 0 \) according to (2.6), (2.7), and (2.8). Therefore, (4.3) implies that \( c'_j(x^*_j) = -v_j \leq 0 \equiv c'_j(h^*_j) \). Using monotonicity of \( c'_j(x_j) \), we obtain \( x^*_j = b_j \leq h^*_j \).

(c) If \( a_j < x^*_j < b_j \), then \( u_j = v_j = 0 \) according to (2.6) and (2.7). Therefore, (4.3) implies that \( -c'_j(x^*_j) = 0 \), that is, \( x^*_j = h^*_j \) according to definition of \( h^*_j \).

(2) Components of the optimal solution to \((C2^=)\) are obtained by using the approach as that of the necessity part of the proof of Theorem 2.1 but with the reduced index set \( J := J \setminus Z_0 \).

**Sufficiency.** Conversely, let \( x^* \in X^= \) and components of \( x^* \) satisfy (4.2) for \( j \in Z_0 \), and (2.12), (2.13), and (2.14) for \( j \in J \setminus Z_0 \). Set

\[
\begin{align*}
\lambda &= 0; \quad u_j = v_j = 0 \quad \text{for } a_j < x^*_j < b_j, j \in Z_0; \\
u_j &= c'_j(a_j) \quad (\geq 0), \quad v_j = 0 \quad \text{for } x^*_j = a_j, j \in Z_0; \\
u_j &= 0, \quad v_j = -c'_j(b_j) \quad (\geq 0) \quad \text{for } x^*_j = b_j, j \in Z_0; \\
\lambda &= -\frac{c'_j(x^*_j)}{d_j}; \quad u_j = v_j = 0 \quad \text{for } a_j < x^*_j < b_j, j \in J \setminus Z_0; \\
u_j &= c'_j(a_j) + \lambda d_j \quad (\geq 0), \quad v_j = 0 \quad \text{for } x^*_j = a_j, j \in J \setminus Z_0; \\
u_j &= 0, \quad v_j = -c'_j(b_j) - \lambda d_j \quad (\geq 0) \quad \text{for } x^*_j = b_j, j \in J \setminus Z_0.
\end{align*}
\] (4.4)

It can be verified that \( x^*, \lambda, u_j, v_j, j \in J \), satisfy the KKT conditions (2.5), (2.6), (2.7), (2.8), (2.9), and (2.10). Then \( x^* \) with components (4.2) for \( j \in Z_0 \), and (2.12), (2.13), and (2.14) for \( j \in J \setminus Z_0 \) with \( J := J \setminus Z_0 \) is an optimal solution to problem \((C^=) = (C1^=) \cup (C2^=)\). \( \square \)

Thus, with the use of Theorem 4.1, we can express components \( x^*_j \), \( j \in Z_0 \), of the optimal solution to \((C^=)\) (and therefore those to problem \((C^=)\)) without the necessity of constructing the expressions \( -c'_j(a_j)/d_j \) and \( -c'_j(b_j)/d_j \) with \( d_j = 0 \).

Since Theorem 2.4 and Algorithm 3.2 are based on the sets of indices \( J^a_\alpha, J^b_\alpha, J^\lambda_\alpha \) of problem \((C^\alpha)\), then Theorem 4.1 solves the problem of decomposition of problem \((C^\alpha)\) as well.

With the use of set \( Z_0 \), we can deduce the following about checking whether the feasible region is empty or nonempty when \( J = Z_0 \) for problems \((C^\alpha)\) and \((C^\alpha)\).

When \( J = Z_0 \), \( a_j \leq b_j \), \( j \in J \), \( \alpha = 0 \), the corresponding feasible regions are always nonempty and it is not necessary to check anything else in this case.

**4.2. Computational aspects.** Algorithms 3.1 and 3.2 are also applicable in cases when \( a_j = -\infty \) for some \( j \in J \) and/or \( b_j = \infty \) for some \( j \in J \). However, if we use the computer values of \( -\infty \) and \( +\infty \) at Step 1 of the algorithms to check whether the corresponding feasible region is empty or nonempty and at Step 3 in the expressions \( -c'_j(x_j)/d_j \) with \( x_j = -\infty \) and/or \( x_j = +\infty \), by means of which we construct sets \( J^a_\alpha, J^b_\alpha, J^\lambda_\alpha \), this could sometimes lead to arithmetic overflow. If we use other values of \( -\infty \) and \( +\infty \) with smaller absolute values than those of the computer values of \( -\infty \) and \( +\infty \), it would lead to
inconvenience and dependence on the data of the particular problems. To avoid these
difficulties and to take into account the above discussion, it is convenient to do the fol-
lowing.

Construct the sets of indices

\[
\begin{align*}
SV &= \{ j \in J \setminus Z0 : a_j = -\infty, b_j < +\infty \} , \\
SV_1 &= \{ j \in J \setminus Z0 : a_j > -\infty, b_j = +\infty \} , \\
SV_2 &= \{ j \in J \setminus Z0 : a_j = -\infty, b_j < +\infty \} , \\
SV &= \{ j \in J \setminus Z0 : a_j = -\infty, b_j = +\infty \} .
\end{align*}
\]

(4.5)

It is obvious that \(Z0 \cup SV \cup SV_1 \cup SV_2 \cup SVN = J\), that is, the set \(J \setminus Z0\) is partitioned
into the four sets SVN, SV1, SV2, SV, defined above.

When programming the algorithms, we use computer values of \(-\infty\) and \(+\infty\) for con-
structing the sets SVN, SV1, SV2, SV.

In order to construct the sets \(J^1_a, J^1_b, J^1\) without the necessity of calculating the values
\(-c'_j(x_j)/d_j\) with \(x_j = -\infty\) or \(x_j = +\infty\), except for the sets \(J, Z0, SV, SV_1, SV_2, SVN\), we
need some subsidiary sets defined as follows.

For SVN,

\[
\begin{align*}
J^{\lambda \text{SVN}} &= \left\{ j \in \text{SVN} : \frac{c'_j(b_j)}{d_j} < \lambda < -\frac{c'_j(a_j)}{d_j} \right\} , \\
J^{\lambda \text{SVN} a} &= \left\{ j \in \text{SVN} : \lambda \geq -\frac{c'_j(a_j)}{d_j} \right\} , \\
J^{\lambda \text{SVN} b} &= \left\{ j \in \text{SVN} : \lambda \leq -\frac{c'_j(b_j)}{d_j} \right\} .
\end{align*}
\]

(4.6)

For SV1,

\[
\begin{align*}
J^{\lambda \text{SV1}} &= \left\{ j \in \text{SV1} : \lambda < -\frac{c'_j(a_j)}{d_j} \right\} , \\
J^{\lambda \text{SV1} a} &= \left\{ j \in \text{SV1} : \lambda \geq -\frac{c'_j(a_j)}{d_j} \right\} .
\end{align*}
\]

(4.7)

For SV2,

\[
\begin{align*}
J^{\lambda \text{SV2}} &= \left\{ j \in \text{SV2} : \lambda > -\frac{c'_j(b_j)}{d_j} \right\} , \\
J^{\lambda \text{SV2} b} &= \left\{ j \in \text{SV2} : \lambda \leq -\frac{c'_j(b_j)}{d_j} \right\} .
\end{align*}
\]

(4.8)

For SV,

\[
J^{\lambda \text{SV}} = SV.
\]

(4.9)
Then,

\[ J^\lambda := J^{\lambda SVN} \cup J^{\lambda SV1} \cup J^{\lambda SV2} \cup J^{\lambda SV}, \]
\[ J^\lambda_a := J^{\lambda SVN}_a \cup J^{\lambda SV1}_a, \]
\[ J^\lambda_b := J^{\lambda SVN}_b \cup J^{\lambda SV2}_b. \]  

(4.10)

We use the sets \( J^\lambda, J^\lambda_a, J^\lambda_b \) in (4.10) as the corresponding sets with the same names in Algorithms 3.1 and 3.2.

The reason to construct namely the sets (4.5), (4.6), (4.7), (4.8), and (4.9) is the following.

If \( j \in SVN \), then none of the \( a_j \)'s is equal to \(-\infty\) and none of the \( b_j \)'s is equal to \(+\infty\). That is why there is not any peculiarity of the described type for such indices \( j \).

If \( j \in SV1 \), that is, if \( a_j > -\infty \) and \( b_j = +\infty \), then \( v_j = 0 \), \( j \in SV1 \), according to (2.7) for problem \( (C^a) \) and according to (2.55) for problem \( (C^e) \). Then \( j \in J^\lambda_a \) or \( j \in J^\lambda \) using the same reasoning as in (a) and (c) from the proof (necessity part) of Theorem 2.1. Therefore, it is sufficient to consider only sets of the type of \( J^\lambda_a \) and \( J^\lambda \) for \( SV1 \), and we have denoted these sets by \( J^{\lambda SV1}_a \) and \( J^{\lambda SV1} \) in (4.7), respectively.

Similarly, if \( j \in SV2 \), then \( b_j < +\infty \) and \( a_j = -\infty \) for these \( j \)'s. Then \( u_j = 0 \) according to (2.6) for problem \( (C^a) \) or according to (2.54) for problem \( (C^e) \). Hence \( j \in J^\lambda_b \) or \( j \in J^\lambda \) according to cases (b) and (c) of the proof (necessity part) of Theorem 2.1. That is why it is sufficient to consider only sets of the type \( J^\lambda_b \) and \( J^\lambda \) for \( SV2 \). We have denoted these sets by \( J^{\lambda SV2}_b \) and \( J^{\lambda SV2} \) in (4.8), respectively.

If \( j \in SV \), then \( a_j = -\infty \) and \( b_j = +\infty \). Therefore, \( u_j = v_j = 0 \) according to (2.6) and (2.7) for problem \( (C^a) \), and according to (2.54) and (2.55) for problem \( (C^e) \). Hence \( j \in J^\lambda \) according to (c) from the proof (necessity part) of Theorem 2.1. Therefore \( j \in SV \) implies that \( j \in J^\lambda \), and we have denoted by \( J^{\lambda SV} \) the set \{ \( j \in SV : -c_j'(b_j)/d_j < \lambda < -c_j'(a_j)/d_j \) \} in this case.

Since Theorem 2.4 (sufficient condition for solution to \( (C^e) \)) is based on the index sets for problem \( (C^a) \) from Theorem 2.1, these conclusions are also valid for problem \( (C^e) \).

The assumption that \( d_j \geq 0 \), \( j \in J \), for problems \( (C^a) \) and \( (C^e) \) helps us to draw the following conclusions.

**About problem \( (C^a) \).** (i) If \( SVN = J \setminus Z0 \), that is, if \( a_j \)'s and \( b_j \)'s are finite for all \( j \in J \) which are involved in (2.2) with \( d_j \neq 0 \), then the checking whether \( X \) is nonempty is

\[ \sum_{j \in SVN} d_j a_j \leq \alpha \leq \sum_{j \in SVN} d_j b_j, \]  

(4.11)

(ii) Else if \( SV1 \cup SVN = J \setminus Z0 \), that is, if all \( a_j \)'s are finite but some of (or all) \( b_j \)'s are equal to \(+\infty\) for the variables which are involved in (2.2), then the checking is whether

\[ \sum_{j \in J \setminus Z0} d_j a_j \leq \alpha \]  

(4.12)

and it is not necessary to check whether \( \alpha \leq \sum_{j \in J \setminus Z0} d_j b_j \) in this case.
(1) (initialization) \( J := \{1, \ldots, n\}; k := 0; J^{(0)} := J; \alpha^{(0)} := \alpha, n^{(0)} := n; J_a^k := \emptyset, \)
\( J_b^k := \emptyset, \) initialize \( h_j^\pi, j \in J. \)

Construct the set \( Z_0. \) If \( j \in Z_0, \) then
- if \( h_j^\pi \leq a_j, \) then \( x_j^* := a_j; \)
- else if \( h_j^\pi \geq b_j, \) then \( x_j^* := b_j; \)
- else if \( a_j < h_j^\pi < b_j, \) then \( x_j^* := h_j^\pi. \)

If \( J = Z_0 \) and \( \alpha = 0, \) go to Step 10, else if \( J = Z_0 \) and \( \alpha \neq 0, \) go to Step 9.

Set \( J := J \setminus Z_0 \) and \( \alpha^{(0)} := \alpha - \sum_{j \in Z_0} d_j x_j^* = \alpha. \)

Construct the sets SVN, SV1, SV2, SV.

If SVN = \( J, \) then
- if \( \sum_{j \in J} d_j a_j \leq \alpha \leq \sum_{j \in J} d_j b_j, \) go to Step 2;
- else go to Step 9 (feasible region \( X^\pi \) is empty)
else if SV1 \( \cup \) SVN = \( J, \) then
- if \( \sum_{j \in J} d_j a_j \leq \alpha, \) go to Step 2;
- else go to Step 9 (feasible region \( X^\pi \) is empty)
else if SV2 \( \cup \) SVN = \( J, \) then
- if \( \alpha \leq \sum_{j \in J} d_j b_j, \) go to Step 2;
- else go to Step 9 (feasible region \( X^\pi \) is empty);
else if SV \( \neq \emptyset, \) go to Step 2 (feasible region \( X^\pi \) is always nonempty).

(3) Construct the sets \( J^{\lambda \text{SVN}}, J_a^{\lambda \text{SVN}}, J_b^{\lambda \text{SVN}}, J^{\lambda \text{SV1}}, J_a^{\lambda \text{SV1}}, J_b^{\lambda \text{SV1}}, J^{\lambda \text{SV2}}, J_a^{\lambda \text{SV2}}, J_b^{\lambda \text{SV2}}, J^{\lambda \text{SV}} \) (with \( J^{(k)} \) instead of \( J) \).

Construct the sets \( J_a^{\lambda (k)}, J_b^{\lambda (k)}, J^{\lambda (k)} \) by using (4.10) and find their cardinalities. Go to Step 4.


(iii) Else if SV2 \( \cup \) SVN = \( J \setminus Z_0, \) that is, if all \( b_j \)'s are finite but some of (or all) \( a_j \)'s are equal to \( -\infty \) for variables which are involved in (2.2), then the checking is whether

\[ \alpha \leq \sum_{j \in J \setminus Z_0} d_j b_j \quad (4.13) \]

and it is not necessary to check whether \( \sum_{j \in J \setminus Z_0} d_j a_j \leq \alpha \) in this case.

(iv) Else if SV \( \neq \emptyset, \) that is, when there exists at least one variable \( x_j \) which is involved in (2.2) with \( a_j = -\infty \) and \( b_j = +\infty, \) then \( X^\pi \neq \emptyset \) and it is not necessary to check anything else in this case.

Similarly we can treat problem \((C^\pi).\)

With the use of results of this section, Steps 1 and 3 of Algorithm 3.1 can be modified as follows (see Algorithm 4.1), respectively.

Similarly, we can modify Steps 1 and 3 of Algorithm 3.2.

Modifications of the algorithms connected with theoretical and computational aspects do not influence their computational complexity, discussed in Section 3.3, because these modifications do not affect the “iterative” steps of algorithms.
5. Computational experiments

In this section, we present results of some computational experiments obtained by applying Algorithms 3.1 and 3.2, proposed in this paper, to problems \((C^\leq)\) and \((C^\geq)\). The computations were performed on an Intel Pentium II Celeron Processor 466 MHz/128 MB SDRAM IBM PC compatible. Each type of problems was run 30 times. Parameters and data were randomly generated in intervals where the functions \(c_j(x_j)\) are strictly convex.

**Problem 1.** See Table 5.1,

\[
c_j(x_j) = -\frac{s_j(x_j + c_j)}{x_j + m_j}, \quad m_j > c_j, \quad s_j > 0, \quad x_j > -m_j. \tag{5.1}
\]

<table>
<thead>
<tr>
<th>Problem</th>
<th>((C^\leq))</th>
<th>((C^\geq))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of variables</td>
<td>(n = 1200)</td>
<td>(n = 1200)</td>
</tr>
<tr>
<td>Average number of iterations</td>
<td>(4.07)</td>
<td>(4.1)</td>
</tr>
<tr>
<td>Average run time (s)</td>
<td>(0.0001)</td>
<td>(0.00011)</td>
</tr>
</tbody>
</table>

Problem 2. See Table 5.2,

\[
c_j(x_j) = \frac{1}{2} c_j \cdot (x_j - \hat{x}_j)^2, \quad c_j > 0, \quad \hat{x}_j, \quad j \in J, \text{ are known.} \tag{5.2}
\]

Problem (2.1), (2.2), and (2.3) ((2.46), (2.47), and (2.48) respectively) with \(c_j(x_j)\) defined above and \(c_j = 1(> 0)\) is equivalent to projecting \(\hat{x} = (\hat{x}_1, \ldots, \hat{x}_n)\) onto the feasible region (2.2)-(2.3) ((2.47)-(2.48), resp.).

<table>
<thead>
<tr>
<th>Problem</th>
<th>((C^\leq))</th>
<th>((C^\geq))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of variables</td>
<td>(n = 1200)</td>
<td>(n = 1200)</td>
</tr>
<tr>
<td>Average number of iterations</td>
<td>(2.2)</td>
<td>(2.3)</td>
</tr>
<tr>
<td>Average run time (s)</td>
<td>(0.0001)</td>
<td>(0.00012)</td>
</tr>
</tbody>
</table>

Problem 3. See Table 5.3,

\[
c_j(x_j) = -s_j x_j + m_j x_j^2, \quad m_j > 0. \tag{5.3}
\]

Here \(c_j(x_j)\) is a strictly convex function with a minimum point at \(h_j = s_j/2m_j\). We suppose that \(a_j < h_j, \quad j \in J, \quad \alpha < \sum_{j \in J} \min \{b_j, h_j\}\).

**Problem 4.** See Table 5.4,

\[
c_j(x_j) = \frac{1}{2} \left( \frac{h}{S} - \frac{x_j}{s_j} \right)^2, \quad s_j > 0, \quad S \neq 0. \tag{5.4}
\]
<table>
<thead>
<tr>
<th>Problem</th>
<th>( (C^\infty) )</th>
<th>( (C^\approx) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of variables</td>
<td>( n = 1200 )</td>
<td>( n = 1500 )</td>
</tr>
<tr>
<td>Average number of iterations</td>
<td>2.4</td>
<td>3.2</td>
</tr>
<tr>
<td>Average run time (s)</td>
<td>0.00011</td>
<td>0.00012</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Problem</th>
<th>( (C^\infty) )</th>
<th>( (C^\approx) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of variables</td>
<td>( n = 1200 )</td>
<td>( n = 1500 )</td>
</tr>
<tr>
<td>Average number of iterations</td>
<td>2.07</td>
<td>7.033</td>
</tr>
<tr>
<td>Average run time (s)</td>
<td>0.0001</td>
<td>0.00017</td>
</tr>
</tbody>
</table>

Problem 5. See Table 5.5,

\[
c_j(x_j) = -s_j \ln (1 + m_j x_j), \quad m_j > 0, \ s_j > 0, \ x_j > -\frac{1}{m_j}.
\] (5.5)

<table>
<thead>
<tr>
<th>Problem</th>
<th>( (C^\infty) )</th>
<th>( (C^\approx) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of variables</td>
<td>( n = 1200 )</td>
<td>( n = 1500 )</td>
</tr>
<tr>
<td>Average number of iterations</td>
<td>3.433</td>
<td>4.13</td>
</tr>
<tr>
<td>Average run time (s)</td>
<td>0.00009</td>
<td>0.00011</td>
</tr>
</tbody>
</table>

Problem 6. See Table 5.6,

\[
c_j(x_j) = s_j (e^{-m_j x_j} - 1), \quad m_j > 0, \ s_j > 0.
\] (5.6)

<table>
<thead>
<tr>
<th>Problem</th>
<th>( (C^\infty) )</th>
<th>( (C^\approx) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of variables</td>
<td>( n = 1200 )</td>
<td>( n = 1500 )</td>
</tr>
<tr>
<td>Average number of iterations</td>
<td>3.13</td>
<td>3.23</td>
</tr>
<tr>
<td>Average run time (s)</td>
<td>0.000096</td>
<td>0.00011</td>
</tr>
</tbody>
</table>

Problem 7. See Table 5.7,

\[
c_j(x_j) = e^{k_j x_j}, \quad k_j > 0.
\] (5.7)

When \( n < 1200 \), the run time of the algorithms is so small that the timer does not recognize the corresponding value from its computer zero. In such cases, the timer displays 0 seconds.
Problem & \((C^n)\) & \((C^\geq)\) \\
\hline
Number of variables \(n = 1200\) & \(n = 1500\) & \(n = 1200\) & \(n = 1500\) \\
Average number of iterations 2.3 & 5.2 & 2.4 & 5.3 \\
Average run time (s) 0.00001 & 0.000101 & 0.000012 & 0.000103 \\

Similarly, we are able to consider other convex objective functions \(c(x) = \sum_{j \in J} c_j(x_j)\).

The effectiveness of Algorithms 3.1 and 3.2 for problems \((C^n)\) and \((C^\geq)\), respectively, has been tested by many other examples. As we can observe, the average number of iterations is much less than the number of variables \(n\) for large \(n\).
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