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An analysis is provided for a model of the blood production system based on a cell population structured by a continuous variable corresponding to the maturity of individual cells. Cell maturity is viewed as an indicator of increasing morphological development, ranging from the most primitive stem cells to the most mature differentiated cells. The analysis distinguishes two fundamental behaviors based on the nature of the initial state of the system: the first is a normal production of cells, when the initial state contains a sufficient supply of the least mature cells; the second is an abnormal production, when the initial state is deficient in the population of the least mature cells.
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1. Introduction. In this paper, we investigate a singular transport equation which arises as a model of the blood production system. Similar models have been investigated in [1, 4, 5, 6, 7, 8, 9]. In the model we study here, which was developed by Rey and Mackey in [10], the blood production system is viewed as a population of cells with individual cells distinguished by a maturity variable \( x \). The maturity value \( x \) ranges from 0 to 1, with maturity level corresponding to an increasingly developed level of cell type. In this model cells of all maturity values are capable of dividing. By successive divisions cell lines progress through increasingly mature cell types, which finally enter into the blood circulation. The division process is not modeled directly, but is accounted for by a nonlinear term which allows for a feedback control of cell production dependent upon the total cell population size.

We model these biological processes by a nonlinear partial differential equation for the cell population density which has cell maturity and time as independent variables. The equation of the model is a simplification of a more general model of cell population transport based upon cell maturity, time, and cell age. An idealized reduction of the 2-variable maturity-age structured model to the 1-structure variable maturity model yields an equation with a delay in the time variable and a scaling of the maturity variable (see [10]). The resulting equation has a novel character which is amenable to the theory of abstract functional differential equations. In [2], the authors made an investigation of this equation for the case that the nonlinear production term has a logistic form.
Here we generalize our earlier results to the case that the nonlinear production term has a more general form, that is, we consider the equation

\[
  u_t(x,t) + (g(x)u(x,t))_x = f(u(\alpha x,t-\tau)), \quad 0 \leq x \leq 1, \ t > 0,
\]

\[u(x,t) = \phi(x,t) \in Y, \quad 0 \leq x \leq 1, \ -\tau \leq t \leq 0,
\]

where the delays \(\alpha\) and \(\tau\) are such that \(0 < \alpha < 1\) and \(\tau \geq 0\) and \(Y\) is the space of real continuous functions on \([0,1] \times [-\tau,0]\).

Our main goal is to distinguish abnormal behavior dependent upon properties of the linear maturation process \((g(x)u(x,t))_x\), the nonlinear proliferation process \(f(u(\alpha x,t-\tau))\), and the initial values for the equation \(\phi(x,t)\).

If there is a sufficient supply of the least mature cell types (the initial maturity density of blood cells is strictly positive at the maturity value \(x = 0\)), then there is a normal production of blood cells. If there is an insufficient supply of the least mature cell types (the initial maturity density of cells is 0 at the maturity value \(x = 0\)), then there is an abnormal production of blood cells. In this situation we show that either every initial value is unstable or every initial value leads to extinction over time. Although the model contains many simplifying assumptions for the complex biological processes, it describes a destabilization of a process that occurs when its starting value is defective. It is believed that the pathology of aplastic anemia, a disease of the blood production system, is due to injury or destruction of a common pluripotential stem cell, which affects all subsequent cell populations (see [3]).

2. The semigroup generated by \(-g(x)u(x)'\). In this section, we study the semigroup generated by the operator \((Au)(x) = -(g(x)u(x))'\), where \(g\) satisfies the following hypothesis:

\((H_g)\) \(g \in C^1[0,1], \ g(0) = 0\) and \(g(x) > 0\) for \(0 < x \leq 1\), and \(\int_0^1 (ds/g(s)) = \infty\).

The function \(g\) in hypothesis \((H_g)\) controls the maturation rate of individual cells, which all mature in exactly the same way. The time required for a cell to mature from \(x_1\) to \(x_2\) is given by \(\int_{x_1}^{x_2} (ds/g(s))\), where \(0 \leq x_1 < x_2 \leq 1\).

We prove the following proposition.

**Proposition 2.1.** Suppose that \(g\) satisfies \((H_g)\). Then the operator \(A\), defined by

\[
  D_A = \{u \in C[0,1], \ u \text{ is differentiable on } (0,1), \ \left. u' \right|_{x=0} = 0 \},
\]

\[
  (Au)(x) = - (g(x)u(x))', \quad \text{if } 0 < x \leq 1, \quad (Au)(0) = -g'(0)u(0),
\]

is the infinitesimal generator of the semigroup

\[
  (S(t)\psi)(x) = \exp\left( -\int_0^t g'(h^{-1}(h(x)e^{-s}))ds \right)\psi(h^{-1}(h(x)e^{-t})),
\]

where \(h(x) = \exp(\int_0^x (1/g(s))ds)\).
Before proving Proposition 2.1, we first consider the operator $B : D_B \subset C[0,1] \to C[0,1]$ defined by
\[
D_B = \{ u \in C[0,1], \text{u is differentiable on } (0,1),
\]
\[
u' \in C(0,1), \lim_{x \to 0} g(x)u'(x) = 0, \}
\]
\[
(Bu)(x) = -g(x)u'(x), \quad \text{if } 0 < x \leq 1,
\]
\[
(Bu)(0) = 0.
\]

(2.3)

We prove the following proposition.

**Proposition 2.2.** Suppose that $g$ satisfies $(H_g)$. Then the operator $B$ is the infinitesimal generator of a linear contraction semigroup on $C[0,1]$.

**Proof.** We have to prove that, given $w \in C[0,1]$ and $\lambda > 0$, there exists a unique $u \in D_B$ such that
\[
(I - \lambda B)u = w
\]
and that $|u|_{\infty} \leq |w|_{\infty}$, where $|u|_{\infty} = \sup_{0 \leq x \leq 1} |u(x)|$.

To solve (2.4) we have to find $u \in C[0,1]$ which is a solution of the differential equation
\[
u(x) + \lambda g(x)u'(x) = w(x), \quad 0 < x \leq 1,
\]
and satisfies $u(0) = w(0)$.

The solutions of (2.5) are the functions
\[
u(x) = \exp \left( - \int_1^x \frac{1}{\lambda g(s)} \, ds \right) \left( k + \int_1^x \frac{w(t)}{\lambda g(t)} \exp \left( \int_1^t \frac{1}{\lambda g(\sigma)} \, d\sigma \right) \, dt \right), \quad 0 < x \leq 1,
\]
for each $k \in \mathbb{R}$. Set
\[
h_\lambda(x) = \exp \left( \int_1^x \frac{ds}{\lambda g(s)} \right), \quad h_\lambda(0) = 0,
\]
and $h_\lambda(x)/\lambda g(x)$ is continuous on $[0,1]$ and $h_\lambda'(x) = h_\lambda(x)/\lambda g(x)$ on $(0,1)$. It follows that $\int_1^x (h_\lambda(t)/\lambda g(t)) \, dt = \int_1^x h_\lambda'(t) \, dt = h_\lambda(x) - h_\lambda(1) = -h_\lambda(1)$ as $x \to 0$, and so $h_\lambda(x)/\lambda g(x) \in L^1(0,1)$ and so is $w(x)(h_\lambda(x)/\lambda g(x))$. As $h_\lambda(0) = 0$, $u(x)$ given by (2.6), that is,
\[
u(x) = \frac{1}{h_\lambda(x)} \left( k + \int_1^x \frac{w(t)}{\lambda g(t)} h_\lambda(t) \, dt \right), \quad 0 < x \leq 1,
\]
is bounded only if $k = \int_1^0 (w(t)/\lambda g(t))h_\lambda(t) \, dt$, so the only possible solution is
\[
u(x) = \frac{1}{h_\lambda(x)} \int_0^x \frac{w(t)}{\lambda g(t)} h_\lambda(t) \, dt, \quad 0 < x \leq 1, \quad u(0) = w(0).
\]

(2.7)

(2.8)

(2.9)

It is easy to check that in fact this function belongs to $D_B$. 
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Also
\[ |u(x)| \leq \frac{|w|_\infty}{h_\lambda(x)} \int_0^x \frac{h_\lambda(t)}{\lambda g(t)} \, dt = |w|_\infty, \quad 0 < x \leq 1, \quad |u(0)| = |w(0)|, \tag{2.10} \]
and so \(|u|_\infty \leq |w|_\infty\), as required.

Finally note that \(D_B = C[0,1]\).

If \(\psi \in D_B\), then
\[ \lim_{t \to 0^+} \frac{\psi(h^{-1}(h(x)e^{-t})) - \psi(x)}{t} = -g(x)\psi'(x), \tag{2.11} \]
and so the semigroup generated by \(B\) is
\[ (T(t)\psi)(x) = \psi(h^{-1}(h(x)e^{-t})), \tag{2.12} \]
where \(h(x) = \exp\left(\int_1^x (1/g(s)) \, ds\right)\).

**Proof of Proposition 2.1.** Since \(A\) is a bounded perturbation of \(B\), \(A\) is the infinitesimal generator of a semigroup on \(C[0,1]\). To prove that this semigroup is given by (2.2), observe that for \(\psi \in D(B)\), the solution \(w(x,t)\) of the problem
\[ \frac{\partial}{\partial t} (g(x)w(x,t)) = -g(x) \frac{\partial}{\partial x} (g(x)w(x,t)), \quad w(x,0) = \psi(x), \tag{2.13} \]
is
\[ w(x,t) = \frac{(T(t)(g\psi))(x)}{g(x)} = \frac{g(h^{-1}(h(x)e^{-t}))\psi(h^{-1}(h(x)e^{-t}))}{g(x)} \tag{2.14} \]
for \(x \in (0,1]\). To verify that (2.2) agrees with \(w(x,t)\), it suffices to show that
\[ \exp\left(-\int_0^t g'(h^{-1}(h(x)e^{-s})) \, ds\right) = \frac{g(h^{-1}(h(x)e^{-t}))}{g(x)}, \quad x \in (0,1], \tag{2.15} \]
or equivalently,
\[ \log (g(x)) - \int_0^t g'(h^{-1}(h(x)e^{-s})) \, ds = \log (g(h^{-1}(h(x)e^{-t}))), \quad x \in (0,1]. \tag{2.16} \]
The two sides of (2.16) agree at \(t = 0\) and differentiation of both sides with respect to \(t\) yields
\[ g'(h^{-1}(h(x)e^{-t})) = \frac{g'(h^{-1}(h(x)e^{-t}))h^{-1}(h(x)e^{-t})h(x)e^{-t}}{g(h^{-1}(h(x)e^{-t}))}. \tag{2.17} \]
Then (2.15) follows from the formula for \(h\) since
\[ (h^{-1})'(u) = \frac{1}{(h^{-1})'(h^{-1}(u))} = \frac{g(h^{-1}(u))}{h(h^{-1}(u))}. \tag{2.18} \]
To verify that formula (2.2) satisfies the semigroup property, observe that

\[
(S(t)S(s)\psi)(x) = \frac{g(h^{-1}(h(x)e^{-t}))}{g(x)} (S(s)\psi)(h^{-1}(h(x)e^{-t})) \\
= \frac{g(h^{-1}(h(x)e^{-t}))}{g(x)} \frac{g(h^{-1}(h(x)e^{-t}))}{g(h^{-1}(h(x)e^{-s}))} \times \psi(h^{-1}(h(x)e^{-t}))) \\
= \frac{g(h^{-1}(h(x)e^{-t+s}))}{g(x)} \psi(h^{-1}(h(x)e^{-t+s})) \\
= (S(t+s)\psi)(x).
\]

We note that in [2] the case \( g(x) = x \) was considered.

3. **Existence and uniqueness of solutions.** Consider the equation

\[
\begin{align*}
\frac{\partial u}{\partial t}(x,t) + (g(x)u(x,t))_x &= f(u(\alpha x,t-\tau)), \quad 0 \leq x \leq 1, \; t > 0, \\
u(x,0) &= \phi(x) \in Y, \quad 0 \leq x \leq 1, \quad -\tau \leq t \leq 0, \; \tau > 0, \\
u(x,0) &= \phi(x) \in X, \quad \tau = 0,
\end{align*}
\]

where the delays \( \alpha \) and \( \tau \) are such that \( 0 < \alpha < 1 \) and \( \tau \geq 0 \). If \( \tau > 0 \), then \( Y \) is the space of real continuous functions on \([0,1] \times [-\tau,0] \) with norm \( \|\psi\| = \sup_{0 \leq x \leq 1, -\tau \leq t \leq 0} |\psi(x,t)| \); so \( Y = C([0,1] \times [-\tau,0]) = C([-\tau,0];C[0,1]) \). If \( \tau = 0 \), then \( X = C[0,1] \) with norm \( |\phi|_\infty \).

We suppose that \( g \) satisfies (H1), that is, \( g \in C^1[0,1], \; g(0) = 0 \) and \( g(x) > 0 \) for \( 0 < x < 1 \), and \( \int_0^1 (ds/g(s)) = \infty \), and that \( f : \mathbb{R} \to \mathbb{R} \) is continuous. The function \( f \) incorporates the proliferation process of the population through cell division and cell mortality. For the existence and uniqueness of solutions, we require continuity and, in certain cases, differentiability conditions on \( f \). For the asymptotic behavior of the solutions, we will require differentiability conditions on \( f \) related to differentiability conditions on \( g \).

From the results of Section 1, it follows that the mild or integrated version of (3.1) is the integral equation

\[
\begin{align*}
u(x,t) &= \phi(h^{-1}(h(x)e^{-t}),0) \exp \left( -\int_0^t g'(h^{-1}(h(x)e^{-\xi}))d\xi \right) \\
&\quad + \int_0^t f(u(\alpha h^{-1}(h(x)e^{-(t-\sigma)}),\sigma-\tau)) \times \exp \left( -\int_0^{t-\sigma} g'(h^{-1}(h(x)e^{-\xi}))d\xi \right) d\sigma, \quad 0 \leq x \leq 1, \; t > 0, \\
u(x,t) &= \phi(x,t) \in Y, \quad 0 \leq x \leq 1, \quad -\tau \leq t \leq 0, \; \tau > 0, \\
u(x,0) &= \phi(x) \in X, \quad \tau = 0.
\end{align*}
\]

In this section, we study existence and uniqueness of the solutions of (3.2). If \( \tau > 0 \), it is easily seen, using the method of steps, that (3.2) has a continuous
solution for each continuous initial datum and that this solution is unique. We prove in Proposition 3.1 a specific uniqueness result that will be useful in the instability analysis of Section 5. This result says that if two initial data agree for small values of the maturity variable $x$, then their corresponding solutions will ultimately agree for sufficiently large $t$ for all maturity values $x$.

**Proposition 3.1.** Let $\tau \geq 0$. Suppose that $u_1(x,t)$ and $u_2(x,t)$ are solutions of (3.2) with initial data $\varphi_1$ and $\varphi_2$, respectively. Suppose that there exists $b$, $0 < b \leq 1$, such that

$$\varphi_1(x,t) = \varphi_2(x,t) \quad \text{for } x \in [0,b], \quad t \in [-\tau,0], \text{ if } \tau > 0,$$

or

$$\varphi_1(x) = \varphi_2(x) \quad \text{for } x \in [0,b], \text{ if } \tau = 0.$$  

Then there exists $\tilde{t}$ such that $u_1(x,t) = u_2(x,t)$ for $x \in [0,1]$ and $t \geq \tilde{t}$, where $\tilde{t}$ can be chosen to be $-\log h(b) + \log b / \log \alpha$.

**Proof.** Note first that the solutions of (3.2) are solutions of

$$u(x,t) = u(h^{-1}(h(x)e^{-(t-s)}),s) \exp \left( - \int_{0}^{t-s} g'(h^{-1}(h(x)e^{-\xi}))d\xi \right)$$

$$+ \int_{s}^{t} f(u(\alpha h^{-1}(h(x)e^{-(t-\sigma)}),\sigma - \tau)) \times \exp \left( - \int_{0}^{t-\sigma} g'(h^{-1}(h(x)e^{-\xi}))d\xi \right) d\sigma, \quad 0 \leq x \leq 1, \quad 0 \leq s \leq t.$$  

(3.5)

Set

$$t_0 = 0, \quad t_{n+1} = t_n + \log \frac{h(b \alpha^{-(n+1)})}{h(b \alpha^{-n})} + \tau = -\log \frac{h(b)}{h(b \alpha^{-(n+1)})} + (n+1)\tau.$$  

(3.6)

We prove by induction that if $b \alpha^{-n} \leq 1$, then

$$u_1(x,t) = u_2(x,t) \quad \text{for } x \in [0,b \alpha^{-n}], \quad t \geq t_n - \tau.$$  

(3.7)

It is true if $n = 0$. Suppose true for $n$. If $t \geq t_n$,

$$u_i(x,t) = u_i(h^{-1}(h(x)e^{-(t-t_n)}),t_n) \exp \left( - \int_{0}^{t-t_n} g'(h^{-1}(h(x)e^{-\xi}))d\xi \right)$$

$$+ \int_{t_n}^{t} f(u_i(\alpha h^{-1}(h(x)e^{-(t-\sigma)}),\sigma - \tau)) \times \exp \left( - \int_{0}^{t-\sigma} g'(h^{-1}(h(x)e^{-\xi}))d\xi \right) d\sigma,$$  

(3.8)
where \( i = 1, 2 \). But \( h \) and \( h^{-1} \) are increasing. Take \( x \in [0, b \alpha^{-(n+1)}] \), \( t \geq t_{n+1} - \tau \). Then

\[
h^{-1}(h(x)e^{-(t-t_n)}) \leq h^{-1}\left(h(b \alpha^{-(n+1)}) \frac{h(b \alpha^{-n})}{h(b \alpha^{-(n+1)})}\right) = b \alpha^{-n},
\]

\[
\alpha h^{-1}(h(x)e^{-(t-\sigma)}) \leq \alpha x \leq b \alpha^{-N},
\]  

(3.9)

and \( \sigma \geq t_n \) implies \( \sigma - \tau \geq t_n - \tau \). Thus \( u_1(x,t) = u_2(x,t) \) for \( x \in [0, b \alpha^{-(n+1)}] \) and \( t \geq t_{n+1} - \tau \).

Now suppose that \( b \alpha^{-N} \leq 1 < b \alpha^{-(N+1)} \). Take \( x \in [0, 1] \). If \( \sigma \geq t_N \), then

\[
\alpha h^{-1}(h(x)e^{-(t-\sigma)}) \leq \alpha x \leq b \alpha^{-N},
\]

(3.10)

and if \( t \geq t_N - \log h(b \alpha^{-N}) = -\log h(b) + N\tau \),

\[
h^{-1}(e^{-(t-t_N)}h(x)) \leq h^{-1}(h(b \alpha^{-N})) = b \alpha^{-N}.
\]

(3.11)

So if \( x \in [0,1] \) and \( t \geq -\log h(b) + N\tau \), then \( u_1(x,t) = u_2(x,t) \). But \( N \leq \log b / \log \alpha \), and the result follows.

We now look at the existence of solutions in the case \( \tau = 0 \). If \( \tau = 0 \) and \( f \) is only continuous, then solutions may not always exist, as we showed in [2] for the particular cases \( g(x) = x \) and \( f(x) = \mu x(1-x) \). So consider the case where \( f \) is Lipschitz continuous.

**Proposition 3.2.** Let \( \tau = 0 \), let \( \varphi \in X \), and let \( f \) be Lipschitz continuous with constant \( L \). Then the iterates \( u_n(x,t) \), defined by

\[
u_0(x,t) = \varphi(h^{-1}(h(x)e^{-t})),
\]

\[
u_n(x,t) = \varphi(h^{-1}(h(x)e^{-t})) \exp\left(-\int_0^t g'(h^{-1}(h(x)e^{-\xi}))d\xi\right)
\]

\[
+ \int_0^t f(u_{n-1}(\alpha h^{-1}(h(x)e^{-(t-\sigma)}), \sigma))
\]

\[
\times \exp\left(-\int_0^{t-\sigma} g'(h^{-1}(h(x)e^{-\xi}))d\xi\right)d\sigma,
\]

(3.12)

converge, uniformly on compact subsets of \([0,1] \times [0,\infty)\), to the unique continuous solution of (3.2).

If the solution with initial datum \( \varphi \in X \) is denoted by \( u^\varphi(x,t) \), then

\[
|u^\varphi(\cdot,t) - u^\psi(\cdot,t)|_\infty \leq e^{(L-I)t} |\varphi - \psi|_\infty, \quad \varphi, \psi \in X,
\]

(3.13)

where \( I = \inf_{0 \leq x \leq 1} g'(x) \).

**Proof.** The convergence of the iterates is proved using standard techniques.
To prove (3.13), we note that from (3.2), for $x \in [0,1]$,
\[
|u^\varphi(x,t) - u^\psi(x,t)| \leq |\varphi - \psi|_\infty e^{-It} + \int_0^t L |u^\varphi(x,s) - u^\psi(x,s)| e^{-I(t-s)} \, ds
\]
and the result follows immediately using Gronwall’s inequality.

If $f$ is locally Lipschitz continuous, uniqueness can be proved using Gronwall’s inequality and we have the following lemma.

**Lemma 3.3.** Let $\tau = 0$ and let $\varphi \in X$. If $f$ is locally Lipschitz continuous, then there is at most one solution of (3.2).

Also we have the following lemma.

**Lemma 3.4.** Let $\tau = 0$ and let $\varphi \in X$. If, for some $\varphi \in C([0,1])$, there exists $b$, $0 < b \leq 1$, such that (3.2) has a solution for $x \in [0,b]$, then (3.2) also has a solution for $x \in [0,1]$.

**Proof.** Take $x \in [0,b\alpha^{-1}]$. Then $\alpha h^{-1}(h(x)e^{-(t-\sigma)}) \in [0,b]$ and so $u(x,t)$ is defined for $x \in [0,b\alpha^{-1}]$. Continue by induction. \hfill \square

This leads to the following proposition. Denote by $X_0$ the space $\{\varphi \in X, \varphi(0) = 0\}$ and by $X_0^+$ the set $\{\varphi \in X_0, \varphi \geq 0\}$. If $0 < b < 1$ and $\varphi \in C[0,b]$, we set $|\varphi|_b = \sup_{0 \leq x \leq b} |\varphi(x)|$ and if $\varphi \in C([0,b] \times [-\tau,0])$, where $\tau > 0$, we set $\|\varphi\|_b = \sup_{0 \leq x \leq b, -\tau \leq t \leq 0} |\varphi(x,t)|$.

**Proposition 3.5.** Let $\tau = 0$.

(a) If there exists $\eta > 0$ such that if $|\varphi|_\infty < \eta$ and $\varphi \in X_0$ then $u^\varphi(x,t)$ exists, then in fact (3.2) has a solution for all $\varphi \in X_0$.

(b) If there exists $\eta > 0$ such that if $0 \leq \varphi < \eta$ and $\varphi \in X_0$ then $u^\varphi(x,t)$ exists, then in fact (3.2) has a solution for all $\varphi \in X_0^+$.

**Proof.** To prove (a), given $\varphi \in X_0$, there exists $b$ such that $|\varphi|_b < \eta$. Define $\varphi \in X_0$ by
\[
\varphi(x) = \begin{cases} 
\varphi(x) & \text{if } x \in [0,b], \\
\varphi(b) & \text{if } x \in [b,1]. 
\end{cases}
\]

Then $|\varphi|_\infty < \eta$ and thus $u^\varphi(x,t)$ exists. So $u^\varphi(x,t)$ exists for $x \in [0,b]$ as $\varphi(x) = \varphi(x)$ for $x \in [0,b]$. The result now follows from Lemma 3.4.

The proof of (b) is similar. \hfill \square

Finally, we have the following existence result for $f$ locally Lipschitz continuous.

**Theorem 3.6.** Let $\tau = 0$. Suppose that $g$ satisfies (H$_g$) and also $g'(x) > 0$, for $0 \leq x \leq 1$. Suppose that $f \in C^1(\mathbb{R})$ and $f(0) = 0$. Set $I = \inf_{0 \leq x \leq 1} g'(x)$. Suppose that either
(a) there is a $\delta > 0$ such that $|f'(x)| \leq I$ for $|x| \leq \delta$ and the initial datum $\varphi \in X$ is such that, for some $b > 0$, $|\varphi|_b \leq \delta$, or
(b) there is a $\delta > 0$ such that $0 \leq f'(x) \leq I$ for $0 \leq x \leq \delta$ and the initial datum $\varphi \in X$ is such that, for some $b > 0$, $0 \leq \varphi(x) \leq \delta$ for $0 \leq x \leq b$. Then the iterates $u_n(x, t)$ defined in (3.12) converge uniformly on compact subsets of $[0, b] \times [0, \infty)$ to a function $u(x, t)$ which satisfies (3.2) for $x \in [0, b]$.

Thus, for such $\varphi$, (3.2) has a unique solution for $x \in [0, 1]$. In particular, under condition (a) there is a solution for all $\varphi \in X_0$ and under condition (b) there is a solution for all $\varphi \in X_0^+$.

**Proof.** We prove (a). Let $\mu = \sup_{|x| \leq \delta} (|f'(x)|/I)$. We have $f(k) - f(0) = f'(\xi)k$ and so $|f(k)| \leq \mu \delta I$ if $|k| < \delta$. If $|\varphi|_b \leq \delta$ and $|u_{n-1}(\cdot, t)|_b \leq \delta$, then

$$|u_n(\cdot, t)|_b \leq \delta e^{-\mu t} + \int_0^t \mu I \delta e^{-\mu (t-s)} \, ds \leq \delta.$$  

(3.16)

Hence by induction $|u_n(\cdot, t)|_b \leq \delta$ for all $n$. The convergence of the $u_n(x, t)$ uniformly for $x \in [0, b]$ and $t$ on compact subsets of $[0, \infty)$ now follows by standard iterative techniques.

That there is a solution of (3.2) for $x \in [0, 1]$ follows from Lemma 3.4 and that there is a solution for any $\varphi \in X_0$ follows from Proposition 3.5(a).

The proof of (b) is similar. \hfill $\square$

Note that what we need in the proof of Theorem 3.6 is that $f'(x)$ exists in $[-\gamma, \gamma]$ for a $\gamma > 0$.

**4. Invariance and asymptotic behavior.** In this section, we study invariance and asymptotic behavior of solutions. In Theorem 4.1 we provide sufficient conditions on the relationship between the population growth and maturation processes to guarantee the extinction of the population for a class of initial data.

**Theorem 4.1.** Let $\tau > 0$. Suppose that $g$ satisfies (H$_b$) and also $g'(x) > 0$, for $0 \leq x \leq 1$. Set $I = \inf_{0 \leq x \leq 1} g'(x)$. Suppose that $f \in C^1(\mathbb{R})$ and $f(0) = 0$. Suppose that either

(a) there is a $\delta > 0$ such that $|f'(x)| < I$ for $|x| \leq \delta$ and the initial datum $\varphi$ is such that, for some $b > 0$, $\|\varphi\|_b \leq \eta \leq \delta$, or
(b) there is a $\delta > 0$ such that $0 \leq f'(x) < I$ for $0 \leq x \leq \delta$ and the initial datum $\varphi \in Y$ is such that, for some $b > 0$, $0 \leq \varphi(x, t) \leq \eta \leq \delta$, for $0 \leq x \leq b$, $-\tau \leq t \leq 0$.

Then invariance of the initial datum bounds holds,

$$|u(\cdot, t)|_b \leq \eta, \ t \geq 0,$$

(4.1)

and in case (b),

$$0 \leq u(x, t) \leq \eta, \ 0 \leq x \leq b, \ t \geq 0.$$  

(4.2)
Also \( u(\cdot, t) \to 0 \) exponentially in \( Y \) as \( t \to \infty \). The results hold with obvious modifications if \( \tau = 0 \).

**Proof.** Take \( \tau > 0 \) first and look at case (a).

Set \( \mu = \sup_{|x| \leq \delta} (|f'(x)|/I) \). We have \( f(h) - f(0) = f'(\xi)h \), so \( |f(h)| \leq \mu I \) if \( |h| \leq \eta \).

Take \( t \in [0, \tau] \), \( x \in [0, b] \), and \( \varphi \) such that \( \|\varphi\|_b \leq \eta \), then

\[
|u(\cdot, t)|_b \leq \eta e^{-It} + \int_0^t \mu \eta I e^{-I(t-s)}ds \leq \eta (e^{-It} (1 - \mu) + \mu). \tag{4.3}
\]

Thus in particular \( |u(\cdot, t)|_b \leq \eta \) for \( t \in [0, \tau] \), and, by induction, \( |u(\cdot, t)|_b \leq \eta \) for all \( t \geq 0 \), and so (4.3) holds for all \( t \geq 0 \).

Now take \( \mu < \lambda < 1 \) and set \( e^{-I(T - \tau)} (1 - \mu) = \lambda - \mu \), so

\[
|u(\cdot, t)|_b \leq \eta \lambda \quad \text{for } t \geq T - \tau. \tag{4.4}
\]

Thus we can prove, by induction, as in [2, Theorem 6.1], that

\[
|u(\cdot, t)|_b \leq \eta \lambda^n \quad \text{for } t \geq nT - \tau, \tag{4.5}
\]

and so

\[
|u(\cdot, t)|_\infty \leq \eta \lambda^n \quad \text{for } t \geq -\log h(b) + \frac{\log b}{\log \alpha} \tau + nT - \tau, \tag{4.6}
\]

and we have exponential decay.

Now look at the case (b) and \( \tau > 0 \).

Set \( \mu = \sup_{0 \leq x \leq \delta} (f'(x)/I) \) and note that, as above, if \( 0 \leq h \leq \delta \), \( f(h) = f'(\xi)h \), and so \( 0 \leq f(h) \leq \eta I \mu \) if \( 0 \leq h \leq \eta \).

Take \( t \in [0, \tau] \), \( x \in [0, b] \), so

\[
u(\cdot, t) \leq \eta e^{-It} + \int_0^t \mu \eta I e^{-I(t-s)}ds \leq \eta (e^{-It} (1 - \mu) + \mu), \tag{4.7}
\]

also \( u(x, t) \geq 0 \). Thus, in particular, \( 0 \leq u(x, t) \leq \eta \) for \( x \in [0, b] \) and \( t \in [0, \tau] \), and hence, by induction, \( 0 \leq u(x, t) \leq \eta \) for \( x \in [0, b] \) and \( t \geq 0 \).

Now proceed as before using (4.7) instead of (4.3).

We now look at the case \( \tau = 0 \). Consider \( u_n(x, t) \) as defined by (3.12). It is easily seen by induction on \( n \) that in case (a)

\[
\text{if } \|\varphi\|_b \leq \eta, \text{ then } |u_n(\cdot, t)|_b \leq \eta \text{ for } t \geq 0, \tag{4.8}
\]

and in case (b)

\[
\text{if } 0 \leq \varphi(x) \leq \eta, \text{ then } 0 \leq u_n(x, t) \leq \eta \text{ for } x \in [0, b], \text{ } t \geq 0. \tag{4.9}
\]

Thus, letting \( n \to \infty \) in (4.8) and (4.9) we have the invariance results.
Now in case (a), from (4.8), we have
\[ |u_n(\cdot, t)|_b \leq \eta e^{-lt} + \int_0^t \mu \eta e^{-l(t-s)} ds = \eta (e^{-lt} (1 - \mu) + \mu) \quad \text{for } t \geq 0, \quad (4.10) \]
and so \(|u_n(\cdot, t)|_b \leq \eta \lambda\) for \(t \geq T\), and, as above, by induction, \(|u_n(\cdot, t)|_b \leq \eta \lambda^N\) for \(t \geq NT\). It follows that
\[ |u(\cdot, t)|_b \leq \eta \lambda^N \quad \text{for } t \geq NT. \quad (4.11) \]
Hence we have exponential decay. Similarly in case (b).

A similar result was proved in [2] for the particular case \(g(x) = x\) and \(f(x) = \mu x (1 - x)\).

5. Instability. In this section, we study the instability of solutions. We denote by \(u^\phi\) the solution of (3.2) with initial datum \(\phi\); note that when \(\tau > 0\), \(\phi \in Y\) and when \(\tau = 0\), \(\phi \in X\). If \(\tau > 0\) and \(\phi \in Y\), we say that \(u^\phi\) is stable if given \(\varepsilon > 0\), there exists a \(\delta > 0\) such that if \(\psi \in Y\) and \(|\phi - \psi| < \delta\), then \(|u^\phi(\cdot, t) - u^\psi(\cdot, t)|_\infty < \varepsilon\) for all \(t\). If \(\tau = 0\) and \(\phi \in X\), we say that \(u^\phi\) is stable if given \(\varepsilon > 0\), there exists a \(\delta > 0\) such that if \(\psi \in X\) and \(|\phi - \psi|_\infty < \delta\), then \(|u^\phi(\cdot, t) - u^\psi(\cdot, t)|_\infty < \varepsilon\) for all \(t\). We say that \(u^\phi\) is unstable if it is not stable.

The following hypothesis, which assumes that the population does not extinguish for at least one initial condition, is sufficient in certain cases to guarantee the instability of all solutions for a certain class of initial conditions. The interpretation of this result is that the population behavior is abnormal either in its inability to stabilize to a normal level or its inability to survive at all.

**HYPOTHESIS 1.** There exists a solution \(u^\phi\) such that \(|u^\phi(\cdot, t)|_\infty\) does not converge to 0 as \(t\) tends to \(\infty\).

We denote by \(Y_0\) the space \(\{\varphi \in Y, \varphi(0, t) = 0 \text{ for } t \in [-\tau, 0]\}\). We prove that if this condition is satisfied for a \(\phi\) in \(Y_0\), then for all \(\phi\) in \(Y_0\), \(u^\phi\) is unstable. As we will see in the proof, this is a consequence of the uniqueness result proved in Proposition 3.1, that is, that if initial data coincide for \(x \in [0, b]\), where \(0 < b < 1\), then eventually solutions coincide, and that if the functions \(\phi_1\) and \(\phi_2\) belong to \(Y_0\), then, if \(b\) is small, \(|\phi_1(t, x) - \phi_2(t, x)|\) is small for \(x \in [0, b]\).

We first consider the case \(\tau > 0\).

**PROPOSITION 5.1.** Let \(\tau > 0\). Suppose that Hypothesis 1 holds for a solution with initial datum \(\phi_0 \in Y_0\). Then for every \(\phi \in Y_0\), \(u^\phi\) is unstable.

**PROOF.** If Hypothesis 1 holds, there exists \(\varepsilon > 0\) and \(\sigma_n \to \infty\) such that \(|u^{\phi_0}(\cdot, \sigma_n)|_\infty > \varepsilon\) for all \(n\).

Suppose that \(\phi \in Y_0\) is stable. So there exists \(\delta > 0\) such that if \(|\phi - \psi| < \delta\), then \(|u^\phi(\cdot, t) - u^\psi(\cdot, t)|_\infty < \varepsilon/2\) for all \(t \geq 0\).
Choose $b_1 > 0$ and $\phi_1 \in Y_0$ such that $\phi_1(x, t) = 0$ in $[0, b_1] \times [-\tau, 0]$ and $\|\phi_1 - \phi\| < \delta$ so that $|u^{\phi_1}(\cdot, t) - u^{\phi}(\cdot, t)|_\infty < \varepsilon/2$ for all $t \geq 0$.

Also we can choose $b_2 > 0$ and $\phi_2 \in Y_0$ such that $\phi_2(x, t) = \phi_0(x, t)$ in $[0, b_2] \times [\tau, 0]$ and $\|\phi_2 - \phi\| < \delta$ so that $|u^{\phi_2}(\cdot, t) - u^{\phi}(\cdot, t)|_\infty < \varepsilon/2$ for all $t \geq 0$.

By Proposition 3.1 there exist $t_1$ and $t_2$ such that $u^{\phi_1}(x, t) = 0$ if $t > t_1$ and $u^{\phi_2}(x, t) = u^{\phi_0}(x, t)$ if $t > t_2$.

Hence if $t > \max\{t_1, t_2\}$, then $|u^{\phi}(\cdot, t)|_\infty < \varepsilon/2$ and $|u^{\phi_0}(\cdot, t) - u^{\phi}(\cdot, t)|_\infty < \varepsilon/2$. So if $t > \max\{t_1, t_2\}$, $|u^{\phi_0}(\cdot, t)|_\infty < \varepsilon$, a contradiction.

We now prove that Hypothesis 1 is satisfied if $g(x) = x$.

**Theorem 5.2.** Let $\tau > 0$. Consider the equation

$$u(x, t) = e^{-t} \phi(e^{-t} x, 0) + \int_0^t e^{-(t-s)} f(u(\alpha x e^{-(t-s)}, s-\tau))ds, \quad t \geq 0,$$

$$u(x, t) = \phi(x, t), \quad x \in [0, 1], \quad t \in [-\tau, 0].$$

(5.1)

Suppose that $f(0) = 0$ and $f'(0) > 1$. Then there exists $\phi_0 \in Y_0$ such that $u^{\phi_0}(\cdot, t)$ does not converge in $X$ to 0 as $t \to \infty$, and so all $u^{\phi}$ with initial datum $\phi \in Y_0$ are unstable.

**Proof.** Let $\varepsilon > 0$ be such that $f'(0) - \varepsilon > 1; f(y) = f'(0) y + o(y)$, where $o(y)/y \to 0$ as $y \to 0$, and so there exists $\delta > 0$ such that if $0 \leq y \leq \delta$, $o(y) + \varepsilon y \geq 0$. Set $\mu = f'(0) - \varepsilon$, so $f(y) = \mu y + h(y)$, where $h(y) = o(y) + \varepsilon y$ is such that

$$h(y) \geq 0 \quad \text{if} \ 0 \leq y \leq \delta.$$  

(5.2)

Choose

$$\phi(x, t) = \delta x^r e^{st}, \quad 0 \leq x \leq 1, \quad -\tau \leq t \leq 0,$$

(5.3)

where $r > 0$ and $s > 0$ are such that $r + s + 1 = \mu \alpha r e^{-s\tau}$. Note that $u_\mu(x, t) = \delta x^r e^{st}$ is the solution of the equation

$$u_t(x, t) + (xu(x, t))_x = \mu u(\alpha x, t - \tau), \quad t > 0,$$

$$u(x, t) = \delta x^r e^{st}, \quad 0 \leq x \leq 1, \quad -\tau \leq t \leq 0.$$  

(5.4)

Let $u(x, t)$ be the solution of (5.1) with $\phi(x, t) = \delta x^r e^{st}$. Suppose, for contradiction, that $u(\cdot, t) \to 0$ as $t \to \infty$. Thus there exists $x_1$, $0 < x_1 \leq 1$, such that

$$|u(x, t)| \leq \delta \quad \text{for} \ 0 \leq x \leq x_1, \ t \geq -\tau.$$  

(5.5)
Set
\[ v(x,t) = u(x,t) - u_\mu(x,t), \] (5.6)
we have
\[
\begin{align*}
u(x,t) &= e^{-t}\phi(xe^{-t},0) + \int_0^t e^{-(t-\sigma)} f(u(e^{-(t-\sigma)}\alpha x,\sigma-\tau))d\sigma \\&= e^{-t}\phi(xe^{-t},0) + \int_0^t e^{-(t-\sigma)} \mu u_\mu(e^{-(t-\sigma)}\alpha x,\sigma-\tau)d\sigma \\
&\quad + \int_0^t e^{-(t-\sigma)} \mu v(e^{-(t-\sigma)}\alpha x,\sigma-\tau)d\sigma \\
&\quad + \int_0^t e^{-(t-\sigma)} h(u(e^{-(t-\sigma)}\alpha x,\sigma-\tau))d\sigma.
\end{align*}
\] (5.7)
But \( e^{-t}\phi(xe^{-t},0) + \int_0^t e^{-(t-\sigma)} \mu u_\mu(e^{-(t-\sigma)}\alpha x,\sigma-\tau)d\sigma = u_\mu(x,t) \), so
\[
\begin{align*}
v(x,t) &= \int_0^t e^{-(t-\sigma)} \mu v(e^{-(t-\sigma)}\alpha x,\sigma-\tau)d\sigma \\
&\quad + \int_0^t e^{-(t-\sigma)} h(u(e^{-(t-\sigma)}\alpha x,\sigma-\tau))d\sigma.
\end{align*}
\] (5.8)
Hence for \( 0 \leq t \leq \tau \),
\[
v(x,t) = 0 + \int_0^t e^{-(t-\sigma)} h(\phi(e^{-(t-\sigma)}\alpha x,\sigma-\tau))d\sigma \geq 0
\] (5.9)
because \( 0 \leq \phi(x,t) \leq \delta \), for \( 0 \leq x \leq 1 \), \( -\tau \leq t \leq 0 \), and so
\[
u(x,t) \geq u_\mu(x,t) \geq 0 \quad \text{for } 0 \leq x \leq 1, \ 0 \leq t \leq \tau.
\] (5.10)
It follows, in particular, that
\[
0 \leq u(x,t) \leq \delta \quad \text{for } 0 \leq x \leq x_1, \ 0 \leq t \leq \tau,
\] (5.11)
and so
\[
h(u(x,t)) \geq 0 \quad \text{for } 0 \leq x \leq x_1, \ 0 \leq t \leq \tau,
\] (5.12)
by (5.2). Hence, by (5.8), \( v(x,y) \geq 0 \), for \( 0 \leq x \leq x_1 \) and \( 0 \leq t \leq 2\tau \), and, by induction,
\[
v(x,y) \geq 0 \quad \text{for } 0 \leq x \leq x_1, \ t \geq 0.
\] (5.13)
Thus for \( 0 < x \leq x_1 \),
\[
u(x,t) \geq u_\mu(x,t) = \delta x^r e^{st} \longrightarrow \infty \quad \text{as } t \longrightarrow \infty,
\] (5.14)
giving a contradiction. \( \square \)
A similar argument to that given in the proof of Proposition 5.1 holds for \( \tau = 0 \) if there is existence of solutions for all initial data in \( X_0 \). Proposition 3.5 gives a sufficient condition for existence of solutions for all such initial data. So for the case \( \tau = 0 \) we have the instability result below.

**Proposition 5.3.** Let \( \tau = 0 \). Suppose that there is an \( \eta \) such that there are solutions of (3.2) for all \( \varphi \in X_0 \) such that \( |\varphi|_\infty < \eta \). Suppose that Hypothesis 1 holds for a solution with initial data in \( X_0 \). Then for every \( \phi \in X_0 \), \( u^\phi \) is unstable.

Finally we have the analogue of Theorem 5.2 for the case \( \tau = 0 \).

**Theorem 5.4.** Let \( \tau = 0 \). Consider the equation

\[
\begin{aligned}
u(x,t) &= e^{-t} \varphi(e^{-t}x) + \int_0^t e^{-(t-s)} f(u(\alpha xe^{-(t-s)}, s)) ds, \quad t > 0, \quad x \in [0,1], \\
u(x,0) &= \varphi(x), \quad x \in [0,1].
\end{aligned}
\]

(5.15)

Assume that there is an \( \eta > 0 \) such that if \( \varphi \in X_0 \) and \( |\varphi|_\infty < \eta \), then there exists a solution \( u^\varphi(x,t) \) and if \( \varphi \geq 0 \), then \( u^\varphi(x,t) \geq 0 \) and \( u^\varphi(0,t) = 0 \) for all \( t \geq 0 \). Suppose that \( f(0) = 0 \) and \( f'(0) > 1 \). Then there exists \( \phi_0 \in X_0 \) such that \( u^{\phi_0}(\cdot, t) \) does not converge in \( X \) to 0 as \( t \to \infty \), and so all \( u^\phi \) with initial datum \( \phi \in X_0 \) are unstable.

**Proof.** We use the same notation as in the proof of Theorem 5.2 but take \( \delta \leq \eta \). Denote by \( U_\mu(t) \phi \) the semigroup of the solutions of the equation

\[
\begin{aligned}
u_t(x,t) + (xu(x,t))_x &= \mu u(\alpha x,t), \quad t > 0, \\
u(x,0) &= \phi(x).
\end{aligned}
\]

(5.16)

In Section 2 (and, in fact, also in [2]) we prove that the semigroup generated in \( C[0,1] \) by the operator \(- (xu(x))' \) with domain

\[
\left\{ u \in C[0,1], \ u \text{ is differentiable on } (0,1), \ u' \in C(0,1), \ \lim_{x \to 0} xu'(x) = 0 \right\}
\]

(5.17)

is \( (V(t) \phi)(x) = e^{-t} \phi(e^{-t}x) \). Also the semigroup generated in \( C[0,1] \) by the continuous operator \((H \phi)(x) = \mu \phi(\alpha x) \) is

\[
(W(t) \phi)(x) = \sum_{n=1}^{\infty} \frac{t^n}{n!} (H^n \phi)(x) = \sum_{n=1}^{\infty} \frac{(\mu t)^n}{n!} \phi(\alpha^n x).
\]

(5.18)

Note that \( V(t)W(t) = W(t)V(t) \). It follows that \( U_\mu(t) = W(t)T(t) \), that is,

\[
(U_\mu(t) \phi)(x) = \sum_{n=0}^{\infty} \frac{(\mu t)^n}{n!} e^{-t} \phi(\alpha^n e^{-t} x),
\]

(5.19)
and so, if $\phi \geq 0$, then $U_\mu(t)\phi \geq 0$. Now take $r > 0$, $s > 0$ such that $r + s + 1 = \mu \alpha r$. Choose $\phi = \delta x^r$, so that $U_\mu(t)\phi = \delta x^r e^{st}$. Let $u(x, t)$ be the solution of (5.15) with initial datum $\phi(x) = \delta x^r$. Suppose, for contradiction, that $u(\cdot,t) \to 0$ in $X$ as $t \to \infty$. As $f(y) = \mu y + h(y)$, we have

$$u(x,t) = U_\mu(t)\phi(x) + \int_0^t U_\mu(t-s)h(u(\alpha x, \sigma))d\sigma.$$  \hfill (5.20)

Since $u(\cdot,t) \to 0$ in $X$ as $t \to \infty$ and $u(0,t) = 0$, for all $t \geq 0$, there exists $x_1$, $0 < x_1 \leq 1$, such that $0 \leq u(x,t) < \delta$ for $0 \leq x \leq x_1$ and $t \geq 0$. Thus $h(u(\alpha x, \sigma)) \geq 0$, for $0 \leq x \leq x_1/\alpha$ and $\sigma \geq 0$, so that

$$u(x,t) \geq (U_\mu(t)\phi)(x) = \delta x^r e^{st}$$ \hfill (5.21)

for $0 \leq x \leq x_1/\alpha$ and $t \geq 0$, yielding a contradiction. \hfill \Box

6. Summary and conclusions. The production of blood cells is a complex process that originates from an experimentally inaccessible source of most primitive cells. Through successive divisions, cell lines exhibit an increasing maturity of cell types as individual cells grow and divide. The ultimate behavior of the population is inextricably linked to this behavior of individual cells. The model we have developed is a simplified description of this maturation-proliferation process. It consists of a semilinear partial differential equation of transport type, for which we investigate the existence, uniqueness, and asymptotic behavior of solutions. In this model the normal production of blood cells depends on the initial state of the system. If there is not a sufficient supply in the initial state of the most primitive cells, then the population either extinguishes or destabilizes. It is hypothesized that abnormalities of the blood production system, such as aplastic anemia, arise as defects in or shocks to the most primitive precursor cells. The results we have established provide a qualitative conceptualization of this kind of abnormal population process.
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