Dynamics of host-reservoir transmission of Ebola with spillover potential to humans
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Abstract. Ebola virus disease (EVD) is a zoonotic disease (i.e. disease that is spread from animals to people). Therefore human beings can be infected through direct contact with an infected animal (fruit-eating bat or great ape). It has been demonstrated that fruit-eating bats of pteropodidae family are potential reservoir of EVD. Moreover, it has been biologically shown that fruit-eating bats do not die due to EVD and bear the Ebola viruses lifelong. We develop in this paper, a mathematical model to assess the impact of the reservoir on the dynamics of EVD. Our model couples a bat-to-bat model with a human-to-human model and the indirect environmental contamination through a spillover process (i.e. process by which a zoonotic pathogen moves (regardless of transmission mode) from an animal host (or environmental reservoir) to a human host) from bats to humans. The sub-models and the coupled models exhibit each a threshold behavior with the corresponding basic reproduction numbers being the bifurcation parameters. Existence of equilibria, their global stability are established by combining monotone operator theory, Lyapunov–LaSalle techniques and graph theory. Control strategies are assessed by using the target reproduction numbers. The efforts required to control EVD are assessed as well through S-control. The spillover event is shown to be highly detrimental to EVD by allowing the disease to switch from bats to humans even though the disease was not initially endemic in the human population. Precisely, we show that the spillover phenomenon contributes to speed up the disease outbreak. This suggests that the manipulation and consumption of fruit-bats play an important role in sustaining EVD in a given environment.
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1 Introduction

The Ebola Virus Disease (EVD) was initially identified and named so after an outbreak in Democratic Republic of Congo (DRC) in 1976 [1, 8, 21], which killed 280 individuals out of the 318 cases reported. In the course of the same year, another outbreak occurred in Sudan and killed 156 people [36]. Since 1976, many recommendations have been formulated by various researchers, ranging from the prevention measures to case management guidance. Other fatal outbreaks of EVD still threaten several countries: DRC (1977, 1995), Sudan (1979, 2004), Gabon (1996, 2002), Uganda (2000, 2007, 2011, 2012), Ivory Cost (1994), Congo (2002, 2003, 2005) [36].

The 2014-2015 EVD outbreak which started in Guinea in December 2013 [18] has been the largest and deadliest since its discovery, with approximately 12 000 deaths in the human population, mostly in Guinea, Liberia and Sierra Leone. This last uprising of EVD has stimulated once more the scientific community for more investigations. An illustration of such a commitment is the recent discovery of an experimental vaccine [5, 10, 12]. Before the development of the so called rVSV-ZEBOV vaccine, numerous supportive treatments contributed to save some patients. In spite of their mitigated outcomes, they played an important role in the control of the disease [18].

The virulence of Ebola and its rapid propagation became a big concern for researchers and triggered vibrant research topics. Besides the huge research activities in order to single out the sustainable prevention strategies, the efforts to identify the reservoir of the Ebola viruses and the means by which the virus is transmitted from the reservoir to humans occupied a prominent place. Since 2006, remarkable biological findings have demonstrated that fruit-eating bats of pteropodidae family are the reservoir of Ebola viruses [3, 8, 10]. Moreover, according to the recent findings in [14], Ebola is introduced in the human population through close contact with blood secretions, organs or other bodily fluids of infected animals such as chimpanzees, gorillas, fruit bats, monkeys, forest antelopes and porcupines found ill or dead in the rainforest. Furthermore, the index case for the 2014-2015 outbreak (and for many other previous outbreaks) caught EVD after contact with an infected bat [32].

These disease features urged the Food and Agricultural Organization (FAO) to draw the attention of the public about the fact that, almost all EVD outbreaks are initially triggered by the consumption of bats and bush meat [14, 21]. Therefore, fruit-bats play an important role in the resurgence of this illness in humans. In order to deal with the above mentioned complex ecology of Ebola, more realistic mathematical models for the transmission dynamics of that disease should not underestimate or simply ignore the initial source of the virus. Thus, the incorporation of a reservoir source (bats) in the mathematical modeling of the transmission of EVD is the main motivation and novelty of the model we propose in this manuscript.

By so doing, and unlike existing models [1, 4, 15, 20, 24, 27, 29, 31, 39, 40] where only human-to-human transmissions are considered, or recent works in [9, 11, 16, 30, 31, 36, 42], where the environmental contamination is further incorporated, our model and its analysis are different in the following two aspects: (1) It is a two-host model. (2) The spillover potential of EVD to switch from bat’s population to human’s population is considered.

Concisely, the purpose of our work is to assess the impact of the reservoir on the transmission dynamics of EVD by coupling a bat-to-bat model with a human-to-human model through the indirect environmental contamination and a spillover event from bats to humans. Note that we could include many other animals (great apes, monkeys, antelopes, etc.) in the EVD transmission mechanism, with some of them either as end hosts or potential reservoirs. However, given the fact that many of these animals die very quickly due to EVD, infected bats...
do not suffer from EVD, and the findings in [10] demonstrating that the transmission event from bats to humans is more important than any other spillover event, we have considered only bats.

The full coupled model and the sub-models are shown to exhibit each a threshold behavior with the corresponding basic reproduction numbers being the bifurcation parameters. Existence of equilibria and global results are established by combining monotone operator techniques, Lyapunov–LaSalle techniques and graph theory. Control strategies are assessed via the concept of target reproduction number. The efforts required to control (or eliminate) EVD through the implementation of S-control (i.e. a control measure which target to protect directly the susceptible individuals, e.g. vaccination) are derived. Numerically, it is shown that the spillover event could be highly detrimental to EVD by enabling EVD to switch from bat population to human population even though the disease was not initially endemic in human population.

The paper is organized as follows: in Section 2, a simple epizootic model (describing the disease (periodic) circulation amongst animal populations) for the transmission dynamics of EVD in bat population is formulated and completely analyzed. In Section 3, human-to-human transmission model of EVD is considered. Since this latter model is similar to the one we recently proposed in [9], its main results are recalled. Section 4 presents a simple spillover event (bat-to-human) model for Ebola and its theoretical results are shown in the appendix. Section 5, deals with the control strategies for the coupled model, while Section 6 numerically assess the impact of the environment and the spillover potential in the endemicity of EVD. Finally, Section 7 concludes the paper and outline some future works.

2 A simple epizootic model for Ebola

Not much is known about bat-to-bat transmission modes of EVD. However, due to the fact that they live in colony, it is reasonable to assume that direct bat-to-bat contact is the main route of transmission in their population. Furthermore, as they can share fruit products during dry seasons (when food is rare), we assume an indirect environmental transmission [36].

2.1 Model formulation

Fruit bats are known to be an end-host of EVD and at the same time as the reservoir of Ebola viruses since they do not die due to EVD infection. Thus, there is no recovery for bats during Ebola outbreaks and the model variables can be chosen as follows.

\( S_b(t) \) denotes the number of susceptible bats at time \( t \). This class encompasses the bats who are not yet infected at time \( t \), but able to catch the infection when they enter into contact with the bodily fluids of an infected bat.

\( I_b(t) \) is the number of infected bats at time \( t \) who have contracted the disease and transmit it to susceptibles. It is assumed that infected bats remain infectious lifelong as they are the reservoir of Ebola viruses.

\( P(t) \) denotes the concentration of Ebola viruses in the environment at time \( t \). This class is replenished by Ebola viruses shed by infected bats during food sharing or delivery.

Susceptible bats are recruited at a constant rate \( \pi_b \) by births or immigration. They can catch infection by direct contact with an infected bat at rate \( \beta_4 \), or by indirect contact with the viruses shed in the environment (when they eat contaminated fruits or vegetables) at rate \( \lambda_b \). Since the infected bats can die only naturally, their natural death is supposed to occur at a
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Epidemiological interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta$</td>
<td>Decay rate of viruses in the environment</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Deposition/shedding rate of viruses in the environment by infected bats</td>
</tr>
<tr>
<td>$\beta_4$</td>
<td>Effective contact rate between infected and susceptible bats</td>
</tr>
<tr>
<td>$\lambda_b$</td>
<td>Indirect contact rate of susceptibles bats with the environment</td>
</tr>
<tr>
<td>$\mu_b$</td>
<td>Mortality rate of bats</td>
</tr>
<tr>
<td>$\pi_b$</td>
<td>Replenishment rate of susceptibles bats</td>
</tr>
</tbody>
</table>

Table 2.1: Parameters and epidemiological interpretation of model (2.1).

constant $\mu_b$. Once infected, bats enter the infected class $I_b$, remain so lifelong and shed viruses into the environment at rate $\sigma$. Since there is no intrinsic growth for the free-living Ebola viruses (and for all free-living viruses in general) in the environment [30], they only deplete (naturally or through environmental decontamination techniques) at a constant rate $\eta$. Note that, we do not consider latently infected bats because their latency is still not known and controversial. Based on the above mentioned disease characteristics in the population of bats, we consider bilinear incidence rates for both direct and indirect transmissions. This resulted in the simple epizootic model below:

\[
\begin{align*}
\dot{S}_b(t) &= \pi_b - \beta_4 S_b I_b - \lambda_b P S_b - \mu_b S_b, \\
\dot{I}_b(t) &= \beta_4 S_b I_b + \lambda_b P S_b - \mu_b I_b, \\
\dot{P}(t) &= \sigma I_b - \eta P.
\end{align*}
\] (2.1)

The model parameters and their biological meanings are summarized in Table 2.1.

2.2 Theoretical analysis of model (2.1)

The well-posedness of model (2.1) can be seen as a particular case for the more general and coupled model formulated and analyzed in Section 4. The following theorem summarizes the long run dynamics of system (2.1).

**Theorem 2.1.** The basic reproduction number of model (2.1) is $R_{0b} = \frac{\pi_b (\eta \beta_4 + \lambda_b \sigma)}{\eta \mu_b}$, and:

(i) Whenever $R_{0b} \leq 1$, the disease free equilibrium (DFE) is globally asymptotically stable (GAS). It is unstable otherwise.

(ii) Whenever $R_{0b} > 1$, there are exactly two equilibria: the unstable DFE and a unique globally asymptotically stable endemic equilibrium.

**Proof.** Simple computations yield

\[
R_{0b} = \frac{\pi_b (\eta \beta_4 + \lambda_b \sigma)}{\eta \mu_b}.
\]

It is straightforward that when $R_{0b} \leq 1$ there is a unique equilibrium: the DFE $E_0 = \left( \frac{\pi_b}{\mu_b}, 0, 0 \right)$. On the other hand, when $R_{0b} > 1$, the DFE still exists and a unique endemic equilibrium $E_1$ occur, with

\[
E_1 = \left( \frac{\pi_b}{\mu_b} - \eta \mu_b (R_{0b} - 1); \frac{\eta \mu_b (R_{0b} - 1)}{\eta \beta_4 + \lambda_b \sigma}; \frac{\eta \mu_b (R_{0b} - 1)}{\eta \beta_4 + \lambda_b \sigma} \right).
\]
Adding the first two equations of model (2.1) and letting $N_b(t)$ be the total population of bats, we obtain
\begin{equation}
\dot{N}_b(t) = \pi_b - \mu_b N_b.
\end{equation}
(2.2)
Since the solutions of (2.2) converge globally to the stable equilibrium $B := \frac{\pi_b}{\mu_b}$, the asymptotic behavior of system (2.1) is the same as that of the limiting system (2.3) \[17\].
\begin{align*}
\begin{cases}
\dot{I}_b(t) = \beta_4(B - I_b) I_b + \lambda_b P (B - I_b) - \mu_b I_b, \\
\dot{P}(t) = \sigma I_b - \eta P.
\end{cases}
\end{align*}
(2.3)
System (2.3) has the disease free equilibrium $E^0_b = (0, 0)$ and whenever $R_{0b} > 1$, its endemic equilibrium is
\[ E^*_b = \left( \frac{\eta \mu_b (R_{0b} - 1)}{\eta \beta_4 - \sigma \lambda_b}, \frac{\sigma \mu_b (R_{0b} - 1)}{\eta \beta_4 + \lambda_b \sigma} \right). \]

Suppose $R_{0b} \leq 1$ and consider the following Lyapunov function candidate:
\[ L_{0b} = I_b + \alpha_3 P, \]
where $\alpha_3$ is a positive real number to be determined shortly. The Lyapunov derivative of $L_{0b}$ is
\begin{align*}
L'_{0b} &= I'_b + \alpha_3 P' \\
&= \beta_4(B - I_b) I_b + \lambda_b P (B - I_b) - \mu_b I_b + \alpha_3 \sigma I_b - \alpha_3 \eta P \\
&= -\beta_4 l^2_b - \lambda_b P I_b + I_b (\beta_4 B - \mu_b + \alpha_3 \sigma) + P (-\alpha_3 \eta + \lambda_b P).
\end{align*}
Choose $\alpha_3$ such that $\beta_4 B - \mu_b + \alpha_3 \sigma = 0$ i.e. $\alpha_3 = \frac{-\beta_4 \pi_b + \mu_b^2}{\mu_b \sigma} = \frac{\mu_b}{\sigma} \left( 1 - R_{0b} + \frac{\sigma \lambda_b \sigma}{\eta \mu_b} \right)$. Thus,
\begin{align*}
L'_{0b} &= -\beta_4 l^2_b - \lambda_b P I_b + P \left( \frac{\beta_4 \pi_b - \eta \mu_b^2}{\mu_b \sigma} + \frac{\lambda_b}{\mu_b} \frac{\pi_b}{\sigma} \right) \\
&= -\beta_4 l^2_b - \lambda_b P I_b + P \left[ \frac{\eta \mu_b^2 (1 - R_{0b})}{\mu_b \sigma} \right] \leq 0,
\end{align*}
and $L_{0b}$ is indeed a Lyapunov function for $E^0_b$. This shows that $E^0_b$ is stable. Moreover, the largest invariance subset contained in the set $\{ X \in \mathbb{R}_+^2 / L'_{0b}(X) = 0 \}$ is the DFE $E^0_b$. Therefore, the GAS of $E^0_b$ follows by LaSalle’s Invariance Principle \[26\], and so is the GAS of $E_0$ of system (2.1) \[17\].

It remains to establish the GAS of $E^*_b$. Suppose $R_{0b} > 1$ and consider the Volterra type Lyapunov function candidate
\[ L_{b1} = I_b - I^*_b \ln I_b + a_1 (P - P^* \ln P), \]
where $E^*_1 = (I^*_b, P^*)$ is the endemic equilibrium of system (2.3) and $a_1$ a positive number to be determined shortly. The derivative of $L_{b1}$ along the trajectories of system (2.3) gives
\begin{align*}
L'_{b1} &= I'_b \left( 1 - \frac{I^*_b}{I_b} \right) + a_1 P' \left( 1 - \frac{P^*}{P} \right) \\
&= [\beta_4(B - I_b) I_b + \lambda_b P (B - I_b) - \mu_b I_b] \left( 1 - \frac{I^*_b}{I_b} \right) + a_1 (\sigma I_b - \eta P) \left( 1 - \frac{P^*}{P} \right).
\end{align*}
Since \((I_b^*, P^*)\) is an equilibrium of system (2.3), we have
\[
\begin{align*}
m_b I_b^* &= \beta_4 (B - I_b^*) I_b^* + \lambda_b P^* (B - I_b^*), \\
\eta P^* &= \sigma I_b^*.
\end{align*}
\]
(2.4)
As a consequence,
\[
L_{b1} = \beta_4 (B - I_b) I_b + \lambda_b P (B - I_b) - \beta_4 (B - I_b^*) I_b - \lambda_b P^* \left( \frac{B}{I_b^*} - 1 \right) I_b \left( 1 - \frac{I_b^*}{I_b} \right) \\
+ a_1 \left( \sigma I_b - \sigma \frac{I_b^*}{P^*} \right) \left( 1 - \frac{P^*}{P} \right)
\]
\[
= - \beta_4 I_b \left( \frac{I_b - I_b^*}{I_b} \right) + I_b \left( -\lambda_b B \frac{P^*}{I_b^*} + \lambda_b P^* + a_1 \sigma \right) + P \left( \lambda_b B + \lambda_b I_b^* - \sigma \frac{I_b^*}{P^*} \right)
\]
\[- \lambda_b P \frac{I_b^*}{I_b} + \lambda_b B P^* - \lambda_b I_b P - \lambda_b P^* I_b^* - a_1 \sigma I_b \frac{P^*}{P} + a_1 \sigma I_b^*.
\]
Choose \(a_1\) such that \(\lambda_b B + \lambda_b I_b^* - a_1 \sigma \frac{I_b^*}{P^*} = 0\). That is \(a_1 = \frac{P^*(\lambda_b B + \lambda_b I_b^*)}{\sigma I_b^*}\).
Thus,
\[
L_{b1}' = - \beta_4 (I_b^* - I_b^*)^2 + I_b \left( -\lambda_b B \frac{P^*}{I_b^*} + \lambda_b P^* + \frac{P^*(\lambda_b B + \lambda_b I_b^*)}{I_b^*} \right) - \lambda_b P \frac{I_b^*}{I_b}
\]
\[+ \lambda_b B P^* - \lambda_b I_b P - \lambda_b P^* I_b^* - \frac{I_b P^2 (\lambda_b B + \lambda_b I_b^*)}{I_b^* P} + P^* (\lambda_b B + \lambda_b I_b^*)
\]
\[- \beta_4 (I_b^* - I_b^*)^2 + \lambda_b P^* I_b \left( 2 - \frac{P}{P^*} - \frac{P^*}{P} \right) + \lambda_b B P^* \left( 2 - \frac{P I_b^*}{P^* I_b} - \frac{P^* I_b}{P I_b^*} \right).
\]
Moreover, \(L_{b1}'(I_b, P) = 0 \iff I_b = I_b^*\) and \(P = P^*\). As a consequence, the largest invariant subset contained in \(\{(I_b, P) \in \mathbb{R}_+^2 / L_{b1}' = 0\}\) is the unique point \(E_1^*\). By LaSalle’s Invariance Principle [26], \(E_1^*\) is GAS in the feasible domain of (2.3). This implies the GAS of \(E_1\) of system (2.1) [17].

The complex dynamics and the management of zoonotic disease emergence require a good understanding of the disease both in animal and in human populations [28, 32]. Therefore, after modelling the disease transmission in bats, an effort must be made to describe the transmission of Ebola in humans. This important step should be done in the next section, before the most complex and central step of coupling the two systems through a spillover process.

3 A simple epidemic model for Ebola in humans

3.1 Model formulation
We divide the human population into four exclusive compartments: \(S(t), I(t), D(t)\) and \(R(t)\), representing the number of susceptibles, infected, Ebola-deceased and recovered individuals at time \(t\). We model the dynamics of EVD by the simple base model
\[
\begin{align*}
S'(t) &= \pi - S(\beta_1 I + \beta_2 D + \lambda P) - \mu S \\
I'(t) &= S(\beta_1 I + \beta_2 D + \lambda P) - (\mu + \delta + \gamma) I \\
R'(t) &= \gamma I - \mu R \\
D'(t) &= (\mu + \delta) I - dD \\
P'(t) &= \xi I + \alpha D - \eta P.
\end{align*}
\]
Parameters | Epidemiological interpretation
---|---
\( \pi \) | Replacement rate of susceptible humans
\( \eta \) | Decay rate of viruses in the environment
\( \xi \) | Deposition/shedding rate of viruses in the environment by infected humans
\( \alpha \) | Deposition/shedding rate of viruses in the environment by Ebola-deceased humans
\( \delta \) | Mortality rate of infected humans due to the disease
\( \beta_1 \) | Effective contact rate between infected and susceptible humans
\( \beta_2 \) | Effective contact rate between Ebola-deceased and susceptible humans
\( \lambda \) | Indirect contact rate of susceptible bats with viruses in the environment
\( \gamma \) | Human recovery rate
\( \mu \) | Natural mortality rate of humans
\( d \) | Inhumation rate of dead humans

Table 3.1: Human’s model parameters and their epidemiological interpretation

The interested reader is referred to [9] for more details on the model formulation. To be self-contained, the parameters of model (3.1) are recalled in Table 3.1.

### 3.2 Theoretical results

The following analytical results summarize the long run behavior of system (3.1) and their proofs can be found in [9].

**Theorem 3.1.**

- The model (3.1) has a disease free equilibrium \( E_{0h} = (\frac{\pi}{\mu}, 0, 0, 0, 0) \).
- The basic reproduction number \( R_{0H} \) of model (3.1) is
  \[
  R_{0H} = \frac{\pi \beta_1}{\mu (\mu + \delta + \gamma)} + \frac{\pi \beta_2 (\mu + \delta)}{d \mu (\mu + \delta + \gamma)} + \frac{\lambda \pi (d \xi + a (\mu + \delta))}{\mu \eta (\mu + \delta + \gamma)}.
  \]
- If \( R_{0H} > 1 \), there exists a unique endemic equilibrium \( E^*_h \) whose components \((S^*, I^*, R^*, D^*, P^*)\) are given by:
  \[
  \begin{align*}
  I^* &= \frac{\pi (R_{0H} - 1)}{R_{0H} (\mu + \delta + \gamma)}, & S^* &= \frac{\pi}{\mu R_{0H}}, \\
  R^* &= \frac{\gamma \pi (R_{0H} - 1)}{\mu R_{0H} (\mu + \delta + \gamma)}, & D^* &= \frac{(\mu + \delta) \pi (R_{0H} - 1)}{b R_{0H} (\mu + \delta + \gamma)}, \\
  P^* &= \frac{(b \xi + (\mu + \delta) a) \pi (R_{0H} - 1)}{b \eta R_{0H} (\mu + \delta + \gamma)}.
  \end{align*}
  \]

**Theorem 3.2.** The disease free equilibrium \( E_{0h} = (\frac{\pi}{\mu}, 0, 0, 0, 0) \) of system (3.1) is GAS if \( R_{0H} \leq 1 \).

**Theorem 3.3.** In the absence of shedding \((\alpha = 0)\) or manipulation of deceased human individuals before burial \((\xi = 0)\), the endemic equilibrium \( E^*_h \) exists and is GAS whenever \( R_{0H} > 1 \).

The dynamics of zoonotic pathogen transmission between animal hosts and humans can be very complex and extremely variable across systems. Modeling efforts, however, are typically restricted to transmission dynamics in the human host or reservoir hosts, and rarely extend...
to the coupled dynamics of pathogen transmission in the spillover process [28]. Clearly this is the most important step in zoonotic disease dynamics. It is the description of the interaction that results between humans and animals (bats) in certain environments that determines the occurrence and nature of the epidemic. The complexity of these interactions is likely the most critical barrier to understanding spillover dynamics and managing zoonotic diseases. Modeling of these complex and non-linear interactions between and within host species (disease reservoir and human host), pathogen communities, and environmental conditions, requires us to extend our approaches to engage the dynamics of these coupled systems [28]. Therefore, the coupled model below (i.e. the main purpose of our work) is a substantial extension of the model in [9] by explicitly modelling the main source of Eboba viruses in the environment through the incorporation of the dynamics of Ebola in bats.

4 A simple spillover event (bat-to-human) model for Ebola

Here, we couple the epizootic bat-to-bat model (2.1) with the epidemic human-to-human model (3.1) through the spillover potential of EVD from fruit-eating bats to human beings.

4.1 Specific/additional hypothesis

• Infected dead bats neither shed viruses into the environment nor do they infect susceptible bats [30].

• Infected dead bats can infect human beings during their manipulation for food or during bat meat selling [32].

• The latent periods of EVD in humans and bats are neglected [36].

4.2 Model derivation

Here, we borrow the model parameters in Table 2.1 and Table 3.1, with an additional parameter $\beta_3$ describing the transmission from the infected dead bats to susceptible humans. Let $p$ be the proportion of those bats who lose their infectivity power (either by the clearance of the viruses in their corpse, or by any other means) at time $t$. In fact, not all infected dead bats can transmit the disease, and the parameter $p$ can be estimated by the measure of the protection human beings (proper cooking, wearing of protective clothes) exhibit while manipulating dead bats for food or commercialization. Thus, $(1 - p)$ represents the proportion of those bats who are still able to transmit the disease to humans.

Human individuals can catch the infection by direct contact with individuals in classes $I$ and $D$ or with the $(1 - p)\mu_b I_b$ infected dead bats at transmission rates $\beta_1$, $\beta_2$ and $\beta_3$, respectively. They can also contract the disease by indirect contact with viruses shed in the environment at a contact rate $\lambda$. A constant natural mortality rate $\mu$ is assumed for the human sub-populations and infected humans die with an additional rate $\delta$. While the transfer rate into the deceased class $D$ is $(\delta + \mu)I$, the removal rate from that class due to burial ceremony is $d$.

The environment is contaminated by $I_b$, $I$ and $D$ individuals at rates $\sigma$, $\xi$, $\alpha$ respectively. Ebola viruses in the environment decay (either by natural death or by decontamination techniques) at rate $\eta$. 
Combining model (2.1) with the human-to-human model (3.1), we propose the following coupled model with spillover event from bats to humans.

\[
\begin{align*}
\dot{S}(t) &= \pi - (\beta_1 I + \beta_2 D + \lambda P)S - \beta_0 S I_b - \mu S, \\
\dot{I}(t) &= (\beta_1 I + \beta_2 D + \lambda P)S + \beta_0 S I_b - (\mu + \delta + \gamma) I, \\
\dot{S}_b(t) &= \pi_b - \beta_4 S_b I_b - \lambda_b P S_b - \mu_b S_b, \\
\dot{I}_b(t) &= \beta_4 S_b I_b + \lambda_b P S_b - \mu_b I_b, \\
\dot{R}(t) &= \gamma I - \mu R, \\
\dot{D}(t) &= (\mu + \delta) I - d D, \\
\dot{P}(t) &= \sigma I_b + \xi I + \alpha D - \eta P,
\end{align*}
\]

(4.1)

where $\beta_0 = \beta_3 (1 - p) \mu_b$. Actually, since not all infected dead bats can transmit the disease to humans as mentioned earlier, the effective contact rate between susceptible humans and infected bats $\beta_0$ (i.e. the spillover event) is the product of the contact rate between susceptible humans and bats $\beta_3$ times the probability of those contacts who lead to infection ($(1 - p) \mu_b$). The transmission transfer diagram is depicted in Figure (4.1).

![Flow diagram for the coupled bat-human spillover model](image)

**Figure 4.1:** A flow diagram for the coupled bat-human spillover model.

**Remark 4.1.** It is worth noticing that the underlying assumptions for the coupled host-reservoir model (4.1) are two-fold: (1) the spillover event by which EVD switches from bat population to human population; (2) the two species (bats and humans) share the same living environment (hence, the consideration of only one environmental compartment). Therefore, our model is more suitable for small human populations living around or close to the forest (i.e. villages) and it is reasonable to assume bilinear incidence function rates for the coupled model and continuous dynamical system [9], even though a stochastic model could be considered.
4.3 Mathematical analysis of model (4.1)

**Theorem 4.2.** The positive orthant $\mathbb{R}^5_+$ is positively invariant under the flow of (4.1). Precisely, if $S(0) > 0, I(0) \geq 0, R(0) \geq 0, D(0) \geq 0, P(0) \geq 0, S_b(0) > 0, I_b(0) \geq 0$, then for all $t \geq 0, S(t) > 0, I(t) \geq 0, R(t) \geq 0, D(t) \geq 0, P(t) \geq 0, S_b(t) > 0, I_b(t) \geq 0$.

**Proof.** We begin by proving that, if $S(0) > 0$ then $\forall t \geq 0, S(t) > 0$. Suppose $S(0) > 0$, then from the first equation of (4.1), if $\psi(t) = ((\beta_1 I + \beta_2 D + \lambda P) + \beta_3 (1 - p) \mu_I b + \mu)$, then the integration from $0$ to $t > 0$ yields

$$S(t) = S(0) \exp \left( \int_0^t -\psi(s)ds \right) + \exp \left( \int_0^t -\psi(s)ds \right) \times \int_0^t \pi \exp \left( \int_0^\mu \psi(w)dw \right) du.$$  

Thus $S(t) > 0, \forall t \geq 0$. Similar arguments can be given to show that $S_b(t) > 0, \forall t > 0$.

To establish that $\forall t \geq 0, I(t) \geq 0, R(t) \geq 0, D(t) \geq 0, P(t) \geq 0, I_b(t) \geq 0$, whenever $I(0) \geq 0, R(0) \geq 0, D(0) \geq 0, P(0) \geq 0, I_b(0) \geq 0$, the above arguments can not be easily implemented. We then use an alternative trick.

Consider the following sub-equations related to the time evolution of variables $I, I_b, R, D$ and $P$.

$$\begin{align*}
    \dot{I}(t) &= S(\beta_1 I + \beta_2 D) + \lambda PS + \beta_0 S I_b - (\mu + \delta + \gamma) I, \\
    \dot{I_b}(t) &= \beta_4 S_b I_b + \lambda_b PS_b - \mu_b I_b, \\
    \dot{R}(t) &= \gamma I - \mu R, \\
    \dot{D}(t) &= (\mu + \delta) I - dD, \\
    \dot{P}(t) &= \sigma I_b + \xi I + \alpha D - \eta P.
\end{align*}$$  

System (4.2) can be written in the form:

$$\dot{Y}(t) = MY(t),$$  

where

$$Y(t) = \begin{pmatrix} I(t) \\ I_b(t) \\ R(t) \\ D(t) \\ P(t) \end{pmatrix}, \quad M = \begin{pmatrix} \beta_1 S - \gamma I_b & -\gamma I_b & 0 & 0 & \lambda S \\ 0 & \beta_4 S_b - \mu_b & 0 & 0 & \lambda_b S_b \\ \mu + \delta & 0 & -\mu & 0 & 0 \\ \xi & \sigma & 0 & \alpha & -\eta \end{pmatrix}.$$  

Note that $M$ is a Metzler matrix. Thus (4.3) is a monotone system. It follows that, $\mathbb{R}^5_+$ is invariant under the flow of (4.3). So, $I(t) \geq 0, I_b(t) \geq 0, R(t) \geq 0, D(t) \geq 0$ and $P(t) \geq 0$, for all $t \geq 0$.  

**Theorem 4.3.** Suppose the initial conditions of system (4.1) are as in Theorem 4.2. Then the following a priori bounds hold: $H(t) \leq H_m, D(t) \leq D_m, N_b(t) \leq N_m, P(t) \leq P_m$, whenever $H(0) \leq H_m, D(0) \leq D_m, N_b(0) \leq N_m$ and $P(0) \leq P_m$, with $H(t) = S(t) + I(t) + R(t)$ being the total alive human population at time $t$,

$$H_m = \frac{\pi}{\mu}, \quad D_m = \frac{\mu + \gamma}{d\mu}, \quad N_m = \frac{\pi I_b}{\mu_b} \quad \text{and} \quad P_m = \frac{\sigma + \xi + \alpha}{\eta} \left( \frac{\pi b d \mu + \mu_b d \pi + \mu_b (\mu + \gamma)}{d \mu_b} \right).$$
Proof. The differential equation governed by $H(t)$ is:

$$
\dot{H}(t) = \pi - \mu H(t) - \delta I \leq \pi - \mu H(t).
$$

Since $\dot{H}(t) \leq \pi - \mu H(t)$, by Gronwall lemma, we have

$$
H(t) \leq \frac{\pi}{\mu} + \left( H(0) - \frac{\pi}{\mu} \right) e^{-\mu t} \quad \forall t \geq 0.
$$

Hence, $H(t) \leq \frac{\pi}{\mu} = H_m$ whenever $H(0) \leq H_m$, from which we deduce that $I(t) \leq H_m$. Plugging this in the sixth equation of (4.1), we obtain $\dot{D}(t) \leq (\delta + \mu)H_m - dD(t)$. Another application of Gronwall lemma leads to $D(t) \leq \frac{(\delta + \mu)H_m}{d} \leq \frac{(\delta + \mu)\pi}{\mu d}$. Similarly, we show that $N_b(t) \leq N_m$ whenever $N_b(0) \leq N_m$.

The $P$-equation satisfies

$$
\dot{P}(t) \leq \sigma N_m + \xi H_m + \alpha D_m - \eta P(t).
$$

Thus,

$$
\dot{P}(t) \leq (\sigma + \xi + \alpha)(N_m + H_m + D_m) - \eta P(t).
$$

Applying Gronwall’s lemma once again gives,

$$
P(t) \leq \frac{\sigma + \xi + \alpha}{\eta} (N_m + H_m + D_m).
$$

That is

$$
P(t) \leq \frac{\sigma + \xi + \alpha}{\eta} \left( \frac{\pi_b d \mu + \mu_b d \pi + \mu_b (\mu + \delta) \pi}{d \mu \mu_b} \right).
$$

$\square$

**Theorem 4.4.** System (4.1) is a dynamical system on

$$
K = \left\{ (S(t), I(t), S_b(t), I_b(t), R(t), D(t), P(t)) \in \mathbb{R}^7_{+} / H(t) \leq \frac{\pi}{\mu}, N_b(t) \leq \frac{\pi_b}{\mu_b} \right\}
$$

such that

$$
D(t) \leq \frac{(\mu + \delta) \pi}{d \mu} \quad \text{and} \quad P(t) \leq \frac{\sigma + \xi + \alpha}{\eta} \left( \frac{\pi_b d \mu + \mu_b d \pi + \mu_b (\mu + \delta) \pi}{d \mu \mu_b} \right).
$$

Proof. It is a direct consequence of Theorem 4.2 and Theorem 4.3 above. $\square$

Theorems 4.2, 4.3, and 4.4 ensure the well-posedness of model (4.1).

### 4.4 Basic reproduction number $\mathcal{R}_0$ of model (4.1)

Consider the infected compartments $I$, $I_b$, $D$. The environment acts as a transition for the viruses and the shedding rate of the viruses (i.e. $\sigma I_b$, $\xi I$, $\alpha D$) are placed in the transition vector $\mathcal{V}$ rather than in the transmission vector $\mathcal{F}$. Following [7,37], one has

$$
\mathcal{F} = \begin{pmatrix}
(\beta_1 I + \beta_2 D + \beta_3 I_b + \lambda P) S \\
(\beta_4 I + \lambda P) S_b \\
0 \\
0
\end{pmatrix}, \quad \mathcal{V} = \begin{pmatrix}
(\mu + \delta + \gamma) I \\
\mu_b I_b \\
-(\mu + \delta) I + dD \\
-\sigma I_b - \xi I - \alpha D + \eta P
\end{pmatrix}.
$$
At DFE, \( I^* = I^*_b = R^* = D^* = P^* = 0, S^* = \frac{\pi}{\mu} \) and \( S^*_b = \frac{\eta_b}{\mu_b} \). The Jacobian matrices \( F \) and \( V \) for \( F \) and \( V \) are respectively given by

\[
F = \begin{pmatrix}
\frac{\beta_3 \pi}{\mu} & \frac{\beta_3 \pi}{\mu} & \frac{\lambda \pi}{\mu} \\
\frac{\beta_3 \pi}{\mu} & 0 & \frac{\lambda \pi}{\mu} \\
0 & 0 & 0
\end{pmatrix}
\text{ and } V = \begin{pmatrix}
(\mu + \delta + \gamma) & 0 & 0 \\
0 & \mu_b & 0 \\
-(\mu + \delta) & d & 0
\end{pmatrix}.
\]

Straightforward computations yield

\[
V^{-1} = \begin{pmatrix}
\frac{1}{\mu + \delta + \gamma} & 0 & 0 \\
0 & \frac{1}{\mu} & 0 \\
\frac{\xi}{\eta(\mu + \delta + \gamma)} + \frac{(\mu + \delta)}{\eta d(\mu + \delta + \gamma)} & 0 & \frac{\sigma}{\eta d} \frac{\lambda \pi}{\mu} \\
\eta(\mu + \delta + \gamma) + \frac{\eta(\mu + \delta)}{\eta d(\mu + \delta + \gamma)} & \frac{\sigma}{\eta d} & \frac{\lambda \pi}{\mu}
\end{pmatrix},
\]

\[
FV^{-1} = \begin{pmatrix}
R_0 H & R_1 \\
R_2 & R_0 b
\end{pmatrix}
\begin{pmatrix}
\frac{\beta_3 \pi}{\mu} + \frac{\lambda \sigma \pi \eta_b}{\eta b} & \frac{\lambda \pi}{\mu} \\
\frac{\lambda \sigma \pi \eta_b}{\eta b} & \frac{\lambda \pi}{\mu}
\end{pmatrix},
\]

where, \( R_1 = \frac{\beta_3 \pi}{\mu} + \frac{\lambda \sigma \pi}{\eta b} \mu_b \) and \( R_2 = \frac{\lambda \sigma \pi \eta_b}{\eta b} (\mu + \delta + \gamma) + \frac{\lambda_3 \pi \sigma (\mu + \delta)}{\eta b}. \)

Thus,

\[
\mathcal{R}_0 = \rho(FV^{-1}) = \rho \left( \begin{pmatrix}
\mathcal{R}_{0H} & R_1 \\
R_2 & \mathcal{R}_{0b}
\end{pmatrix} \right).
\]

Direct computation yields

\[
\mathcal{R}_0 = \frac{\mathcal{R}_{0H} + \mathcal{R}_{0b} + \sqrt{(\mathcal{R}_{0H} - \mathcal{R}_{0b})^2 + 4R_1 R_2}}{2}.
\] (4.4)

**Remark 4.5.** Suppose the spillover event is absent. That is no human being is infected by a bat either directly (\( \beta_3 = 0 \)) or indirectly (\( \sigma = 0 \)). Then \( R_1 = 0, \mathcal{R}_{0b} := \mathcal{R}_{0b}(\sigma = 0) = \frac{\eta_b \xi}{\mu_b} \) and the corresponding basic reproduction number for model (4.1) is

\[
\mathcal{R}_0 = \max \left( \mathcal{R}_{0b}, \mathcal{R}_{0H} \right) \leq \mathcal{R}_0. \tag{4.5}
\]

From the inequality (4.5), it is clear that the spillover phenomenon contributes to speed up the disease outbreak.

The result below deals with the existence of equilibrium points for model (4.1) and the proof is provided in Appendix A.

**Theorem 4.6.** System (4.1) exhibits no other boundary equilibrium than the disease-free equilibrium \( E_{bh} = (\frac{\pi}{\mu}, 0, \frac{\eta_b}{\mu_b}, 0, 0, 0, 0) \). Whenever, \( \mathcal{R}_0 > 1 \), System (4.1) has a unique endemic equilibrium.

### 4.5 Global stability of equilibria

**Theorem 4.7.** The DFE of model (4.1) is GAS if \( \mathcal{R}_0 \leq 1 \).

The proof of Theorem 4.7 is established in Appendix B.

The global asymptotic stability of the unique endemic equilibrium of model (4.1) is given in the following result, whose proof is shown in Appendix C.

**Theorem 4.8.** The endemic equilibrium of (4.1) is GAS if \( \mathcal{R}_0 > 1 \).
5 Control strategies

We present control efforts required to mitigate the EVD threat when controls are applied to specific subpopulations of hosts, but taking into account the fact that the infection will pass through other subpopulations (of the same species or another species, in the same or in another geographical area: bats) before causing secondary cases in the subpopulation of interest (i.e. humans). This will be done by considering the full coupled model and the simplified model without the environmental transmission. It is well known that the concept of basic reproduction number $R_0$ do not always serves the purpose, and is not the right quantity to look at if one wishes to obtain insight into the control effort needed when targeting selected types of individuals in a heterogeneous population [22]. Alternatively, in the situation where we target one or more host types for control, the type-reproduction number $T$ or the target reproduction number $T_s$ (when a set $S$ of the next generation matrix entries is targeted) are more closely related to the actual control effort required. In a homogeneous system, these relatively new thresholds coincide with $R_0$, but in a heterogeneous system the three quantities only share their threshold behavior at $R_0 = T = T_s = 1$ [7, 22]. Moreover, the host population becomes disease-free when a type/target reproduction number is less than 1, thus this number can be used to accurately guide disease control strategies [7, 22].

5.1 S-control on the full model (4.1)

It is not possible to reduce the transmission of the disease between bats (since nobody cares for them). However, it is possible to control the infection in humans caused either by direct human-to-human contacts or by indirect environment-to-human contacts or by direct bat-to-human contacts through application of the S-control [22]. This latter control acts primarily on reducing the availability of susceptibles humans of the target type [22]. Since an efficient vaccine against Ebola virus disease has been recently discovered, on the one hand, one could for example reduce the proportion of susceptibles by vaccination, on the other hand, by educating people through media could affect significantly humans behavior and customs and therefore contribute also to reduce the transmissibility of the disease. So, it is important to calculate the type reproduction numbers, which are useful tools to address such issues [34, 35].

5.1.1 The environment is a transition

By assuming that the environment acts as a transition, let $K_t = FV^{-1}$ be the next generation matrix. In order to implement S-control following [22], we define the target matrix $K_s$, which corresponds to the first row of $K_t$. That is

$$K_s = \begin{pmatrix} R_0 H & R_1 & \frac{\beta \pi}{\mu_d} & \frac{\alpha \lambda \pi}{\eta d} \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}.$$

Note that the spectral radius of the matrix $K_t - K_s$ is $\rho(K_t - K_s) = R_{0b}$.

If $R_{0b} < 1$, the target reproduction number is

$$T_s = \rho(K_s(I - K_t + K_s)^{-1}).$$
It is straightforward that,

\[ K_s(I - K_t + K_s)^{-1} = \begin{pmatrix} \mathcal{R}_{0H} + \frac{R_1 R_2}{1 - \mathcal{R}_{0b}} & * & * \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \]

where, each “*” is a wild-card for the entry we did not determine as we do not need to know it for the following considerations. Thus,

\[ T_s = \rho(K_s(I - K_t + K_s)^{-1}) = \mathcal{R}_{0H} + \frac{R_1 R_2}{1 - \mathcal{R}_{0b}}. \quad (5.1) \]

**Remark 5.1.** Following [22, 34] it is well known that, if \( \mathcal{R}_{0b} < 1 \), the disease can be eradicated by targeting only the susceptible humans \( S \). More precisely, the effort devoted by \( S \)-control alone is sufficient to prevent EVD in the whole population if a proportion \( \upsilon \) of susceptible humans greater than \( 1 - \frac{T_s}{\rho} \) is controlled.

Note that, contrary to Theorem 4.3 in [34] where the corresponding next generation matrix was irreducible, the matrix \( K_t \) here is reducible. However a similar result can be shown in the proposition below to relate the basic reproduction number \( \mathcal{R}_0 \) and the target reproduction number \( T_s \).

**Proposition 5.2.** Assume \( \mathcal{R}_{0b} < 1 \). Then exactly one of the following statements hold:

1. \( 1 < \mathcal{R}_0 < T_s \),
2. \( T_s = \mathcal{R}_0 = 1 \),
3. \( T_s < \mathcal{R}_0 < 1 \).

**Proof.** It is enough to observe that

\[ R_1 R_2 = (\mathcal{R}_0 - \mathcal{R}_{0b})(\mathcal{R}_0 - \mathcal{R}_{0H}) = (1 - \mathcal{R}_{0b})(T_s - \mathcal{R}_{0H}), \quad (5.2) \]

and use (4.4) and (5.1) to conclude. \( \square \)

### 5.1.2 The environment is a reservoir

When the environment is a reservoir of viruses [7], the entries of the next generation matrix \( K_r \) below are easy to interpret. In this case, secondary viruses are added into the environment through virus shedding by infectious hosts (humans and bats). Moreover the shedding rates \( \sigma I_b, \xi I, \alpha D \) are placed in the transmission vector \( \tilde{F} \). Furthermore, we consider also that the transfer term \( (\mu + \delta) I \) stands for new infections into class \( D \). Therefore, according to [7, 37], one has

\[
\tilde{F} = \begin{pmatrix} (\beta_1 I + \beta_2 D + \beta_0 I_b + \lambda P) S \\ (\beta_4 I_b + \lambda_b P) S_b \\ (\mu + \delta) I \\ \sigma I_b + \xi I + \alpha D \end{pmatrix}, \quad \tilde{V} = \begin{pmatrix} (\mu + \delta + \gamma) I \\ \mu_b I_b \\ dD \\ \eta P \end{pmatrix}.
\]
The Jacobian matrices $\tilde{F}$ and $\tilde{V}$ of $\tilde{F}$ and $\tilde{V}$ evaluated at DFE are given respectively by:

$$
\tilde{F} = \begin{pmatrix}
\frac{\beta_1 \pi}{\mu} & \frac{\beta_2 \pi}{\mu} & \frac{\lambda \pi}{\mu} \\
0 & \frac{\beta_0 \pi}{\mu} & \frac{\beta_2 \pi}{\mu} \\
\mu + \delta & 0 & 0
\end{pmatrix}
\quad \text{and} \quad
\tilde{V} = \begin{pmatrix}
0 & 0 & 0 \\
0 & \mu_b & 0 \\
0 & 0 & \delta \\
0 & 0 & \eta
\end{pmatrix}.
$$

Let

$$
K_r := \tilde{F}\tilde{V}^{-1} = \begin{pmatrix}
\frac{\beta_1 \pi}{\mu(\mu+\delta+\gamma)} & \frac{\beta_0 \pi}{\mu b} & \frac{\beta_2 \pi}{\mu d} & \frac{\lambda \pi}{\eta b} \\
0 & \frac{\beta_0 \pi}{\mu b} & 0 & \frac{\beta_2 \pi}{\mu d} \\
\frac{\mu+\delta}{\mu+\delta+\gamma} & 0 & 0 & \frac{\lambda \pi}{\eta b} \\
\frac{\mu+\delta+\gamma}{\mu+\delta+\gamma} & \frac{\sigma}{\mu b} & \frac{\alpha}{\mu b} & \frac{\eta \pi}{\mu b}
\end{pmatrix}
$$

be the next generation matrix. $K_r$ is nonnegative and irreducible. To implement the S-control strategy, we define the target matrix corresponding to the first row of $K_r$ by:

$$
K'_s = \begin{pmatrix}
\frac{\beta_1 \pi}{\mu(\mu+\delta+\gamma)} & \frac{\beta_0 \pi}{\mu b} & \frac{\beta_2 \pi}{\mu d} & \frac{\lambda \pi}{\eta b} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}.
$$

Note that

$$
\rho(K_r - K'_s) = \frac{\beta_4 \pi b}{\mu b} + \sqrt{\left(\frac{\beta_4 \pi b}{\mu b}\right)^2 + \left(\frac{\beta_0 \pi \lambda \pi}{\eta b \delta}\right)^2}.
$$

When $\rho(K_r - K'_s) < 1$, the target reproduction number is $T'_s = \rho(K_s(I - K_r + K'_s))^{-1}$, which is computed as follows:

Let

$$
a = \eta(\mu_b^2 - \beta_4 \pi b), \quad c = a - \sigma \lambda_b \pi b = \eta \mu_b^2 (1 - R_{0b}), \quad f = \alpha(\mu + \delta) + \xi d, \quad g = (\mu + \delta + \gamma).
$$

Simple calculations lead to

$$
K_s(I - K_r + K'_s)^{-1} = \begin{pmatrix}
\frac{\beta_1 \pi}{\mu} & \frac{\beta_0 \pi \lambda b f}{\mu \gcd} & \frac{\beta_2 \pi (\mu + \delta)}{\mu d g} & \frac{\lambda \pi f a}{\mu d g c} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix},
$$

where, each "\(*\)" stands for unnecessary term for the computation of the target reproduction number below. Therefore,

$$
T'_s = \rho(K_s(I - K_r + K'_s))^{-1} = \frac{\beta_1 \pi}{\mu} + \frac{\beta_0 \pi \lambda b f}{\mu \gcd} + \frac{\beta_2 \pi (\mu + \delta)}{\mu d g} + \frac{\lambda \pi f a}{\mu d g c}.
$$

A similar conclusion as in Remark 5.1 above also applies here. Moreover, the following result shows that the S-control do not depend on the interpretation of the environment either as a transition or as a reservoir.

**Proposition 5.3.** If $\rho(K_r - K'_s)$ given in (5.3) is less than one, so that the target reproduction numbers $T'_s$ and $T_s$ are well defined, then they are equal.
Proof. It is straightforward that \( \rho(K_r - K'_s) < 1 \) implies \( R_{0b} < 1 \), so that \( T'_s \) and \( T_s \) are well defined since the matrices \( (I - K_r + K'_s) \) and \( (I - K_s + K'_s) \) are invertible.

\[
T'_s = \frac{\beta_1 \pi}{\mu(\mu + \delta + \gamma)} + \frac{\beta_0 \pi \mu \beta \lambda_b (a(\mu + \delta) + \xi d)}{\mu(\mu + \delta + \gamma) \eta (\mu^2_b - \beta_4 \pi_b) - \sigma \lambda_b \pi_b} + \frac{\beta_2 \pi (\mu + \delta)}{\mu d(\mu + \delta + \gamma)} + \frac{\lambda \pi \eta (\mu^2_b - \beta_4 \pi_b)(a(\mu + \delta) + \xi d)}{\mu \eta d(\mu + \delta + \gamma) [\eta (\mu^2_b - \beta_4 \pi_b) - \sigma \lambda_b \pi_b]}
\]

Since \( \frac{\beta_0 \pi}{\mu \mu_b} = R_1 - \frac{\lambda \sigma \pi}{\eta \mu_b} \), we have

\[
T'_s = \frac{\beta_1 \pi}{\mu(\mu + \delta + \gamma)} + \frac{R_1 R_2}{1 - R_{0b}} - \frac{\lambda \pi \sigma R_2}{\eta \mu_b(1 - R_{0b})} + \frac{\beta_2 \pi (\mu + \delta)}{\mu d(\mu + \delta + \gamma)} + \frac{\lambda \pi R_2 (\mu^2_b - \beta_4 \pi_b)}{\mu \pi_b \mu_b(1 - R_{0b})}.
\]

Simple computations show that

\[
-\frac{\lambda \pi \sigma R_2}{\eta \mu_b(1 - R_{0b})} + \frac{\lambda \pi R_2 (\mu^2_b - \beta_4 \pi_b)}{\mu \pi_b \mu_b(1 - R_{0b})} = \frac{\pi \lambda \mu_b R_2}{\mu \lambda_b \pi_b},
\]

\[
T'_s = \frac{\beta_1 \pi}{\mu(\mu + \delta + \gamma)} + \frac{R_1 R_2}{1 - R_{0b}} + \frac{\beta_2 \pi (\mu + \delta)}{\mu d(\mu + \delta + \gamma)} + \frac{\pi \lambda \mu_b R_2}{\mu \lambda_b \pi_b}.
\]

Using the expression of \( R_2 \), we have

\[
T'_s = \frac{\beta_1 \pi}{\mu(\mu + \delta + \gamma)} + \frac{\beta_2 \pi (\mu + \delta)}{\mu \eta d(\mu + \delta + \gamma)} + \frac{\pi \lambda \xi}{\eta (\mu + \delta + \gamma)} + \frac{\lambda \pi \alpha (\mu + \delta)}{\eta \mu_b} + \frac{R_1 R_2}{1 - R_{0b}}.
\]

\[
= R_{0H} + \frac{R_1 R_2}{1 - R_{0b}}
= T_s.
\]

Even though the indirect transmission route of EVD has been demonstrated [9], it is however well known that this latter mode is less important than the direct transmission route. Furthermore, we shall prove in the next subsection that, the S-control strategy seems to be more demanding for the full model than for the simplified model without the environment (i.e., \( T_s > T'_s \)). Therefore, if human individuals are well educated and provided with safe sanitary facilities, then the environmental transmission can be neglected.

5.2 The simplified model (4.1) without environment

Let \( R'_{0b}, R'_{0H} \) and \( R'_0 \) be the corresponding basic reproduction numbers of the simplified models for bats, for humans and for the coupled bat-human model, obtained from (2.1), (3.1) and (4.1), respectively. One has:

\[
R'_{0b} = \frac{\beta_0 \pi_b}{\mu_b^2}, \quad R'_{0H} = \frac{\beta_1 \pi}{\mu(\mu + \delta + \gamma)} + \frac{\beta_2 \pi (\mu + \delta)}{\mu d(\mu + \delta + \gamma)}, \quad R'_0 = \max (R'_{0b}, R'_{0H}).
\]
Let $K'$ be the corresponding next generation matrix obtained from $K_r$ above (where $(\mu + \delta)I$ stands for new infections). Then

$$K' = \begin{pmatrix}
\frac{\beta_1 \pi}{\mu (\mu + \delta + \gamma)} & \frac{\beta_0 \pi}{\mu \mu_0} & \frac{\beta_5 \pi}{\mu d} \\
\frac{\beta_2 \pi}{\mu (\mu + \delta + \gamma)} & 0 & 0 \\
0 & \frac{\mu + \delta}{\mu + \delta + \gamma} & 0
\end{pmatrix}. $$

### 5.2.1 S-control of the simplified model (4.1)

Let the target matrix

$$K''_s = \begin{pmatrix}
\frac{\beta_1 \pi}{\mu (\mu + \delta + \gamma)} & \frac{\beta_0 \pi}{\mu \mu_0} & \frac{\beta_5 \pi}{\mu d} \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}. $$

Then, whenever $\rho(K' - K''_s) = R'_0 < 1$, one has

$$K''_s (I - K' + K''_s)^{-1} = \begin{pmatrix}
\frac{\beta_1 \pi}{\mu (\mu + \delta + \gamma)} + \frac{\beta_2 \pi (\mu + \delta)}{\mu d (\mu + \delta + \gamma)} & * & * \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix},$$

where each "*" stands for an unnecessary term in the computation of the target reproduction number below. The target reproduction number is then given by

$$T''_s = \frac{\beta_1 \pi}{\mu (\mu + \delta + \gamma)} + \frac{\beta_2 \pi (\mu + \delta)}{\mu d (\mu + \delta + \gamma)} := R'_{0H}. $$

Note that, as expected, since $R_{0H} > R'_{0H}$, the type reproduction number $T_s$ for the full model (4.1) is greater than the type reproduction number $T''_s$ for the simplified model. This overestimates the effort required to control EVD when the environment is taken into account. Note that a remark similar to (5.1) applies here as well.

### 6 Impact of environment and spillover potential

Here, we provide few simulations using MatLab, to investigate the effects of the contaminated environment and the spillover potential on the endemicity level of EVD within human population. In order to achieve that goal, we concentrate on the coupled model and choose different values for the effective environmental contact $\lambda$ and bat-to-human contact $\beta_3$. In Figure 6.1, the infected human subpopulation is represented over time for one month (30 days). One can observe three phases of the disease. An initial phase whereby, high environmental transmission ($\lambda = 0.05$) and high spillover event ($\beta_3 = 0.1$) increase the number of infected individuals (for approximately 2 days). The second phase during which high environmental transmission and high spillover event reverse the situation (from the 3th to the 8th day). The last phase which is similar to the first one. Moreover, it shows that the number of infected stabilizes and that for high environmental contact ($\lambda = 0.05$) and high spillover ($\beta_3 = 0.1$) (red curve), the corresponding endemic infected is greater than the same individuals when low environmental contact ($\lambda = 0.0000001$) and low spillover ($\beta_3 = 0.00001$) are considered. Furthermore, this latter setting where $\lambda$ and $\beta_3$ are very low, the disease can disappear (blue curve). Similar patterns are observed in Figure 6.2 when only the spillover potential ($\beta_3$) decreases, driven the disease to extinction. This Figure 6.2 suggests that the spillover event can
be very detrimental to EVD by allowing switching of the disease from bats to humans even though the disease was not initially endemic in human ($R_{0H} < 1$).

![Figure 6.1: Impact of manipulation and consumption of bats on the evolution of infected humans. High environmental transmission ($\lambda = 0.05$) and high spillover event ($\beta_3 = 0.1$): red curve. Low environmental transmission ($\lambda = 0.0000001$) and low spillover event ($\beta_3 = 0.00001$): blue curve. The other parameters are as in Table 6.1.](image)

### 7 Conclusion and perspectives

The aim of this study was to assess the impact of the spillover event on the dynamics of EVD. To achieve that goal, a two-host model for Ebola with indirect transmission, which extends numerous existing EVD transmission models in the literature was developed, theoretically and numerically analyzed. Many disease cycles were taken into consideration:
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Figure 6.2: (Spillover event: invasion of a disease-free human population by an endemic bat population (i.e. $R_0^b > 1$ and $R_0^H < 1$ but $R_0 > 1$). High spillover event ($\beta_3 = 0.7$): red curve. Low spillover event ($\beta_3 = 0.00001$): blue curve. The other parameters are as in Table 6.1.

(i) bat-to-bat transmission.

(ii) bat-to-human transmission (i.e. the spillover event).

(iii) human-to-human transmission.

(iv) environment-to-bat transmission.

(v) environment-to-human transmission.

The main results, including the efforts needed to control (or eliminate) EVD and the assessment of the spillover event, are summarized as follows.

1. The sub-model for bat population exhibits a sharp threshold behavior with the corresponding basic reproduction number $R_0^b$ being the bifurcation parameter. Namely, the DFE is globally asymptotically stable whenever $R_0^b \leq 1$ and a globally asymptotically stable endemic equilibrium occurs when $R_0^b > 1$.

2. For the human sub-model a similar result is given with the corresponding basic reproduction number $R_0^H$ standing for the bifurcation parameter. Here, the obtained result substantially improved (by extending) a similar result in [9].

3. As far as the coupled model is concerned, a fixed point theorem is used to establish the existence and uniqueness of the endemic equilibrium and the graph theory approach is called on to prove its global stability. As a whole, this coupled model exhibits a sharp threshold behavior as well.

4. We have numerically shown that the spillover event can be very detrimental to EVD by allowing the switching of the disease from bats to humans and by contributing to speed
up the disease outbreak. This suggests the fact that the consumption and manipulation of bats can play an important role in the sustainability of Ebola virus disease.

Different extensions of the model on which we are still working include:

(a) the incorporation of the control strategies such as contact tracing, ring vaccination, isolation, quarantine, media coverage;

(b) a multi-patch modeling approach to consider the circulation of EVD between villages and countries.

Appendices

Appendix A: Proof of Theorem 4.6

We first prove that model (4.1) has a unique boundary equilibrium. In fact

(i) If $I = 0$, from the fifth and sixth equations of system (4.1), $D = R = 0$. Moreover, the second equation yields $\lambda PS + \beta_0 SI_b = 0$ i.e $I_b = P = 0$. Thus, the boundary equilibrium is the DFE.

(ii) If $D = 0$, then $I = 0$ and you are back to the case (i).

(iii) If $I_b = 0$, from the fourth equation of (4.1), $\lambda_b PS_b = 0$ i.e $P = 0$. The seventh equation gives $I = D = 0$. Thus, the only boundary equilibrium is again the DFE.

Therefore, the only boundary equilibrium of system (4.1) is the DFE.

Suppose $R_0 > 1$, the following theorem is instrumental.

**Theorem 7.1** (Hethcote and Thieme [23]). Let $F(x)$ be a continuous, monotone, nondecreasing, strictly sub-linear bounded function which maps the nonnegative orthant $\mathbb{R}^n_{+}$ into itself. Let $F(0)=0$ and $F'(0)$ exist and be irreducible. Then $F(x)$ does not have a nontrivial fixed point on the boundary of $\mathbb{R}^n_{+}$. Moreover, $F(x)$ has a positive fixed point iff $\rho(F'(0)) > 1$. If there is a positive fixed point then it is unique.

Consider system (2.2). Since $B = \frac{\pi_b}{\mu_b}$ is GAS for (2.2), the existence of endemic equilibria of system (4.1) is equivalent to the existence of positive equilibria of

$$
\begin{align*}
\dot{S} &= \pi - S(\beta_1 I + \beta_2 D) - \lambda PS - \beta_0 SI_b - \mu S, \\
\dot{I} &= S(\beta_1 I + \beta_2 D) + \lambda PS + \beta_0 SI_b - (\mu + \delta + \gamma) I, \\
\dot{I_b} &= \beta_4 (B - I_b) I_b + \lambda_b P (B - I_b) - \mu_b I_b, \\
\dot{R} &= \gamma I - \mu R, \\
\dot{D} &= (\mu + \delta) I - d D, \\
\dot{P} &= \sigma I_b + \xi I + \alpha D - \eta P.
\end{align*}
$$

(7.1)

Thus, we deal with model (7.1). Let $E^* = (S^*, I^*, I_b^*, R^*, D^*, P^*)$ be an equilibrium point of
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The system (7.1) has the following equations:

\[
\begin{aligned}
0 &= \pi - S^* (\beta_1 I^* + \beta_2 D^*) - \lambda P^* S^* - \beta_0 S^* I_b^* - \mu S^*, \\
0 &= S^* (\beta_1 I^* + \beta_2 D^*) + \lambda P^* S^* + \beta_0 S^* I_b^* - (\mu + \delta + \gamma) I^*, \\
0 &= \beta_4 (B - I_b^*) I_b^* + \lambda_b P^* (B - I_b^*) - \mu_b I_b^*, \\
0 &= \gamma I^* - \mu R^*, \\
0 &= (\mu + \delta) I^* - d D^*, \\
0 &= \sigma I_b^* + \xi I^* + \alpha D^* - \eta P^*.
\end{aligned}
\]  

(7.2)

Thus, solving (7.2), one can write:

\[
\begin{aligned}
S^* &= \frac{\pi - (\mu + \delta + \gamma) I^*}{\mu}, \\
R^* &= \frac{\gamma}{\mu} I^*, \\
D^* &= \frac{\mu + \delta}{d} I^*, \\
P^* &= \frac{1}{\eta} \left( \sigma I_b^* + \xi I^* + \alpha \frac{\mu + \delta}{d} I^* \right),
\end{aligned}
\]  

(7.3)

and

\[
\begin{aligned}
I^* &= \frac{1}{\mu + \delta + \gamma} [S^* (\beta_1 I^* + \beta_2 D^*) + \lambda P^* S^* + \beta_0 S^* I_b^*], \\
I_b^* &= \frac{1}{\mu_b} \left[ \beta_4 (B - I_b^*) I_b^* + \lambda_b P^* (B - I_b^*) \right].
\end{aligned}
\]  

(7.4)

Substituting (7.3) into (7.4) yields:

\[
\begin{aligned}
I^* &= \frac{\pi - (\mu + \delta + \gamma) I^*}{\mu(\mu + \delta + \gamma)} \left[ \beta_1 I^* + \beta_2 \frac{\mu + \delta}{d} I^* + \lambda \frac{d\sigma I_b^* + d\xi I^* + \alpha(\mu + \delta) I^*}{\eta d} + \beta_0 I_b^* \right], \\
I_b^* &= \frac{1}{\mu_b} \left[ \beta_4 \left( \frac{\pi I_b^*}{\mu_b} - I_b^* \right) I_b^* + \lambda_b \left( \frac{d\sigma I_b^* + d\xi I^* + \alpha(\mu + \delta) I^*}{\eta d} \right) (B - I_b^*) \right].
\end{aligned}
\]  

(7.5)

i.e.

\[
\begin{aligned}
I^* &= \frac{\pi}{\mu(\mu + \delta + \gamma)} \left[ \beta_1 I^* + \beta_2 \frac{\mu + \delta}{d} I^* + \lambda \frac{d\sigma I_b^* + d\xi I^* + \alpha(\mu + \delta) I^*}{\eta d} + \beta_0 I_b^* \right], \\
I_b^* &= \frac{1}{\mu_b} \left[ \beta_4 \left( \frac{\pi I_b^*}{\mu_b} - I_b^* \right) I_b^* + \lambda_b \left( \frac{d\sigma I_b^* + d\xi I^* + \alpha(\mu + \delta) I^*}{\eta d} \right) (B - I_b^*) \right],
\end{aligned}
\]  

(7.6)

which can be rewritten in the following from:

\[
\begin{aligned}
I^* &= g_1(I^*, I_b^*), \\
I_b^* &= g_2(I^*, I_b^*),
\end{aligned}
\]  

(7.7)
where

\[
\begin{align*}
g_1(I^*, I_b^*) &= \frac{\eta d\mu}{\mu \eta d + I^*(\eta d\beta_1 + \eta \beta_2(\mu + \delta) + \lambda d\xi + \lambda \alpha(\mu + \delta)) + I_b^*(\lambda d\sigma + \eta d\beta_0)} \\
&\quad \times \left[ \frac{\pi}{\mu(\mu + \delta + \gamma)} \left( \beta_1 + \beta_2 \frac{\mu + \delta}{d} + \frac{\lambda \xi}{\eta} + \frac{\lambda \alpha(\mu + \delta)}{\eta d} \right), \right.
\end{align*}
\]

\[
\begin{align*}
g_2(I^*, I_b^*) &= \frac{\eta d\mu_b}{\eta d\mu_b + I_b^*(\eta d\beta_4 + \lambda \beta_0(\mu + \delta))} + I^*(\lambda_b d\xi + \lambda_b \alpha(\mu + \delta)) \\
&\quad \times \left[ \frac{\beta_4 \tau b}{\mu_b^2} I_b^* + \frac{\lambda B B}{\eta d \mu_b} (d\sigma I_b^* + d\xi I^* + \alpha(\mu + \delta)) \right].
\end{align*}
\]

\(g_1\) and \(g_2\) are differentiable functions with,

\[
\begin{align*}
\frac{\partial g_1}{\partial I^*}(0, 0) &= \frac{\pi}{\mu(\mu + \delta + \gamma)} \left( \beta_1 + \beta_2 \frac{\mu + \delta}{d} + \frac{\lambda \xi}{\eta} + \frac{\lambda \alpha(\mu + \delta)}{\eta d} \right), \\
\frac{\partial g_1}{\partial I_b^*}(0, 0) &= \frac{\pi}{\mu(\mu + \delta + \gamma)} \left( \frac{\lambda \sigma}{\eta} + \beta_0 \right), \\
\frac{\partial g_2}{\partial I^*}(0, 0) &= \frac{\lambda_b \pi B}{\eta d \mu_b^2} (d\xi + \alpha(\mu + \delta)), \\
\frac{\partial g_2}{\partial I_b^*}(0, 0) &= \frac{1}{\mu_b} \left( \frac{\beta_4 \tau b}{\mu_b^2} + \frac{\lambda B B}{\eta \mu_b} \right).
\end{align*}
\]

Set \(X = (I, I_b)\) and \(G = (g_1, g_2)\).

The existence of equilibria for (7.2) is then equivalent to the determination of the positive solutions for the equation

\[X = G(X).\]

Note that \(G(X)\) is differentiable at \(0 = (0, 0)\) and the corresponding Jacobian is

\[
G'(0) = \begin{pmatrix}
\frac{\pi}{\eta \mu(\mu + \delta + \gamma)} (\eta d\beta_1 + \eta \beta_2(\mu + \delta) + \lambda d\xi + \lambda \alpha(\mu + \delta)) & \frac{\lambda B B}{\eta \mu_b^2} + \frac{\lambda \sigma \tau b}{\eta \mu_b} \\
\frac{\lambda b \tau b}{\eta \mu_b^2} (d\xi + \alpha(\mu + \delta)) & \frac{\beta_4 \tau b}{\mu_b^2} + \frac{\lambda B B}{\eta \mu_b} \\
\end{pmatrix}.
\]

Let

\[
A = \begin{pmatrix}
\frac{\pi}{\eta \mu(\mu + \delta + \gamma)} (\eta d\beta_1 + \eta \beta_2(\mu + \delta) + \lambda d\xi + \lambda \alpha(\mu + \delta)) & \frac{\lambda B B}{\eta \mu_b^2} + \frac{\lambda \sigma \tau b}{\eta \mu_b} \\
\frac{\lambda b \tau b}{\eta \mu_b^2} (d\xi + \alpha(\mu + \delta)) & \frac{\beta_4 \tau b}{\mu_b^2} + \frac{\lambda B B}{\eta \mu_b} \\
\end{pmatrix},
\]

\[
E = \begin{pmatrix}
\frac{\beta_4 \tau b}{\mu_b^2} + \frac{\lambda B B}{\eta \mu_b} \\
\frac{\lambda B B}{\eta \mu_b^2} + \frac{\lambda \sigma \tau b}{\eta \mu_b} \\
\frac{\lambda B B}{\eta \mu_b^2} + \frac{\lambda \sigma \tau b}{\eta \mu_b} \\
\end{pmatrix}
\]

and \(T = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}\).

Then

\[FV^{-1} = \begin{pmatrix} A & E \\ T & T \end{pmatrix}, \quad \rho(FV^{-1}) = \rho(A).
\]

On the other hand, if

\[
Q = \begin{pmatrix}
\mu + \delta + \gamma & 0 \\
0 & \mu_b \end{pmatrix},
\]
Hence, then it is straightforward that $G'(0) = Q^{-1}A Q$. Therefore, $G'(0)$ and $A$ are similar matrices. Hence,

$$\rho(FV^{-1}) = \rho(A) = \rho(G'(0)).$$

We have,

$$G'(X) = \begin{pmatrix} \frac{\partial G_1}{\partial I^*}(X) & \frac{\partial G_1}{\partial I_b}(X) \\ \frac{\partial G_2}{\partial I^*}(X) & \frac{\partial G_2}{\partial I_b}(X) \end{pmatrix} \begin{pmatrix} G_{11}(X) & G_{12}(X) \\ G_{21}(X) & G_{22}(X) \end{pmatrix},$$

where,

$$G_{11}(X) = \frac{\partial G_1}{\partial I^*} = \frac{-\eta d\pi}{\eta d\pi} (\eta dB + \eta B (\mu + \delta) + \lambda d\xi + \lambda (\mu + \delta) )$$

$$\times \left[ \beta_1 I^* + \beta_2 \left( \frac{\mu + \delta}{\eta d} \right) I^* + \lambda \left( \frac{d\sigma I^* + d\xi I^* + \alpha (\mu + \delta) I^*}{\eta d} \right) + \beta_0 I_b^* \right],$$

$$G_{12}(X) = \frac{\partial G_1}{\partial I_b} = \frac{-\eta d\pi}{\eta d\pi} (\lambda d\sigma + \eta dB)$$

$$\times \left[ \beta_1 I^* + \beta_2 \left( \frac{\mu + \delta}{\eta d} \right) I^* + \lambda \left( \frac{d\sigma I^* + d\xi I^* + \alpha (\mu + \delta) I^*}{\eta d} \right) + \beta_0 I_b^* \right],$$

$$G_{21}(X) = \frac{\partial G_2}{\partial I^*} = \frac{-\eta d(\lambda_d d\xi + \lambda_b \lambda a (\mu + \delta))}{\eta d(\lambda_d d\xi + \lambda_b \lambda a (\mu + \delta)) \times \left[ \beta_4 \frac{\pi b}{\mu_b} I_b^* + \frac{\lambda b \pi b}{\mu_b \eta d} \left( d\sigma I^* + d\xi I^* + \alpha (\mu + \delta) I^* \right) \right],$$

$$G_{22}(X) = \frac{\partial G_2}{\partial I_b} = \frac{-\eta d(\lambda_d d\xi + \lambda_b \lambda a (\mu + \delta))}{\eta d(\lambda_d d\xi + \lambda_b \lambda a (\mu + \delta)) \times \left[ \beta_4 \frac{\pi b}{\mu_b} I_b^* + \frac{\lambda b \pi b}{\mu_b \eta d} \left( d\sigma I^* + d\xi I^* + \alpha (\mu + \delta) I^* \right) \right]}.$$
Thus, \( G \) is monotone increasing, it is sufficient to show that \( G_{21}(X) \) and \( G_{12}(X) \) are non-negative for all \( X \). Simple calculations lead us to:

\[
G_{21} = \eta d \left[ -\left( \lambda_b d \xi + \lambda_b \alpha (\mu + \delta) \right) \left( \frac{\beta_4}{\mu_b} I_b^* + \frac{\lambda_b}{\mu_b \eta d} \right) + \lambda \left( \frac{\eta d I_b^* + d \xi I^* + \alpha (\mu + \delta) I^*}{\eta d} \right) \right] + \frac{\lambda_b}{\mu_b} \eta d \left( \frac{\beta_4}{\mu_b} I_b^* + \frac{\lambda_b}{\mu_b \eta d} \right),
\]

\[
G_{21} = -\eta d \left[ \left( \lambda_b d \xi + \lambda_b \alpha (\mu + \delta) \right) \left( \frac{\beta_4}{\mu_b} I_b^* + \frac{\lambda_b}{\mu_b \eta d} \right) + \lambda \left( \frac{\eta d I_b^* + d \xi I^* + \alpha (\mu + \delta) I^*}{\eta d} \right) \right] + \eta d \left[ \left( \lambda_b d \xi + \lambda_b \alpha (\mu + \delta) \right) \left( \frac{\beta_4}{\mu_b} I_b^* + \frac{\lambda_b}{\mu_b \eta d} \right) + \lambda \left( \frac{\eta d I_b^* + d \xi I^* + \alpha (\mu + \delta) I^*}{\eta d} \right) \right] \geq 0.
\]

Similarly,

\[
G_{12} = -\eta b \pi (\lambda b \sigma + \eta b \beta_4) \left[ \beta_1 I^* + \beta_2 \frac{\mu + \delta}{\eta d} I^* + \lambda \left( \frac{d \sigma I_b^* + d \xi I^* + \alpha (\mu + \delta) I^*}{\eta d} \right) \right] + \lambda \left( \frac{d \sigma I_b^* + d \xi I^* + \alpha (\mu + \delta) I^*}{\eta d} \right),
\]

\[
G_{12} = -\eta b \pi (\lambda b \sigma + \eta b \beta_4) \left[ \beta_1 I^* + \beta_2 \frac{\mu + \delta}{\eta d} I^* + \lambda \left( \frac{d \sigma I_b^* + d \xi I^* + \alpha (\mu + \delta) I^*}{\eta d} \right) \right] + \lambda \left( \frac{d \sigma I_b^* + d \xi I^* + \alpha (\mu + \delta) I^*}{\eta d} \right) \geq 0.
\]

Therefore, \( G(X) \) is monotone increasing. Moreover, \( G(X) \) is a continuous and bounded function which satisfies \( G(0) = 0 \). Since \( G'(0) \) is positive, it is an irreducible matrix.

Since \( \rho(G'(0)) = R_0 \), it remains to prove that \( G(X) \) is strictly sub-linear. Let \( r \in [0,1) \) be a positive real number, simple computations show that,

\[
\frac{rg_1(X)}{g_1(rX)} = \frac{\eta d r I^* \eta d I_b^* + \eta b \pi (\lambda b \sigma + \eta b \beta_4) \left[ \beta_1 I^* + \beta_2 \frac{\mu + \delta}{\eta d} I^* + \lambda \left( \frac{d \sigma I_b^* + d \xi I^* + \alpha (\mu + \delta) I^*}{\eta d} \right) \right] + \lambda \left( \frac{d \sigma I_b^* + d \xi I^* + \alpha (\mu + \delta) I^*}{\eta d} \right)}{\eta d I^* + \eta \beta_2 (\mu + \delta) I^* + \lambda d \xi + \lambda \alpha (\mu + \delta)} + \eta I_b^* (\lambda d \sigma + \eta b \beta_0) < 1,
\]

\[
\frac{rg_2(X)}{g_2(rX)} = \frac{\eta d I_b^* (\lambda d \sigma + \eta b \beta_0) + \beta_4 I_b^*}{\eta d I_b^* (\lambda d \sigma + \eta b \beta_0) + \beta_4 I_b^*} < 1.
\]

Thus, \( G(X) \) is strictly sub-linear. Now the application of Theorem 7.1 yields a unique positive fixed point of \( G(X) \) iff \( R_0 > 1 \). This completes the proof.

**Appendix B: Proof of Theorem 4.7**

Consider the linear Lyapunov function candidate:

\[
L_{bh} = a_1 I + a_2 D + a_3 I_b + a_4 P
\]
where \( a_1, a_2, a_3 \) and \( a_4 \) are positive constants to be determined shortly.

The derivative of \( L_{bh} \) in the direction of the vector field gives:

\[
L_{bh}' = I[a_1\beta_1S_0 - (\mu + \delta + \gamma)a_1 + a_2(\mu + \delta) + a_4\xi] + D[a_1\beta_2S_0 - a_2d + a_4\alpha] \\
+ I_b[a_1\beta_0S_0 + \beta_4a_3S_{ob} - a_3\mu_b + a_4\sigma] + P[a_1\lambda S_0 + \lambda a_3S_{ob} - a_4\eta],
\]

with \( S_0 = \frac{\pi}{p} \) and \( S_{ob} = \frac{\pi_l}{p_b} \).

The \( a_i, i = 1, \ldots, 4 \) can be chosen such that:

\[
\begin{align*}
  a_1\beta_2S_0 - a_2d + a_4\alpha &= 0, \\
  a_1\lambda S_0 + a_3\lambda_bS_{ob} - a_4\eta &= 0, \\
  a_1\beta_0S_0 + a_3\beta_4S_{ob} - a_3\mu_b + a_4\sigma &= 0,
\end{align*}
\]

(7.8)

If we choose \( a_1 = 1 \), then \( a_2 = \frac{\beta_2S_0 + a_4\eta}{d} \) and \( a_4 = \frac{\Lambda S_0 + a_3\lambda_bS_{ob}}{\eta} \).

From the third equation of (7.8) we have:

\[
\begin{align*}
  &\eta\beta_0S_0 + a_3\lambda_bS_{ob} - a_3\mu_b + \left( \frac{\Lambda S_0 + a_3\lambda_bS_{ob}}{\eta} \right)\sigma = 0 \\
  \iff &\eta\beta_0S_0 + a_3\lambda_bS_{ob} - a_3\mu_b + a_3\lambda_bS_{ob}a_3 = 0 \\
  \iff &\eta\beta_0S_0 + a_3\lambda_bS_{ob} - a_3\mu_b + a_3\lambda_bS_{ob}(\mu - 1) = 0.
\end{align*}
\]

Since \( R_0 < 1 \) implies \( R_{ob} < 1 \), we have \( a_3 = \frac{\eta\beta_0}{\mu - 1} > 0 \),

\[
a_4 = S_0\left( \frac{\lambda\mu_b\eta(1 - R_{ob}) + (\eta\beta_0 + \sigma\lambda)\lambda_bS_{ob}}{\mu_b\eta^2(1 - R_{ob})} \right) > 0
\]

and

\[
a_2 = \frac{\mu_b\eta^2\beta_2S_0(1 - R_{ob}) + \alpha S_0[\lambda\mu_b\eta(1 - R_{ob}) + (\eta\beta_0 + \sigma\lambda)\lambda_bS_{ob}]}{\mu_b\eta^2(1 - R_{ob})} > 0.
\]

Consequently,

\[
L_{bh}' = I\left[ \beta_1S_0 - (\mu + \delta + \gamma) \right] \\
+ \left[ \frac{\mu_b\eta^2\beta_2S_0(1 - R_{ob}) + \alpha S_0[\lambda\mu_b\eta(1 - R_{ob}) + (\eta\beta_0 + \sigma\lambda)\lambda_bS_{ob}]}{\mu_b\eta^2(1 - R_{ob})} \right] (\mu + \delta)I \\
+ S_0\left( \frac{\lambda\mu_b\eta(1 - R_{ob}) + (\eta\beta_0 + \sigma\lambda)\lambda_bS_{ob}}{\mu_b\eta^2(1 - R_{ob})} \right)I \\
= I\left[ \beta_1S_0 - (\mu + \delta + \gamma) + \frac{\beta_2(\mu + \delta)S_0}{d} + \frac{\alpha S_0(\mu + \delta)\lambda}{d\eta} + \frac{S_0\xi\lambda}{\eta} \\
+ (\mu + \delta)\lambda a S_0(\eta\beta_0 + \sigma\lambda)\lambda_bS_{ob} + (\eta\beta_0 + \sigma\lambda)\lambda_bS_{ob}S_0\xi d \right] \\
= I\left[ (\mu + \delta + \gamma)(R_{0H} - 1) + \frac{R_1R_2(\mu + \delta + \gamma)}{(1 - R_{ob})} \right] \\
= I\left[ (\mu + \delta + \gamma)(R_{0H} - 1) + \frac{R_1R_2(\mu + \delta + \gamma)}{(1 - R_{ob})} \right] \\
= I\frac{(\mu + \delta + \gamma)}{(1 - R_{ob})}[R_{0H} + R_{ob} + R_1R_2 - R_{ob}R_{0H} - 1].
\]
From the expression of \( R_0 \), one has

\[
R_1R_2 = \frac{(2R_0 - (R_{0H} + R_{0b}))^2 - (R_{0H} - R_{0b})^2}{4}.
\]

Therefore, since \( 1 > R_0 \geq \max(R_{0b}; R_{0H}) \),

\[
L'_{bb} = I(\mu + \delta + \gamma) \left[ R_{0H} + R_{0b} + \frac{2R_0 - (R_{0H} + R_{0b})^2 - (R_{0H} - R_{0b})^2}{4} - R_{0H}R_{0b} - 1 \right] \]
\[
= I(\mu + \delta + \gamma) \left[ R_{0H} + R_{0b} + \frac{(2R_0 - 2R_{0H})(2R_0 - 2R_{0b})}{4} - R_{0H}R_{0b} - 1 \right] \]
\[
= I(\mu + \delta + \gamma) \left[ R_{0H}(1 - R_0) + R_{0b}(1 - R_0) + R_0^2 - 1 \right] \]
\[
= I(\mu + \delta + \gamma)(1 - R_0) \left[ (R_{0H} - R_0) + (R_{0b} - 1) \right] \leq 0.
\]

Moreover, the largest invariance subset contained in the set \( \{ X \in \mathbb{R}_+^7 / L'_{bb}(X) = 0 \} \) when \( R_0 < 1 \) is \( \{ E_{bb} \} \). The conclusion follows by LaSalle’s Invariance Principle [26].

**Appendix C: Proof of Theorem 4.8**

Set

\[
D_1 = S - S^* - S^* \ln \frac{S}{S^*} + I - I^* - I^* \ln \frac{I}{I^*},
\]
\[
D_2 = 2 \left( S_b - S_b^* - S_b^* \ln \frac{S_b}{S_b^*} \right) + 2 \left( (I_b - I_b^*) - I_b^* \ln \frac{I_b}{I_b^*} \right),
\]
\[
D_3 = 2 \left( D - D^* - D^* \ln \frac{D}{D^*} \right),
\]
\[
D_4 = P - P^* - P^* \ln \frac{P}{P^*}.
\]

Then,

\[
D'_1 = \frac{S - S^*}{S} (\mu S^* + \beta_1 S^* I^* + \beta_2 S^* D^* + \lambda P S^* + \beta_0 S^* I_b^* - \mu S - \beta_1 SI - \beta_2 SD - \lambda PS - \beta_0 SL_b)
\]
\[
+ \frac{I - I^*}{I} \left( (\beta_1 SI + \beta_2 SD + \lambda PS + \beta_0 SL_b - \beta_1 S^* I - \beta_2 S^* D^* - \lambda P S^* - \beta_0 S^* I_b^*) \frac{S^*}{I^*} \right)
\]
\[
D'_1 = - \mu \frac{(S - S^*)^2}{S} + \beta_1 S^* I^* \left( 2 - \frac{S^*}{S} + \frac{I}{I^*} - \frac{S H I^*}{S^* I^* I} - \frac{I}{I^*} \right)
\]
\[
+ \beta_2 S^* D^* \left( 2 - \frac{S^*}{S} + \frac{D}{D^*} - \frac{S D I^*}{S^* D^* I^*} - \frac{I}{I^*} \right) + \lambda P^* S^* \left( 2 - \frac{S^*}{S} + \frac{P}{P^*} - \frac{S P I^*}{S^* P^* I} - \frac{I}{I^*} \right)
\]
\[
+ \beta_0 I_b^* S^* \left( 2 - \frac{S^*}{S} + \frac{I_b^*}{I_b^*} - \frac{S I_b^* I}{S^* I_b^* I} - \frac{I}{I^*} \right).
\]

Here, it is instrumental to show that

\[
2 - \frac{S^*}{S} + \frac{D}{D^*} - \frac{S D I^*}{S^* D^* I^*} - \frac{I}{I^*} \leq \frac{D}{D^*} - \frac{I}{I^*} - \ln \frac{D}{D^*} + \ln \frac{I}{I^*},
\]
which is equivalent to
\[
2 - \frac{S^*}{S} - \frac{SDI^*}{S^* D^* I} \leq \ln \frac{ID^*}{I^* D}.
\]

Since \(1 - x + \ln x \leq 0\) for \(x > 0\), one has for \(x = \frac{SDI^*}{S^* D^* I}\)
\[
1 - \frac{SDI^*}{S^* D^* I} \leq - \ln \frac{SDI^*}{S^* D^* I} \iff 1 - \frac{SDI^*}{S^* D^* I} + \frac{S}{S^*} \leq \ln \frac{ID^*}{I^* D}.
\]
Similarly,
\[
1 - \frac{S^*}{S} \leq \ln \frac{S}{S^*}.
\]

Combining the last two equations we obtain the desired result. Thus,
\[
D'_1 \leq \beta_1 S^* I^* \left( \frac{I}{I^*} - \frac{I}{I^*} - \ln \frac{I}{I^*} + \ln \frac{I}{I^*} \right) + \beta_2 S^* D^* \left( \frac{D}{D^*} - \frac{I}{I^*} - \ln \frac{D}{D^*} + \ln \frac{I}{I^*} \right) + \beta_0 S^* I^* \left( \frac{I}{I^*} - \frac{I}{I^*} - \ln \frac{I}{I^*} + \ln \frac{I}{I^*} \right) + \lambda P^* S^* \left( \frac{P}{P^*} - \frac{I}{I^*} - \ln \frac{P}{P^*} + \ln \frac{I}{I^*} \right)
:= a_{13}G_{13} + a_{12}G_{12} + a_{14}G_{14},
\]
where
\[
a_{13} = \beta_2 S^* D^*, \quad G_{13} = \left( \frac{D}{D^*} - \frac{I}{I^*} - \ln \frac{D}{D^*} + \ln \frac{I}{I^*} \right),
\]
\[
a_{12} = \beta_0 S^* I^*, \quad G_{12} = \left( \frac{I}{I^*} - \frac{I}{I^*} - \ln \frac{I}{I^*} + \ln \frac{I}{I^*} \right),
\]
\[
a_{14} = \lambda P^* S^*, \quad G_{14} = \left( \frac{P}{P^*} - \frac{I}{I^*} - \ln \frac{P}{P^*} + \ln \frac{I}{I^*} \right),
\]

\[
D'_2 = \frac{2}{S_b} \left( \frac{S_b - S_b}{S_b} \right) (\mu_b S_b^* + \beta_4 I_b^* S_b^* + \lambda_b P^* I_b^* - \mu_b S_b - \beta_4 I_b S_b - \lambda_b P S_b)
+ \frac{2(\mu_b S_b^* - S_b^*)^2}{S_b} + 2 \beta_4 S_b^* I_b^* (2 - \frac{S_b}{S_b} + \frac{I_b}{I_b} - \frac{S_b I_b}{S_b} - \frac{S_b I_b}{I_b})
+ 2 \beta_4 S_b^* I_b^* (2 - \frac{S_b}{S_b} + \frac{P}{P^*} - \frac{S_b P I_b}{S_b^* P^* I_b} - \frac{I_b}{I_b})
\leq 2 \beta_4 S_b^* I_b^* \left( \frac{I_b}{I_b} - \frac{I_b}{I_b} - \ln \frac{I_b}{I_b} + \ln \frac{I_b}{I_b} \right) + 2 \beta_4 S_b^* I_b^* \left( \frac{P}{P^*} - \frac{I_b}{I_b} - \ln \frac{P}{P^*} + \ln \frac{I_b}{I_b} \right)
:= a_{24}G_{24},
\]
where
\[
a_{24} = \lambda_b P^* S_b^*, \quad G_{24} = 2 \left( \frac{P}{P^*} - \frac{I_b}{I_b} - \ln \frac{P}{P^*} + \ln \frac{I_b}{I_b} \right).
\]
\[
D_3 = \frac{2(D - D^*)}{D} \left( (\mu + \delta) I - \frac{I^* I - D^*}{D^*} \right)
\]
\[
= 2(\mu + \delta) I^* \left( \frac{I}{I^*} - \frac{D^* I}{D^* I^*} - \frac{D}{D^*} + 1 \right)
\]
\[
\leq 2(\mu + \delta) I^* \left( \frac{I}{I^*} - \ln \frac{1}{I^*} - \frac{D}{D^*} + \ln \frac{D}{D^*} \right)
\]
\[
:= a_{31} G_{31},
\]
where

\[
a_{31} = (\mu + \delta) I^*, \quad G_{31} = 2 \left( \frac{I}{I^*} - \ln \frac{1}{I^*} - \frac{D}{D^*} + \ln \frac{D}{D^*} \right),
\]

\[
D'_4 = \frac{P - P^*}{P} \left( \sigma I_b + \alpha D + \xi I - \sigma \frac{I^* P}{P^*} - \xi \frac{I^* P}{P^*} - \alpha \frac{D^* P}{P^*} \right)
\]
\[
= \sigma I_b^* \left( \frac{I_b}{I^*_b} - \frac{I_b P^*}{P^*_b} - \frac{P}{P^*} + 1 \right)
\]
\[
+ \xi I^* \left( \frac{I}{I^*} - \frac{I P^*}{P^*} - \frac{P}{P^*} + 1 \right) + \alpha D^* \left( \frac{D}{D^*} - \frac{D P^*}{D^* P} - \frac{P}{P^*} + 1 \right).
\]

\[
D'_4 \leq \sigma I_b^* \left( \frac{I_b}{I^*_b} - \ln \frac{I_b}{I^*_b} - \frac{P}{P^*} + \ln \frac{P}{P^*} \right) + \xi I^* \left( \frac{I}{I^*} - \ln \frac{1}{I^*} - \frac{P}{P^*} + \ln \frac{P}{P^*} \right)
\]
\[
+ \alpha D^* \left( \frac{D}{D^*} - \ln \frac{D}{D^*} - \frac{P}{P^*} + \ln \frac{P}{P^*} \right)
\]
\[
:= a_{42} G_{42} + a_{41} G_{41} + a_{43} G_{43},
\]
where

\[
a_{42} = \sigma I_b^*, \quad G_{42} = \left( \frac{I_b}{I^*_b} - \ln \frac{I_b}{I^*_b} - \frac{P}{P^*} + \ln \frac{P}{P^*} \right),
\]
\[
a_{41} = \xi I^*, \quad G_{41} = \left( \frac{I}{I^*} - \ln \frac{1}{I^*} - \frac{P}{P^*} + \ln \frac{P}{P^*} \right),
\]
\[
a_{43} = \alpha D^*, \quad G_{43} = \left( \frac{D}{D^*} - \ln \frac{D}{D^*} - \frac{P}{P^*} + \ln \frac{P}{P^*} \right).
\]

Simple calculations yield

\[
G_{41} + G_{24} + G_{12} + G_{43} + G_{14} + G_{13} + G_{31} + G_{42} = 0.
\]

Thus, following [33], there exist \((c_i)_{1 \leq i \leq 4}\) such that \(D = \sum_{i=1}^{4} c_i D_i\) is a Lyapunov function.
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