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Abstract. In this work, we investigate the existence and multiplicity results for positive solutions to a singular \((p_1, p_2)\)-Laplacian system with coupled integral boundary conditions and a parameter \((\mu, \lambda) \in \mathbb{R}_+^3\). Using sub-super solutions method and fixed point index theorems, it is shown that there exists a continuous surface \(C\) which separates \(\mathbb{R}_+^2 \times (0, \infty)\) into two regions \(O_1\) and \(O_2\) such that the problem under consideration has two positive solutions for \((\mu, \lambda) \in O_1\), at least one positive solution for \((\mu, \lambda) \in C\), and no positive solutions for \((\mu, \lambda) \in O_2\).
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1 Introduction

Nonlocal boundary conditions appear when the information on the boundary are connected to values inside the domain. Various types of boundary value problems involving nonlocal conditions have been extensively studied by various methods such as fixed point theorems on cones and the Leray–Schauder alternative, etc. We refer the reader to [11, 14, 15, 24, 30–33, 37] and the references therein.

For example, Ma [24] considered

\[
\begin{aligned}
&u''(t) = g_1(t, u(t), u'(t)) + e(t), \text{ a.e. } t \in (0, 1), \\
&u'(0) = 0, \quad u(1) = \sum_{i=1}^m \alpha_i u(\xi_i),
\end{aligned}
\]

where \(g_1 : [0, 1] \times \mathbb{R}^2 \to \mathbb{R}\) is continuous, \(e \in C[0, 1]\), \(m \in \mathbb{N}\), \(\xi_i \in (0, \infty)\) with \(0 < \xi_1 < \cdots < \xi_m < 1\), and \(\alpha_i \in (0, \infty)\). Using the Leray–Schauder alternative, the existence of at least one
solution is obtained for two cases:
\[ \sum_{i=1}^{m} \alpha_i \neq 1 \quad \text{(Nonresonance)} \]
and
\[ \sum_{i=1}^{m} \alpha_i = 1 \quad \text{(Resonance)}. \]

Webb and Infante [31, 32] studied the existence of multiple positive solutions of nonlinear differential equations of the form
\[-u''(t) = w_1(t)g_2(t, u(t)), \quad \text{a.e. } t \in (0,1)\]
with various nonlocal boundary conditions involving linear functionals on \(C[0,1]\) including the following conditions: either
\[ u(0) = a_1[u], \quad u(1) = a_2[u] \quad \text{or} \quad u(0) = a_1[u], \quad u'(1) = a_2[u]. \]

Here, \(w_1 \in L^1((0,1), \mathbb{R}_+), \mathbb{R}_+ := [0, \infty), g_2 : [0,1] \times \mathbb{R} \to \mathbb{R}_+\) is continuous, and for \(i \in \{1, 2\}, \alpha_i\) is bounded linear functionals on \(C[0,1]\) involving Stieltjes integrals with signed measures. Recently, Zhang and Feng [37] studied the following one-dimensional singular \(p\)-Laplacian problems of the form
\[
\begin{cases}
\lambda (q_p(u'(t)))' + w_2(t)g_3(t, u(t)) = 0, & t \in (0,1), \\
uu(0) - bu'(0) = \int_0^1 w_3(t)u(t)dt, & u'(1) = 0,
\end{cases}
\]
where \(\lambda\) is a positive parameter, \(q_p(s) = |s|^{p-2}s, p > 1, a, b > 0\), and \(w_2, w_3 \in L^1((0,1), \mathbb{R}_+).\)

Using fixed point index theory on cones of Banach spaces, they obtained several results about the existence, multiplicity, and nonexistence of positive solutions under various assumptions on the nonlinearity \(g_3(t, s)\) which satisfies \(L^1\)-Carathéodory condition.

The systems of differential equations equipped with a variety of boundary conditions have been extensively studied by many authors, see, e.g., [2–7,10,19,21,23,25,26,34]. For example, in [25], do Ó et al. considered a class of system of second-order differential equations of the form
\[
\begin{cases}
-u'' = g_4(t, u, v, a, b), & \text{in } (0,1), \\
-v'' = g_5(t, u, v, a, b), & \text{in } (0,1), \\
u(0) = u(1) = v(0) = v(1) = 0,
\end{cases}
(1.1)
\]
where the nonlinearities \(g_4\) and \(g_5\) are superlinear at the origin as well as at infinity, and \(a, b \in \mathbb{R}_+.\) Using fixed point theorems of cone expansion/compression type, the upper-lower solutions method and degree argument, it was shown that there exists a continuous curve \(\Gamma\) which splits the positive quadrant of the \((a,b)\)-plane into disjoint sets \(S_1\) and \(S_2\) such that \((1.1)\) has at least two positive solutions in \(S_1\), has at least one positive solution on the boundary of \(S_1,\) and has no positive solutions in \(S_2.\) The result was applied to establish the existence and multiplicity of positive radial solutions for a certain class of semilinear elliptic systems in annular domains.

We are concerned with the existence of positive solutions to the following singular \((p_1, p_2)\)-Laplacian system with coupled integral boundary conditions
\[
\begin{cases}
(\Phi(u'(t)))' + \lambda h(t) \bullet f(t, u(t)) = \theta, & t \in (0,1), \\
u(0) = a[u], \quad u(1) = \mu,
\end{cases}
(P_{\lambda, \mu})
\]
where $\Phi(s_1,s_2) = (\varphi_{p_i}(s_1),\varphi_{p_2}(s_2))$, $\varphi_{p_i}(s) := |s|^{p_i-2}s$ with $p_i > 1$ for $i \in \{1,2\}$, $\theta$ is the origin of $\mathbb{R}^2$, $\alpha : C([0,1] \times C([0,1]) \to \mathbb{R}^2$ is a linear transformation which is defined by, for $u \in C([0,1] \times C([0,1])$,
\[
\alpha[u] := \int_0^1 u(s)k(s)ds
\]
and $k = (k_{ij})_{i,j=2}$ with $k_{ij} \in L^1((0,1),\mathbb{R}_{+})$ for $i,j \in \{1,2\}$, $(\mu,\lambda) = (\mu_1,\mu_2,\lambda) \in \mathbb{R}^3_{+}$ is a parameter, and $\bullet$ denotes the entrywise product, i.e., $(a_1,a_2) \bullet (b_1,b_2) := (a_1b_1,a_2b_2)$.

Throughout this paper, we assume the following hypotheses are satisfied unless otherwise stated:

$$(H_1) \; f = (f_1,f_2) : [0,1] \times \mathbb{R}^2 \to (0,\infty)^2$$

with $f_i \in C([0,1] \times \mathbb{R}^2, (0,\infty))$ and $h = (h_1,h_2) : (0,1) \to (0,\infty)^2$ with $h_i \in C((0,1),(0,\infty))$ satisfying $h_i \in \mathcal{A}_i$ for $i \in \{1,2\}$, where
\[
\mathcal{A}_i = \left\{ \bar{h} : \int_0^1 \varphi_{p_i}^{-1} \left( \int_s^1 \bar{h}(\tau)d\tau \right) ds + \int_0^1 \varphi_{p_i}^{-1} \left( \int_s^1 \bar{h}(\tau)d\tau \right) ds < \infty \right\};
\]

$$(H_2) \; \text{for } i \in \{1,2\}, \int_0^1 (1-s)k_{ij}(s)ds \in (0,1);$$

$$(H_3) \; \det K > 0, \text{ where } K := I - \left( \int_0^1 (1-s)k(s)ds \right)$$

and $I$ is the identity matrix of size 2.

For convenience, we identify $(a,b) \in \mathbb{R}^2$ with the 1-by-2 matrix $(a \ b)$ if necessary. Consequently, $\alpha[u]$ is well defined for $u \in C([0,1] \times C([0,1])$.

The main purpose of this paper is to study the existence and multiplicity results for positive solutions to problem $(P_{\lambda,\mu})$ using sub-super solutions method and fixed point index theorems. For sub-super solutions method concerning semilinear problems with nonlocal boundary conditions, we refer to [27–29]. It seems not obvious that sub-super solutions method can be applicable to our problem with $(P_{1,2})$-Laplacian due to the coupled integral boundary condition in $(P_{\lambda,\mu})$. Thus we prove a theorem for sub-super solutions (see Theorem 2.12), and it is shown that there exists a continuous surface $C$ which separates $\mathbb{R}^2_{+} \times (0,\infty)$ into two regions $O_1$ and $O_2$ such that $(P_{\lambda,\mu})$ has two positive solutions for $(\mu,\lambda) \in O_1$, at least one positive solution for $(\mu,\lambda) \in C$, and no positive solutions for $(\mu,\lambda) \in O_2$ (see Theorem 3.10).

Deng and Li [9] considered a semilinear elliptic problem of the form
\[
\begin{align*}
\Delta u + A(x)u^q &= 0 \quad \text{in } \Omega_1, \\
\mu_1 u_{\mid \partial \Omega_1} &= 0, \quad u \rightarrow \mu_1 > 0 \quad \text{as } |x| \rightarrow \infty,
\end{align*}
\]
where $\Omega_1 = \mathbb{R}^N \setminus \omega$ is an exterior domain in $\mathbb{R}^N$, $\omega \subset \mathbb{R}^N$ is a bounded domain with smooth boundary, $N > 2$, and $q > 1$. Among other results, when $q = (N + 2)/(N - 2)$ and $0 \leq A \in L^1(\Omega_1)$ satisfies certain additional conditions, it was shown that there exists $\mu^* > 0$ such that (1.2) has at least two positive solutions for $\mu_1 \in (0,\mu^*)$, exactly one positive solution for $\mu_1 = \mu^*$, and no positive solutions for $\mu_1 \in (\mu^*,\infty)$. The existence, multiplicity and nonexistence of positive radial solutions to $p$-Laplacian problems similar to (1.2) were studied in [16–18].
As applications, we study existence results for positive radial solutions to $p$-Laplacian systems defined in an exterior domain as follows:

\[
\begin{align*}
\text{div} \left( |\nabla z_1|^{p-2} \nabla z_1 \right) + \lambda K_1(|x|) f_1(|x|, z_1, z_2) &= 0 \quad \text{in } \Omega, \\
\text{div} \left( |\nabla z_2|^{p-2} \nabla z_2 \right) + \lambda K_2(|x|) f_2(|x|, z_1, z_2) &= 0 \quad \text{in } \Omega,
\end{align*}
\]

subject to coupled integral boundary conditions

\[
\begin{align*}
\int_{\Omega} |l_{11}(|y|)|z_1(y) + l_{21}(|y|)z_2(y)| \, dy &= 0 \quad \text{on } |x| = r_0, \\
\int_{\Omega} |l_{12}(|y|)|z_1(y) + l_{22}(|y|)z_2(y)| \, dy &= 0 \quad \text{on } |x| = r_0,
\end{align*}
\]

or

\[
\begin{align*}
\int_{\Omega} |l_{11}(|y|)|z_1(y) + l_{21}(|y|)z_2(y)| \, dy &= 0 \quad \text{as } |x| \to \infty, \\
\int_{\Omega} |l_{12}(|y|)|z_1(y) + l_{22}(|y|)z_2(y)| \, dy &= 0 \quad \text{as } |x| \to \infty,
\end{align*}
\]

where $\Omega = \{ x \in \mathbb{R}^N : |x| > r_0 \}$, $r_0 > 0$, $N > p > 1$, $K_i \in C((r_0, \infty), (0, \infty))$, $l_{ij} \in L^1((r_0, \infty), \mathbb{R}_+)$, and $f_i \in C([r_0, \infty) \times \mathbb{R}_+, (0, \infty))$ for $i, j \in \{1, 2\}$.

Using the main result (Theorem 3.10), we investigate the existence, multiplicity and nonexistence of positive solutions $z = (z_1, z_2)$ to (1.3)+(1.4) (resp. (1.3)+(1.5)) satisfying $z(x) \to u$ as $|x| \to \infty$ (resp. $z(x) = \mu$ on $|x| = r_0$) for given $\mu \in \mathbb{R}_+$ and $\lambda \in (0, \infty)$ (see Corollary 4.1).

For $u, v \in \mathbb{R}^2$, $u \leq v$ (resp. $u < v$) means $u_i \leq v_i$ (resp. $u_i < v_i$) for all $i \in \{1, 2\}$, where $u_i$ and $v_i$ are $i$-th coordinates of $u$ and $v$, respectively. For functions $w^1, w^2 : [0, 1] \to \mathbb{R}^n$ with $n \in \{1, 2\}$, $w^1 \leq w^2$ (resp. $w^1 < w^2$) also means $w^1(t) \leq w^2(t)$ (resp. $w^1(t) < w^2(t)$) for $t \in [0, 1]$. We also denote $\theta$ the zero function from $[0, 1]$ to $\mathbb{R}^2$ as well as the origin of $\mathbb{R}^2$.

This paper is organized as follows. In Section 2, well-known theorems such as generalized Picone identity and a fixed point index theorem are recalled, and a solution operator and a theorem for sub-super solutions related to problem $(P_{\lambda, \mu})$ are also introduced. In Section 3, the main result in this paper is given (see Theorem 3.10). Finally, in Section 4, applications for problem (1.3)+(1.4) or (1.3)+(1.5) are given (see Corollary 4.1).

## 2 Preliminaries

For semilinear problems, we usually use integration by parts twice in order to obtain the useful information for solutions such as a block for parameters $\lambda$ and a priori estimates for solutions. However, it is not effective for the $p$-Laplacian problem. The following generalized Picone identity can be used to overcome the difficulty (see Lemma 3.1 and Lemma 3.3). The identity can be verified by straightforward differentiation, but for completeness, we give the proof of it.

**Theorem 2.1** (generalized Picone identity, see, e.g., [13, 20]). Let us define

\[
L_p[y] = (\varphi_p(y'))' + b_1(t) \varphi_p(y), \\
L_p[z] = (\varphi_p(z'))' + b_2(t) \varphi_p(z),
\]

where $\varphi_p(s) = |s|^{p-2}s$, $s \in \mathbb{R}$, $p > 1$ and $b_1, b_2$ are continuous functions on an interval $I$. Let $y$ and $z$ be functions such that $y$, $z$, $\varphi_p(y')$, $\varphi_p(z')$ are differentiable on $I$ and $z(t) \neq 0$ for $t \in I$. Then the
Theorem 2.4 (see, e.g., [12])

Then subtracting (2.3) from (2.2) yields the identity (2.1).

Proof. By straightforward differentiation,

\[
\frac{d}{dt} \left\{ \frac{|y|^p \varphi_p(z')}{\varphi_p(z)} - y \varphi_p(y') \right\} = (b_1 - b_2)|y|^p \\
- \left[ |y'|^p + (p - 1) \frac{|yz'|^p}{z} - py' \varphi_p \left( \frac{yz'}{z} \right) \right] \\
- yl_p[y] + \frac{|y|^p}{\varphi_p(z)}L_p[z],
\]

(2.1)

and

\[
\frac{d}{dt} (y \varphi_p(y')) = |y'|^p + y(l_p[y] - b_1(t) \varphi_p(y)).
\]

(2.3)

Then subtracting (2.3) from (2.2) yields the identity (2.1).

Remark 2.2. By Young’s inequality,

\[
y' \varphi_p \left( \frac{yz'}{z} \right) \leq \frac{|y'|^p}{p} + \left( 1 - \frac{1}{p} \right) \frac{|yz'|^p}{z},
\]

and the equality holds if and only if \(\text{sgn} y' = \text{sgn}(yz'/z)\) and \(|y'|^p = |yz'/z|^p\). Thus,

\[
|y'|^p + (p - 1) \frac{|yz'|^p}{z} - py' \varphi_p \left( \frac{yz'}{z} \right) \geq 0,
\]

which implies, by (2.1),

\[
\frac{d}{dt} \left\{ \frac{|y|^p \varphi_p(z')}{\varphi_p(z)} - y \varphi_p(y') \right\} \leq (b_1 - b_2)|y|^p - yl_p[y] + \frac{|y|^p}{\varphi_p(z)}L_p[z].
\]

(2.4)

Now we recall a well-known theorem for the existence of a global continuum of solutions by Leray and Schauder [22] and a fixed point index theorem:

Theorem 2.3 (see, e.g., [35, Corollary 14.12]). Let \(X\) be a Banach space with \(X \neq \{0\}\) and let \(P\) be an order cone in \(X\). Consider

\[
x = H(\lambda, x),
\]

(2.5)

where \(\lambda \in \mathbb{R}_+\) and \(x \in P\). If \(H : \mathbb{R}_+ \times P \to P\) is completely continuous and \(H(0, x) = 0\) for all \(x \in P\), then \(C_+(P)\), the component of the solution set of (2.5) containing \((0, 0)\), is unbounded.

Theorem 2.4 (see, e.g., [12]). Let \(X\) be a Banach space, \(P\) be a cone in \(X\) and \(O\) be a bounded open set containing \(\theta\) in \(X\), where \(\theta\) is the origin of \(X\). Let \(A : P \cap \partial O \to P\) be completely continuous. Suppose that \(Ax \neq vx\) for all \(x \in P \cap \partial O\) and all \(v \geq 1\). Then \(i(A, O \cap P, P) = 1\).
2.1 Solution operator

In this subsection, we define an operator related to problem \((P_{\lambda,\mu})\) and prove the complete continuity of it.

Denote \(X := C[0,1] \times C[0,1]\) with norm \(\| (u_1, u_2) \|_X := \| u_1 \|_{\infty} + \| u_2 \|_{\infty}\), and \(\mathcal{P} := \{ u = (u_1, u_2) \in X : u_1, u_2 \in K \}\). Then \((X, \cdot, \| \cdot \|_X)\) is a Banach space and \(\mathcal{P}\) is a cone in \(X\). Here, \(C[0,1]\) denotes the Banach space of continuous functions \(u\) defined on \([0,1]\) with usual maximum norm \(\| u \|_{\infty} := \max_{t \in [0,1]} |u(t)|\) and \(K := \{ u \in C[0,1] : u\) is a nonnegative concave function\}.

By \((H_3)\), \(\det K > 0\) and
\[
K^{-1} = \frac{1}{\det K} \begin{pmatrix}
1 - \int_0^1 (1-s)k_{22}(s)ds & \int_0^1 (1-s)k_{12}(s)ds \\
\int_0^1 (1-s)k_{21}(s)ds & 1 - \int_0^1 (1-s)k_{11}(s)ds
\end{pmatrix}.
\]

Then all entries of \(K^{-1}\) are nonnegative by \((H_2)\) and nonnegativity of \(k_{ij}\) for \(i, j \in \{1, 2\}\).

Define \(\beta : \mathbb{R}_+^2 \times X \to \mathbb{R}^2\) by, for \((\mu, v) \in \mathbb{R}_+^2 \times X\),
\[
\beta[\mu, v] := (\beta_1[\mu, v], \beta_2[\mu, v]) := \int_0^1 (v(s) + \mu s)k(s)K^{-1}ds.
\]

Then \(\beta[\mu_n, v_n] \to \beta[\mu_0, v_0] \in \mathbb{R}^2\) as \((\mu_n, v_n) \to (\mu_0, v_0)\) in \(\mathbb{R}_+^2 \times X\), and \(\beta[\mu, v] \in \mathbb{R}_+^2\) for all \((\mu, v) \in \mathbb{R}_+^2 \times \mathcal{P}\).

Consider the following problem
\[
\begin{align*}
\begin{cases}
(\Phi(v'(t) - \beta[\mu, v] + \mu))' + \lambda h(t) \bullet F(\mu, v)(t) = \theta, & t \in (0, 1), \\
v(0) = v(1) = \theta,
\end{cases}
\end{align*}
\]

where \(F := (F_1, F_2) : \mathbb{R}_+^2 \times X \to X\) is defined by, for \((\mu, v) \in \mathbb{R}_+^2 \times X\),
\[
F(\mu, v)(t) := f(t, v(t) + (1-t)\beta[\mu, v] + t\mu), \quad t \in [0, 1].
\]

Then \(F(\mu, v) > \theta\), since \(f(t,s) > \theta\) for all \((t, s) \in [0,1] \times \mathbb{R}^2\).

For \(i = 1, 2\), define continuous transformations \(L^i : \mathbb{R}_+^2 \times X \to X\) by, for \(t \in [0,1]\) and \((\mu, u), (\mu, v) \in \mathbb{R}_+^2 \times X\),
\[
L^1(\mu, u)(t) := (L^1_1(\mu, u), L^1_2(\mu, u))(t) := u(t) - ((1-t)a[u] + t\mu), \quad t \in [0,1].
\]

and
\[
L^2(\mu, v)(t) := (L^2_1(\mu, v), L^2_2(\mu, v))(t) := v(t) + ((1-t)\beta[\mu, v] + t\mu).
\]

With the above transformations \((2.7)\) and \((2.8)\), we have the following lemma.

**Lemma 2.5.** Assume that \((H_3)\) holds. Then \(a[u] = \beta[\mu, L^1(\mu, u)]\) for \((\mu, u) \in \mathbb{R}_+^2 \times X\) and \(\beta[\mu, v] = a[L^2(\mu, v)]\) for \((\mu, v) \in \mathbb{R}_+^2 \times X\).
Proof. We only show that \( a[u] = \beta[\mu, L^1(\mu, u)] \), since the other case can be proved in a similar manner. For \((\mu, u) \in \mathbb{R}_+^2 \times X\),
\[
\beta[\mu, L^1(\mu, u)] = \int_0^1 (L^1(\mu, u)(s) + \mu s) k(s) K^{-1} ds
\]
\[
= \int_0^1 (u(s) - (1 - s) a[u]) k(s) K^{-1} ds
\]
\[
= \int_0^1 u(s) k(s) K^{-1} ds - a[u] \int_0^1 (1 - s) k(s) K^{-1} ds
\]
\[
= a[u] \left( I - \int_0^1 (1 - s) k(s) ds \right) K^{-1} = a[u],
\]
and the proof is complete. \( \square \)

By a non-negative solution (resp. a positive solution) \( u \) to problem \((P_{\lambda, \mu})\) or \((\hat{P}_{\lambda, \mu})\), we mean \( u = (u_1, u_2) \) is a solution to problem \((P_{\lambda, \mu})\) or \((\hat{P}_{\lambda, \mu})\) which satisfies \( u_i(t) \geq 0 \) (resp. \( u_i(t) > 0 \)) for all \( t \in (0, 1) \) and all \( i \in \{1, 2\} \).

\textbf{Remark 2.6.} (1) Let \( v = (v_1, v_2) \) be a solution to problem \((\hat{P}_{\lambda, \mu})\). Then for \( i \in \{1, 2\} \), \( v_i \) is decreasing in \( (0, 1) \), and \( v_i \) is concave on \((0, 1)\). Since \( v(0) = v(1) = \theta, v \in \mathcal{P} \). Moreover, \( v \) is a positive solution to problem \((\hat{P}_{\lambda, \mu})\) if \( \lambda > 0 \), and \( v = \theta \) only if \( \lambda = 0 \). Similarly, let \( u \) be a non-negative solution to problem \((P_{\lambda, \mu})\). Then \( u \in \mathcal{P} \), and \( u \) is a positive solution to problem \((P_{\lambda, \mu})\) if \( \lambda > 0 \).

(2) By Lemma 2.5, for fixed \((\lambda, \mu) \in \mathbb{R}_+^2\), if \( v \) is a (non-negative) solution to problem \((\hat{P}_{\lambda, \mu})\), then \( u = L^2(\mu, v) \) is a non-negative solution to problem \((P_{\lambda, \mu})\), and conversely if \( u \) is a solution to problem \((P_{\lambda, \mu})\), then \( v = L^1(\mu, u) \) is a (non-negative) solution to problem \((\hat{P}_{\lambda, \mu})\).

\textbf{Lemma 2.7.} Assume that \((H_1)-(H_3)\) hold. For fixed \((\lambda, \mu, v) \in (0, \infty) \times \mathbb{R}_+^2 \times X\) with \( \mu = (\mu_1, \mu_2) \) and \( i \in \{1, 2\} \), there exists a unique constant \( M_i = M_i(\lambda, \mu, v) \in (0, 1) \) satisfying
\[
(\beta_i[\mu, v] - \mu_i) M_i + \int_0^{M_i} \varphi_{p_i}^{-1} \left( \varphi_{p_i}(\mu_i - \beta_i[\mu, v]) + \lambda \int_{s}^{M_i} h_i(\tau) F_i(\mu, v)(\tau) d\tau \right) d\tau
\]
\[
= -(\beta_i[\mu, v] - \mu_i)(1 - M_i)
\]
\[
+ \int_0^{1} \varphi_{p_i}^{-1} \left( \varphi_{p_i}(\mu_i + \beta_i[\mu, v]) + \lambda \int_{s}^{1} h_i(\tau) F_i(\mu, v)(\tau) d\tau \right) d\tau.
\]
\hspace{1cm} \text{(2.9)}

\textbf{Proof.} Let \((\lambda, \mu, v) \in (0, \infty) \times \mathbb{R}_+^2 \times X\) with \( \mu = (\mu_1, \mu_2) \) and \( i \in \{1, 2\} \) be fixed. Define a continuous function \( x_i = x_i(\lambda, \mu, v) : (0, 1) \to \mathbb{R} \) by
\[
x_i(t) = x_i(\lambda, \mu, v) : (0, 1) \to \mathbb{R}
\]
\[
x_i(t) = \beta_i[\mu, v] - \mu_i + x_i^1(t) + x_i^2(t), \quad t \in (0, 1),
\]
where
\[
x_i^1(t) = \int_0^t \varphi_{p_i}^{-1} \left( \varphi_{p_i}(\mu_i - \beta_i[\mu, v]) + \lambda \int_{s}^{t} h_i(\tau) F_i(\mu, v)(\tau) d\tau \right) d\tau
\]
and
\[
x_i^2(t) = \int_1^t \varphi_{p_i}^{-1} \left( \varphi_{p_i}(\mu_i - \beta_i[\mu, v]) - \lambda \int_{1}^{t} h_i(\tau) F_i(\mu, v)(\tau) d\tau \right) d\tau.
\]
We claim that \( x_i \) is strictly increasing in \( (0, 1) \). Indeed, by \((H_1)\), \( \lim_{t \to 0^+} x_i^1(t) = \lim_{t \to 1^-} x_i^2(t) = 0 \), \( \lim_{t \to 1^-} x_i^1(t) > \mu_i - \beta_i[\mu, v] \), and \( \lim_{t \to 0^+} x_i^2(t) < \mu_i - \beta_i[\mu, v] \). Consequently,
\[
\lim_{t \to 0^+} x_i(t) < 0 \quad \text{and} \quad \lim_{t \to 1^-} x_i(t) > 0.
\]
Assume that \( T \) and \( M \) are well defined, and by standard argument we have the following lemma.

Thus, \( x_i(t_2) - x_i(t_1) > 0 \) for \( 0 < t_1 < t_2 < 1 \), and there exists a unique \( M_i = M_i(\lambda, \mu, v) \in (0, 1) \) such that \( x_i(M_i) = 0 \). Consequently, \( M_i \) satisfies (2.9).

For \( i = 1, 2 \), define \( T_i : \mathbb{R}^3_+ \times X \to [0, 1] \) by, for \( (\lambda, \mu, v) \in \mathbb{R}^3_+ \times X \),

\[
T_i(\lambda, \mu, v)(t) := \begin{cases} 
(\beta_i[\mu, v] - \mu_i) t + \int_0^t \varphi_p^{-1}(\varphi_p(\mu_i - \beta_i[\mu, v])) d\tau,
+ \lambda \int_s^t h_i(\tau) F_i(\mu, v)(\tau) d\tau, & 0 \leq t \leq M_i, \\
- (\beta_i[\mu, v] - \mu_i)(1 - t) + \int_0^1 \varphi_p^{-1}(\varphi_p(\mu_i - \beta_i[\mu, v])) d\tau,
+ \lambda \int_s^1 h_i(\tau) F_i(\mu, v)(\tau) d\tau, & M_i \leq t \leq 1,
\end{cases}
\]

where \( M_i = M_i(\lambda, \mu, v) \in (0, 1) \) is a constant satisfying (2.9) for \( \lambda > 0 \) and \( M_i \) may be taken arbitrary number in \( (0, 1) \) for \( \lambda = 0 \), since \( T_0(0, \mu, v) = 0 \) for all \( (\mu, v) \in \mathbb{R}^2_+ \times X \).

For \( i \in \{1, 2\} \), by Lemma 2.7, we can see that \( T_i \) is well-defined, \( \|T_i(\lambda, \mu, v)\|_\infty = T_i(\lambda, \mu, v)(M_i) \), and \( (T_i(\lambda, \mu, v))'(M_i) = 0. \) Moreover, since \( h_i(t) f_i(t, s) \geq 0 \) for all \( (t, s) \in [0, 1] \times \mathbb{R}^2 \), \( (T_i(\lambda, \mu, v))' \) is decreasing in \( (0, 1) \) for all \( (\lambda, \mu, v) \in \mathbb{R}^3_+ \times X \). Since \( T_i(\lambda, \mu, v)(0) = T_i(\lambda, \mu, v)(1) = 0, T_i(T_i(M_i) \subseteq K \).

Define \( T : \mathbb{R}^3_+ \times X \to \mathcal{P} \) by \( T(\lambda, \mu, v) := (T_1(\lambda, \mu, v), T_2(\lambda, \mu, v)) \) for \( (\lambda, \mu, v) \in \mathbb{R}^3_+ \times X \).

Then \( T \) is well defined, and by standard argument we have the following lemma.

**Lemma 2.8.** Assume that (H1)–(H3) hold. Let \( (\lambda, \mu) \in \mathbb{R}^3_+ \) be fixed. Then problem \((\hat{P}_{\lambda, \mu})\) has a (non-negative) solution \( v \) if and only if \( T(\lambda, \mu, \cdot) \) has a fixed point \( v \in \mathcal{P} \). Moreover, if \( \theta \) is a solution to problem \((\hat{P}_{\lambda, \mu})\), then \( \lambda = 0 \), and if \( \lambda = 0 \), then \( \theta \) is a unique solution to problem \((\hat{P}_{\lambda, \mu})\).

To show the complete continuity of \( T \), we first prove the following lemma.

**Lemma 2.9.** Assume that (H1)–(H3) hold, let \( \{(\lambda^n, \mu^n, v^n)\} \) be a bounded sequence in \( \mathbb{R}^3_+ \times X \) and let \( i \in \{1, 2\} \) be fixed. If \( M_i^n = M_i(\lambda^n, \mu^n, v^n) \to 0 \) (or 1) as \( n \to \infty \), then \( \|T_i(\lambda^n, \mu^n, v^n)\|_\infty \to 0 \) as \( n \to \infty \).

**Proof.** We only prove the case \( M_i^n \to 0 \), since the other case can be proved in a similar manner.

Since \( \{(\lambda^n, \mu^n, v^n)\} \) is a bounded sequence in \( \mathbb{R}^3_+ \times X \), there exists \( C > 0 \) such that \( \mu_i^n + \lambda^n [F_i(\mu^n, v^n)]_\infty + |\beta_i[\mu^n, v^n]| \leq C \) for all \( n \in \mathbb{N} \). Here, \( \mu_i^n \) is the \( i \)-th component of \( \mu^n \). Then

\[
\|T_i(\lambda^n, \mu^n, v^n)\|_\infty = T_i(\lambda^n, \mu^n, v^n)(M_i^n)
= (\beta_i[\mu^n, v^n] - \mu_i^n) M_i^n
+ \int_0^{M_i^n} \varphi_p^{-1}(\varphi_p(\mu_i^n - \beta_i[\mu^n, v^n])) + \lambda^n \int_s^{M_i^n} h_i(\tau) F_i(\mu^n, v^n)(\tau) d\tau \, ds
\leq CM_i^n + \frac{\gamma}{\lambda^n} \int_0^{M_i^n} \left( C + \varphi_p^{-1}(C) \varphi_p^{-1}\left( \int_s^{M_i^n} h_i(\tau) d\tau \right) \right) \, ds,
\]

as \( n \to \infty \).
where \( \gamma_q = \max\{1, 2^{q-1}\} \) for \( q > 0 \). It follows from \( h_i \in \mathcal{A} \) that, as \( n \to \infty \), \( \|T_i(\lambda_n, \mu_n, v_n)\|_\infty \to 0 \), and thus the proof is complete.

Combining Lemma 2.9 with the standard arguments (see, e.g., [1, Lemma 3] and [14, Lemma 2.4]), we have the following lemma. We omit the proof of it.

**Lemma 2.10.** Assume that \((H_1)-(H_3)\) hold. Then \( T : \mathbb{R}^3_+ \times X \to \mathcal{P} \) is completely continuous.

### 2.2 Sub-super solutions theorem

In this subsection, we give a theorem for sub-super solutions to problem \((P_{\lambda, \mu})\).

**Definition 2.11.** Let \( \lambda > 0 \) and \( \mu \in \mathbb{R}^2_+ \) be given. We say that \( \zeta = (\zeta_1, \zeta_2) \) is a supersolution to problem \((P_{\lambda, \mu})\) if \( \zeta_i \in C^1(0, 1) \) with \( \varphi_{p_i}(\zeta_i') \) absolutely continuous for \( i = 1, 2 \), and

\[
\begin{cases}
(\Phi(\zeta'(t)))' + \lambda \cdot h(t) \cdot f(t, \zeta(t)) \leq \theta, & t \in (0, 1), \\
\xi(0) \leq \alpha[\xi], & \xi(1) \geq \mu.
\end{cases}
\]

We also say that \( \varphi = (\varphi_1, \varphi_2) \) is a subsolution to problem \((P_{\lambda, \mu})\) if \( \varphi_i \in C^1(0, 1) \) with \( \varphi_{p_i}(\varphi_i') \) absolutely continuous for \( i = 1, 2 \), and it satisfies the reverse of the above inequalities.

To get a theorem for sub-super solutions to problem \((P_{\lambda, \mu})\), we make the following hypotheses:

\[
(H_2') \quad \max_{i \in \{1, 2\}} \left\{ \int_0^1 (1-s)[k_{1i}(s) + k_{2i}(s)] ds \right\} =: C_k \in [0, 1);
\]

\((F_1)\) For fixed \( (t, u) \in [0, 1] \times \mathbb{R}_+ \), \( f_1 = f_1(t, u, v) \) is quasi-monotone nondecreasing with respect to \( v \), i.e., \( f_1(t, u, v_1) \leq f_1(t, u, v_2) \) whenever \( 0 \leq v_1 \leq v_2 \). For fixed \( (t, v) \in [0, 1] \times \mathbb{R}_+ \), \( f_2 = f_2(t, u, v) \) is quasi-monotone nondecreasing with respect to \( u \).

Note that \((H_2')\) implies \((H_2)\).

Now, a theorem for sub-super solutions for the problem \((P_{\lambda, \mu})\) is given as follows.

**Theorem 2.12.** Let \( \lambda > 0 \) and \( \mu \in \mathbb{R}^2_+ \) be fixed. Assume that \((H_1), (H_2'), (H_3)\) and \((F_1)\) hold, and that there exist \( \varphi \) and \( \zeta \), respectively, a subsolution and a supersolution to problem \((P_{\lambda, \mu})\) such that \( \varphi \leq \zeta \). Then problem \((P_{\lambda, \mu})\) has at least one solution \( u \) such that \( \varphi \leq u \leq \zeta \).

**Proof.** Define \( \gamma : [0, 1] \times \mathbb{R}^2 \to \mathbb{R}^2_+ \) by, for \( t \in [0, 1] \) and \( u = (u_1, u_2) \in \mathbb{R}^2 \),

\[
\gamma(t, u) := (\gamma_1(t, u_1), \gamma_2(t, u_2)),
\]

where, for \( i \in \{1, 2\}, \gamma_i : [0, 1] \times \mathbb{R} \to \mathbb{R}_+ \) by

\[
\gamma_i(t, s) :=
\begin{cases}
\zeta_i(t), & s \geq \zeta_i(t), \\
\varphi_i(t), & s \leq \varphi_i(t).
\end{cases}
\]

Let \( \lambda > 0 \) and \( \mu \in \mathbb{R}^2_+ \) be fixed, and consider the following modified problem

\[
\begin{cases}
(\Phi(u'(t)))' + \lambda h(t) \cdot f(t, \gamma(t, u(t))) = \theta, & t \in (0, 1), \\
u(0) = \alpha[u], & u(1) = \mu,
\end{cases}
\tag{2.10}
\]
where \( \alpha^\gamma[u] := \int_0^1 \gamma(s, u(s)) k(s) ds \).

For given \( v \in X \), define \( g_v : \mathbb{R}^2 \to \mathbb{R}^2 \) by

\[
g_v(x) := \int_0^1 \gamma(s, v(s) + (1-s)x + s\mu) k(s) ds.
\]

Then \( g_v \) is a contraction mapping on \( \mathbb{R}^2 \). Here, for \( (x_1, x_2) \in \mathbb{R}^2 \), \( |(x_1, x_2)|_{\mathbb{R}^2} := \max(|x_1|, |x_2|) \). Indeed, since \( |\gamma_i(t, s) - \gamma_i(t, \tau)| \leq |s - \tau| \) for any \( s, \tau \in \mathbb{R} \) and \( t \in [0, 1] \), for \( \bar{\sigma} = (\bar{\sigma}_1, \bar{\sigma}_2), \tilde{\sigma} = (\tilde{\sigma}_1, \tilde{\sigma}_2) \in \mathbb{R}^2 \),

\[
|\gamma(t, \bar{\sigma}) - \gamma(t, \tilde{\sigma})|_{\mathbb{R}_2} = \max\{|\gamma_1(t, \bar{\sigma}_1) - \gamma_1(t, \tilde{\sigma}_1)|, |\gamma_2(t, \bar{\sigma}_2) - \gamma_2(t, \tilde{\sigma}_2)|\} \leq \max\{|\bar{\sigma}_1 - \tilde{\sigma}_1|, |\bar{\sigma}_2 - \tilde{\sigma}_2|\} = |\bar{\sigma} - \tilde{\sigma}|_{\mathbb{R}^2}.
\]

Then, for \( s \in [0, 1] \) and \( x, y \in \mathbb{R}^2 \),

\[
|g_v(x) - g_v(y)|_{\mathbb{R}^2} \leq C_k |x - y|_{\mathbb{R}^2},
\]

and \( |g_v(x) - g_v(y)|_{\mathbb{R}_2} \leq C_k |x - y|_{\mathbb{R}_2} \). Then \( g_v \) is a contraction mapping on \( \mathbb{R}^2 \) by \( H'_k \).

Thus, for given \( v \in X \), there is a unique solution \( \beta^\gamma[v] \in \mathbb{R}^2 \) of the equation \( x = g_v(x) \), in other words, it is the unique element of \( \mathbb{R}^2 \) which satisfies that

\[
\beta^\gamma[v] = \int_0^1 \gamma(s, v(s) + (1-s)\beta^\gamma[v] + s\mu) k(s) ds.
\]

From this fact, it follows that

\[
\alpha^\gamma[u] = \beta^\gamma[v]
\]

under the transformations

\[
u(t) := v(t) + (1-t)\beta^\gamma[v] + t\mu, \;

v(t) := u(t) - ((1-t)\alpha^\gamma[u] + t\mu).
\]

Thus (2.10) can be equivalently rewritten as follows:

\[
\begin{cases}
(\phi'(v(t) - \beta^\gamma[v] + \mu))' + \lambda h(t) \cdot F^\gamma(v)(t) = \theta, & t \in (0, 1), \\
\phi(0) = \phi(1) = \theta,
\end{cases}
\]

where \( F^\gamma := (F^\gamma_1, F^\gamma_2) : X \to X \) is defined by, for \( v \in X \),

\[
F^\gamma(v)(t) := f(t, \gamma(t, v(t) + (1-t)\beta^\gamma[v] + t\mu)), \quad t \in [0, 1].
\]

Consequently, \( v \) is a solution to problem (2.12) if and only if \( u \) is a solution to problem (2.10) under the transformations (2.11), respectively.

Now, define \( T^\gamma_i := (T^\gamma_{i1}, T^\gamma_{i2}) : X \to \mathcal{P} \) by, for each \( i = 1, 2 \) and \( v \in X \),

\[
T^\gamma_i(v)(t) := \begin{cases}
(\beta^\gamma_i[v] - \mu_i) t + \int_0^t \phi_{p_i}^{-1}(\phi_{p_i} (\mu_i - \beta^\gamma_i[v])) \\
+ \lambda \int_s^t h_i(t) F^\gamma_i(v)(\tau) d\tau) ds, & 0 \leq t \leq M^\gamma_i, \\
-(\beta^\gamma_i[v] - \mu_i)(1-t) + \int_0^1 \phi_{p_i}^{-1}(\phi_{p_i} (\mu_i + \beta^\gamma_i[v])) \\
+ \lambda \int_0^s h_i(t) F^\gamma_i(v)(\tau) d\tau) ds, & M^\gamma_i \leq t \leq 1,
\end{cases}
\]

for each \( i = 1, 2 \).
where $M_i^\gamma = M_i^\gamma(v)$ is the constant satisfying
\[
(\beta_i^\gamma[v] - \mu_i)M_i^\gamma + \int_0^{M_i^\gamma} \varphi_{p_i}^{-1}\left(\varphi_{p_i}(\mu_i - \beta_i^\gamma[v]) + \lambda \int_{s}^{M_i^\gamma} h_i(\tau)F_i^\gamma(v)(\tau)d\tau\right)ds
= -(\beta_i^\gamma[v] - \mu_i)(1 - M_i^\gamma) + \int_{M_i^\gamma}^{1} \varphi_{p_i}^{-1}\left(\varphi_{p_i}(-\mu_i + \beta_i^\gamma[v]) + \lambda \int_{\tau}^{1} h_i(\tau)F_i^\gamma(v)(\tau)d\tau\right)ds.
\]

Then $v$ is a fixed point of $T^\gamma$ in $X$ if and only if $v$ is a solution to problem (2.12). It follows that $T^\gamma$ is completely continuous on $X$ and $T^\gamma(X)$ is bounded in $X$. Then, by Theorem 2.4, $T^\gamma$ has a fixed point $v$, and consequently (2.10) has a solution $u$ under the first transformation (2.11).

Now if we prove that $\psi \leq u \leq \zeta$, then, by the definition of $\gamma$, $(P_{\lambda,\mu})$ has a solution $u$ such that $\psi \leq u \leq \zeta$ and the proof is complete. In order to show $u \leq \zeta$, assume on the contrary that $u_1 \leq \zeta_1$ or $u_2 \leq \zeta_2$. We only consider the case $u_1 \leq \zeta_1$, since the case $u_2 \leq \zeta_2$ can be dealt in a similar manner. Set $X_1(t) := u_1(t) - \zeta_1(t)$ for $t \in [0,1]$. Then, since $X_1(0) = u_1(0) - \zeta_1(0) \leq \int_0^1 \sum_{i=1}^{2}[\gamma_i(s,u_1(s)) - \zeta_i(s)]k_1(s)ds \leq 0$ and $X_1(1) = u_1(1) - \zeta_1(1) \leq 0$, there exists $\sigma \in (0,1)$ such that $X_1(\sigma) = \max_{t \in [0,1]} X_1(t) > 0$. Then $X_1'(\sigma) = 0$ and we may assume that there is $a \in (\sigma,1)$ such that $X_1'(t) < 0$ and $X_1(t) > 0$ for $t \in (\sigma,a]$, which imply that
\[
 u_1'(t) = \zeta_1'(t), \quad u_1'(t) < \zeta_1'(t), \quad \text{and} \quad u_1(t) > \zeta_1(t) \quad \text{for} \quad t \in (\sigma, a].
\]

By the quasi-monotonicity of $f_1$ and (2.13), for $t \in (\sigma,a]$,
\[
-(\varphi_{p_1}(u_1'(t)))' = \lambda h_1(t)f_1(t,\gamma_1(t,u_1(t)),\gamma_2(t,u_2(t)))
= \lambda h_1(t)f_1(t,\zeta_1(t),\zeta_2(t)) \leq -(\varphi_{p_1}(\zeta_1'(t)))'.
\]

For $t \in (\sigma,a]$, integrating this inequality from $\sigma$ to $t$, we get
\[
 \varphi_{p_1}(u_1'(t)) \geq \varphi_{p_1}(\zeta_1'(t)), \quad \text{for} \quad t \in (\sigma,a].
\]

Since $\varphi_{p_1}$ is monotone increasing, $u_1'(t) \geq \zeta_1'(t)$ for $t \in (\sigma,a]$, and it contradicts (2.13). Thus $u_1 \leq \zeta_1$, and we can show that $u \leq \zeta$. In a similar manner, it is shown that $\psi \leq u$, and thus the proof is complete. \hfill \square

3 Main results

First, we give a hypothesis which will be used in this section:

$(F_\infty)$ For each $i \in \{1,2\}$, there exists an interval $I_i := [\theta_1^i, \theta_2^i] \subset (0,1)$ with $\theta_1^i < \theta_2^i$ such that
\[
 f_i^\infty := \lim_{|s|+|s_2| \to \infty} \frac{f_i(t,s_1,s_2)}{s_1^{p_i-1}} = \infty \quad \text{uniformly in} \quad t \in I_i.
\]

Set
\[
m_h := \min_{t \in I_1 \cup I_2} \{h_1(t), h_2(t)\} > 0.
\] (3.1)

Now we give a priori estimates for solutions as follows.

Lemma 3.1. Assume that $(H_1)$–$(H_3)$ and $(F_\infty)$ hold. Let $\alpha \in (0,\infty)$ be given. Then there exists $M = M(\alpha) > 0$ such that $\|u\|_X < M$ for any non-negative solutions $u$ to problem $(P_{\lambda,\mu})$ for all $\lambda \in [\alpha, \infty)$ and $\mu \in \mathbb{R}^+_+$. 

Lemma 3.3. By similar arguments as in the proof of Lemma 3.1, we have the following lemma. We omit Theorem 3.4. Assume that $(H_1)-(H_3)$ and $(F_{\infty})$ hold. Then there exists a positive constant $\bar{\lambda} > 0$ such that problem $(P_{\lambda, \mu})$ (or $(\hat{P}_{\lambda, \mu})$) has no non-negative solutions for all $\lambda > \bar{\lambda}$ and all $\mu \in \mathbb{R}^+_2$.

Theorem 3.4. Assume that $(H_1)-(H_3)$ and $(F_{\infty})$ hold. For fixed $\mu \in \mathbb{R}^+_2$, there exists $\bar{\lambda}(\mu) \in (0, \bar{\lambda})$ such that $(P_{\lambda, \mu})$ has two positive solutions $\bar{u}_\lambda^\mu$ and $\underline{u}_\lambda^\mu$ for $\lambda \in (0, \bar{\lambda}(\mu))$. Moreover, $\|\bar{u}_\lambda^\mu\|_X \to \infty$ and $\underline{u}_\lambda^\mu \to L^2[\mu, \theta]$ in $X$ as $\lambda \to 0^+$. Here, $L^2$ is the transformation defined in (2.8).
Assume that \( \lambda \) has at least two positive solutions for \( \lambda > 0 \). By Remark 3.2 (2) and Lemma 3.3, \( (\lambda, v) \) has at least two positive solutions \( \lambda^1 \) and \( \lambda^2 \) for small \( \lambda > 0 \) satisfying that \( \|v^1\|_X \to \infty \) and \( v^1 \to \theta \) in \( X \) as \( \lambda \to 0^+ \) (see Figure 3.1). By Remark 2.6, the proof is complete.

Define \( \lambda^* : \mathbb{R}^2_+ \to (0, \infty) \) by, for \( \mu \in \mathbb{R}^2_+ \),

\[
\lambda^*(\mu) = \sup \{ \lambda > 0 : (P_{\lambda, \mu}) \text{ has a positive solution} \}.
\] (3.3)

Then, by Lemma 3.3 and Theorem 3.4, \( \lambda^* \) is well defined and \( \lambda^*(\mu) \in (0, \infty) \) for all \( \mu \in \mathbb{R}^2_+ \).

**Theorem 3.5.** Assume that \((H_1), (H'_2), (H_3), (F_1)\) and \((F_\infty)\) hold. Let \( \mu \in \mathbb{R}^2_+ \) be fixed. Then \((P_{\lambda, \mu})\) has at least two positive solutions for \( \lambda \in (0, \Lambda(\mu)) \), has one positive solution for \( \lambda \in [\Lambda(\mu), \lambda^*(\mu)] \), and has no positive solutions for \( \lambda > \lambda^*(\mu) \).

**Proof.** Let \( \mu = (\mu_1, \mu_2) \in \mathbb{R}^2_+ \) be fixed. Clearly, there is no positive solutions for \( \lambda > \lambda^*(\mu) \). Now we prove that \((P_{\lambda, \mu})\) with \( \lambda = \lambda^*(\mu) \) has a positive solution \( v^*(\mu) \). By definition of \( \lambda^*(\mu) \), there is a sequence \( \{\lambda_n\} \subset \mathbb{R}_+ \) such that \((P_{\lambda_n, \mu})\) with \( \lambda = \lambda_n \) has a positive solution \( v_n \), i.e., \( T(\lambda_n, \mu, v_n) = v_n \) in \( P \) and \( \lambda_n \to \lambda^*(\mu) \). By Lemma 3.1, \( \|v_n\|_X < C \) for some \( C > 0 \). By compactness of \( T \), \( \{v_n\} \) has a convergent subsequence converging to, say \( v^*(\mu) \) and by continuity of \( T \), we see that \( v^*(\mu) \) is a positive solution to problem \((P_{\lambda, \mu})\) with \( \lambda = \lambda^*(\mu) \), since \( \lambda^*(\mu) > 0 \). Then \( u^*(\mu) = L^2(\mu, v^*(\mu)) \) is a positive solution to problem \((P_{\lambda, \mu})\) with \( \lambda = \lambda^*(\mu) \). Since \( u^*(\mu) \) is a supersolution and \( \theta \) is a trivial subsolution to problem \((P_{\lambda, \mu})\) for \( \lambda \in (0, \lambda^*(\mu)) \), by Theorem 2.12, \((P_{\lambda, \mu})\) has at least one positive solution for \( \lambda \in (0, \lambda^*(\mu)) \), and thus the proof is complete in view of Theorem 3.4.

**Lemma 3.6.** Assume that \((H_1), (H'_2), (H_3), (F_1)\) and \((F_\infty)\) hold. Then:

1. if \( \mu^1 \leq \mu^2 \) in \( \mathbb{R}^2 \), then \( 0 < \lambda^*(\mu^2) \leq \lambda^*(\mu^1) \);
2. \( \lambda^*(\mu) \to 0 \) as \( |\mu|_{\mathbb{R}^2} \to \infty \);
3. if \( \mu^n \to \mu^0 \) in \( \mathbb{R}^2_+ \), then \( \limsup_{n \to \infty} \lambda^*(\mu^n) \leq \lambda^*(\mu^0) \).
Proof. (1) Let $μ^1 ≤ μ^2$ in $\mathbb{R}^2$. Then it suffices to show that $(P_{λ^i,μ})$ has a positive solution for $λ = λ^*(μ^2)$ and $μ = μ^1$. Let $u^2$ be a positive solution of $(P_{λ^i,μ})$ with $μ = μ^2$ and $λ = λ^*(μ^2)$, then $u^2$ is a supersolution and $θ$ is a trivial subsolution of $(P_{λ^i,μ})$ with $μ = μ^1$ and $λ = λ^*(μ^2)$. Then, by Theorem 2.12, $(P_{λ^i,μ})$ has a positive solution $u^1$ satisfying $θ ≤ u^1 ≤ u^2$ for $λ = λ^*(μ^2) > 0$ and $μ = μ^1$. Consequently, $λ^*(μ^2) ≤ λ^*(μ^1)$ by (3.3).

(2) From Remark 3.2 (1), it follows that $λ^*(μ) → 0$ as $|μ|_{\mathbb{R}^2} → ∞$.

(3) Let $μ^n → μ^0$ in $\mathbb{R}^2_+$ as $n → ∞$. By (1), $\{λ^*(μ^n)\}$ is a bounded sequence in $\mathbb{R}_+$. Then there exists a subsequence of $\{λ^*(μ^n)\}$, denote it again $\{λ^*(μ^n)\}$, such that, as $n → ∞$, $λ^*(μ^n) → \limsup_{n → ∞} λ^*(μ^n) > 0$, and there exists a sequence $\{v^n\}$ such that $v^n$ is a positive solution to problem $(P_{λ^i,μ^n})$ with $λ = λ^*(μ^n)$ and $μ = μ^n$, that is, $T(λ^*(μ^n), μ^n, v^n) = v^n$. By Lemma 3.1, $\{(λ^*(μ^n), μ^n, v^n)\}$ is a bounded sequence in $\mathbb{R}^3_+ × \mathcal{P}$. Then, by the complete continuity of $T$, there exists a subsequence of $\{(λ^*(μ^n), μ^n, v^n)\}$, denote it again $\{(λ^*(μ^n), μ^n, v^n)\}$, such that, as $n → ∞$, $v^n → T(λ^*(μ^n), μ^n, v^n) → V$ in $X$ and $T(\limsup_{n → ∞} λ^*(μ^n), μ^0, V) = V$. Thus, $V$ is a positive solution to problem $(P_{λ^i,μ})$ with $λ = \limsup_{n → ∞} λ^*(μ^n) > 0$ and $μ = μ^0$, and by definition of $λ^*$, the proof is complete. □

Lemma 3.7. Assume that $(H_1), (H_3), (F_1)$ and $(F_∞)$ hold. Assume in addition that

$$(H_2^{ε}) \quad 0 ≤ \max_{i ∈ \{1,2\}} \left\{ \int_0^1 |k_{1i}(s)+k_{2i}(s)|ds \right\} ≤ 1.$$ 

Let $μ^0 ∈ \mathbb{R}^2_+$ be fixed. Then for any $λ ∈ (0, λ^*(μ^0))$, there exists a positive constant $δ = δ(λ, μ^0)$ such that $ζ = u^* + (δ, δ)$ is a supersolution to problem $(P_{λ^i,μ})$ with $μ = μ_δ$. Here $μ_δ = μ^0 + (δ, δ)$ and $u^*$ is a positive solution to problem $(P_{λ^i,μ})$ with $λ = λ^*(μ^0)$ and $μ = μ^0$.

Proof. Note that $(H_2^{ε})$ implies $(H_2')$. Let $μ^0 ∈ \mathbb{R}^2_+$ and $λ_0 ∈ (0, λ^*(μ^0))$ be fixed. Let $u^*$ be a positive solution to problem $(P_{λ^i,μ})$ with $λ = λ^*(μ^0)$ and $μ = μ^0$. Put

$$ε = \left( \frac{λ^*(μ^0)}{λ_0} - 1 \right) \min_{t ∈ [0,1]} \{f_1(t, u^*(t)), f_2(t, u^*(t))\} > 0. \quad (3.4)$$

Then there exists $δ = δ(λ_0, μ^0) > 0$ such that, for $i = 1, 2$,

$$|f_i(t, u + (δ, δ)) - f_i(t, u)| < ε \quad \text{for} \quad t ∈ [0,1] \quad \text{and} \quad u ∈ [0, ||u^*||_x] × [0, ||u^*||_x]. \quad (3.5)$$

Set $ζ := u^* + (δ, δ)$. Then, by (3.4) and (3.5), for $i ∈ \{1,2\}$,

$$(φ_{P_i}(ζ^i(t)))' + λ_0 h_i(t) f_i(t, ζ(t)) = -λ^*(μ^0) h_i(t) f_i(t, u^*(t)) + λ_0 h_i(t) f_i(t, ζ(t)) < -λ^*(μ^0) h_i(t) f_i(t, u^*(t)) + λ_0 h_i(t) f_i(t, u^*(t)) + ε \leq 0,$$

which implies

$$(Φ(ζ^i(t)))' + λ_0 h(t) f(t, ζ(t)) < θ, \quad t ∈ (0,1). \quad (3.6)$$

By $(H_2^{ε})$, $ζ(0) = \int_0^1 u^*(s)k(s)ds + (δ, δ) ≥ θ(0) ζ(s)k(s)ds$, and since $ζ(1) = μ + (δ, δ) > μ$, $ζ$ is a supersolution to problem $(P_{λ^i,μ})$ with $λ = λ_0$ and $μ = μ_δ$. Thus the proof is complete. □
Remark 3.8. (1) If we assume that

\[ (H''_2) \ 0 \leq \max_{i \in \{1,2\}} \left\{ \int_0^1 |k_{1i}(s) + k_{2i}(s)| ds \right\} < 1 \]

holds in Lemma 3.7 instead of \( (H'_2) \), then the supersolution \( \zeta \) satisfies \( \zeta(0) > \int_0^1 \zeta(s) k(s) ds \).

(2) Assume \( (H''_2) \) holds. Then \( (H''_2) \) and \( (H_3) \) are satisfied. In fact, clearly \( (H''_2) \) is satisfied. Since

\[ 1 - \int_0^1 (1 - s) k_{11}(s) ds \geq 1 - \int_0^1 k_{11}(s) ds > \int_0^1 k_{21}(s) ds \]

and

\[ 1 - \int_0^1 (1 - s) k_{22}(s) ds \geq 1 - \int_0^1 k_{22}(s) ds > \int_0^1 k_{12}(s) ds, \]

\( (H_3) \) is also satisfied.

On the other hand, if \( k_{11} \equiv k_{22} \equiv 0 \) and

\[ \int_0^1 k_{12}(s) ds = 1 \quad \text{and} \quad 0 \leq \int_0^1 k_{21}(s) ds < 1, \]

then \( (H'_2) \) and \( (H_5) \) are satisfied, but \( (H''_2) \) is not satisfied.

Proposition 3.9. Assume that \( (H_1), (H''_2), (H_3), (F_1) \) and \( (F_\infty) \) hold. Then \( \lambda^* : \mathbb{R}^2_+ \to (0, \infty) \) is a continuous function satisfying \( 0 < \lambda^*(\mu^2) \leq \lambda^*(\mu^1) \) for any \( \mu^1 \leq \mu^2 \) in \( \mathbb{R}^2_+ \) and \( \lambda^*(\mu) \to 0 \) as \( |\mu|_{\mathbb{R}^2_+} \to \infty \) (see, e.g., Figure 3.2).

Proof. Let \( \mu^0 \in \mathbb{R}^2_+ \) be fixed and let \( m \in \mathbb{N} \) be fixed such that \( \lambda_m = \lambda^*(\mu^0) - 1/m > 0 \). Then by Lemma 3.7, there exists \( \delta_m = \delta(\lambda_m, \mu^0) > 0 \) such that problem \( (P_{\lambda,\mu}) \) has an upper solution \( u(\delta_m) \) for \( \lambda = \lambda_m \) and \( \mu = \mu_{\delta_m} \). Here, \( \mu_{\delta_m} = \mu^0 + (\delta_m, \delta_m) \). Let \( \{\mu^n\} \) be a sequence in \( \mathbb{R}^2_+ \) such that \( \mu^n \to \mu^0 \) in \( \mathbb{R}^2_+ \) as \( n \to \infty \). For sufficiently large \( n \), \( \mu^n \leq \mu_{\delta_m} \), and \( u(\delta_m) \) is also a supersolution to problem \( (P_{\lambda,\mu}) \) with \( \lambda = \lambda_m \) and \( \mu = \mu^n \). Since \( \theta \) is a trivial subsolution to problem \( (P_{\lambda,\mu}) \) for all \( \lambda \in (0, \infty) \) and \( \mu \in \mathbb{R}^2_+ \), by Theorem 2.12, \( (P_{\lambda,\mu}) \) has at least one positive solution for \( \lambda = \lambda_m \) and \( \mu = \mu^n \). Thus \( \lambda_m \leq \lambda^*(\mu^n) \) for all large \( n \) and

\[ \lambda^*(\mu^0) - \frac{1}{m} = \lambda_m \leq \liminf_{n \to \infty} \lambda^*(\mu^n). \]

Letting \( m \to \infty, \lambda^*(\mu^0) \leq \liminf_{n \to \infty} \lambda^*(\mu^n) \). Combining this with Lemma 3.6 (3), it follows that \( \lambda^* : \mathbb{R}^2_+ \to (0, \infty) \) is a continuous function. Thus the proof is complete in view of Lemma 3.6 (1) and (2). \( \square \)

Let \( C := \lambda^*(\mathbb{R}^2_+) \). Then, by Proposition 3.9, \( C \) is a continuous surface in \( \mathbb{R}^3_+ \), and it separates \( \mathbb{R}^3_+ \) into two regions

\[ O_1 := \{(\mu, \lambda) \in \mathbb{R}^3_+ : \lambda \in (0, \lambda^*(\mu)), \ \mu \in \mathbb{R}^2_+ \} \]

and

\[ O_2 := \{(\mu, \lambda) \in \mathbb{R}^3_+ : \lambda > \lambda^*(\mu), \ \mu \in \mathbb{R}^2_+ \}. \]

Moreover, by Theorem 3.5, \( (P_{\lambda,\mu}) \) has at least one positive solutions for \( (\mu, \lambda) \in O_1 \cup C \) and no positive solution for \( (\mu, \lambda) \in O_2 \). Finally we give the main result in this paper.
Figure 3.2: A possible graph of $\lambda^*$ on $C(l)$, where $C(l) = \{(x, lx) : x \geq 0\}$ for $l \in \mathbb{R}_+$ and $C(\infty) = \{(0, y) : y \geq 0\}$.

**Theorem 3.10.** Assume that $(H_1), (H_2'), (H_3), (F_1)$ and $(F_\infty)$ hold. Then $(P_{\lambda, \mu})$ has two positive solutions for $(\mu, \lambda) \in O_1$, at least one positive solution for $(\mu, \lambda) \in C$, and no positive solutions for $(\mu, \lambda) \in O_2$.

**Proof.** For fixed $\mu \in \mathbb{R}_+^2$, we will show that $(P_{\lambda, \mu})$ has at least two positive solutions for $\lambda \in (0, \lambda^*(\mu))$, and thus the proof is complete by Theorem 3.5.

Let $\mu \in \mathbb{R}_+^2$ be fixed. Define $T_\mu : \mathbb{R}_+ \times \mathcal{P} \to \mathcal{P}$ by, for $(\lambda, u) \in \mathbb{R}_+ \times \mathcal{P}$ and $t \in [0, 1]$,

$$T_\mu(\lambda, u)(t) := T(\lambda, \mu, L^1(\mu, u))(t) + (1-t)\alpha[u] + t\mu.$$ 

Here, $L^1 : \mathbb{R}_+^2 \times X \to X$ is the continuous mapping defined in (2.7), and it maps bounded sets in $\mathbb{R}_+ \times X$ into bounded sets in $X$. Then $T_\mu$ is completely continuous, $T_\mu(\lambda, u)(0) = a[u]$ and $T_\mu(\lambda, u)(1) = \mu$. Moreover, by Lemma 2.5 and Remark 2.6, $T_\mu(\lambda, u) = u$ in $\mathcal{P}$ if and only if $u$ is a non-negative solution to problem $(P_{\lambda, \mu})$.

Let $\lambda_0 = (0, \lambda^*(\mu))$ be fixed and $u^*$ be a positive solution to problem $(P_{\lambda, \mu})$ with $\lambda = \lambda^*(\mu)$. Then, by Lemma 3.7, there exists $\delta_1 \in (0, 1)$ such that $\zeta = u^* + (\delta_1, \delta_1)$ is a supersolution to $(P_{\lambda, \mu})$ with $\lambda = \lambda_0$. Moreover, by (3.6), $\zeta$ satisfies

$$\begin{align*}
\left\{ \begin{array}{ll}
(\Phi(\zeta(t)))' + \lambda_0h(t) \cdot f(t, \zeta(t)) < \theta, & t \in (0, 1), \\
\zeta(0) = u^*(0) + (\delta_1, \delta_1) \geq a[\zeta], & \zeta(1) = \mu + (\delta_1, \delta_1) > \mu.
\end{array} \right.
\end{align*}$$

(3.7)

Consider the following problem

$$\begin{align*}
\left\{ \begin{array}{ll}
(\Phi(u'(t)))' + \lambda_0h(t) \cdot f(t, \gamma(t, u(t))) = \theta, & t \in (0, 1), \\
u(0) = a^\gamma[u], & u(1) = \mu,
\end{array} \right.
\end{align*}$$

(3.8)

where $a^\gamma[u]$ and $\gamma$ are defined in the same way as in the proof of Theorem 2.12 with $\psi = \theta$ and $\zeta = u^* + (\delta_1, \delta_1)$. Then if $u$ is a solution to problem (3.8), then $\theta \leq u \leq \zeta$ by the same argument as in the proof of Theorem 2.12, and $\gamma(t, u(t)) = u(t)$ for $t \in (0, 1)$. Thus $u$ must be a positive solution to problem $(P_{\lambda, \mu})$ with $\lambda = \lambda_0$.

Set $\Gamma = \{u \in X : -(\delta_1, \delta_1) < u < \zeta\}$. Then $\Gamma$ is an open set containing $\theta$ in $X$. Now we will show that if $u$ is a solution to problem (3.8), then $u \in \Gamma \cap \mathcal{P}$. Let $u$ be a solution to problem (3.8). First, we show that $u(t) < \zeta(t)$ for $t \in (0, 1)$. If not, since $u(1) = \mu < \mu + (\delta_1, \delta_1) = \zeta(1)$, there exist $t_0 \in (0, 1)$ and $j \in \{1, 2\}$ such that $u_j(t_0) = \zeta_j(t_0)$, $u'_j(t_0) = \zeta'_j(t_0)$ and $u_j(t) < \zeta_j(t)$ for $t \in (t_0, 1)$. We take $j = 1$ for convenience. By (3.7), for fixed $t_0 \in (0, 1)$,

$$\max_{t \in [t_0, t_0']} \{ (\phi_{p_1}(\zeta_1(t)))' + \lambda_0h_1(t)f_1(t, \zeta(t)) \} =: -\epsilon_1 < 0.$$ 

(3.9)
Since \( f_1 \) is uniformly continuous on \([0, 1] \times \{0, \|u_1^\ast\|_\infty + 1\}\), there exists \( \delta_2 > 0 \) such that if \( |v - w|_{S^2} < \delta_2 \) and \( v, w \in [0, \|\xi_1\|_\infty] \times [0, \|\xi_2\|_\infty] \), then
\[
|f_1(t, v) - f_1(t, w)| < \varepsilon_2.
\]
\[(3.10)\]
where \( \varepsilon_2 = \varepsilon_1(\lambda_0 \max_{t \in [t_0, t']} u_1(t))^{-1} > 0 \). Then there exists \( t_1 \in (t_0, t'_0) \) such that \(-\delta_2 < u_1(t) - \zeta_1(t) < 0 \) for \( t \in [t_0, t_1] \) and \( u'_1(t_1) < \zeta'_1(t_1) \), which imply
\[
\varphi_{p_1}(u'_1(t_0)) - \varphi_{p_1}(\zeta'_1(t_0)) = 0, \quad \varphi_{p_1}(u'_1(t_1)) - \varphi_{p_1}(\zeta'_1(t_1)) < 0.
\]
\[(3.11)\]
By (F) and (3.10), for \( t \in [t_0, t_1] \),
\[
f_1(t, u(t)) - f_1(t, \zeta_1(t)) \leq f_1(t, u_1(t), \zeta_2(t)) - f_1(t, \zeta_1(t), \zeta_2(t)) < \varepsilon_2.
\]
\[(3.12)\]
since \( u_2 \leq \zeta_2 \). By (3.9), (3.11), (3.12) and the choice of \( \varepsilon_2 \),
\[
0 > \varphi_{p_1}(u'_1(t_1)) - \varphi_{p_1}(\zeta'_1(t_1)) - \varphi_{p_1}(u'_1(t_0)) + \varphi_{p_1}(\zeta'_1(t_0)),
\]
\[
= \int_{t_0}^{t_1} \{ (\varphi_{p_1}(u'_1(t)))' - (\varphi_{p_1}(\zeta'_1(t)))' \} \, dt
\]
\[
= \int_{t_0}^{t_1} \left[ -\lambda_0 h_1(t) f_1(t, u(t)) - (\varphi_{p_1}(\zeta'_1(t)))' \right] \, dt
\]
\[
> \int_{t_0}^{t_1} \left[ -\lambda_0 h_1(t) f_1(t, \zeta(t)) + \varepsilon_2 - (\varphi_{p_1}(\zeta'_1(t)))' \right] \, dt
\]
\[
= \int_{t_0}^{t_1} \left( -\lambda_0 h_1(t) \varepsilon_2 - \left[ (\varphi_{p_1}(\zeta'_1(t)))' + \lambda_0 h_1(t) f_1(t, \zeta(t)) \right] \right) \, dt
\]
\[
\geq \int_{t_0}^{t_1} (\lambda_0 h_1(t) \varepsilon_2 + \varepsilon_1) \, dt \geq 0.
\]
This is a contradiction, and thus \( u(t) < \zeta(t) \) for \( t \in (0, 1] \).

Now we show that \( u(0) < \zeta(0) \). We only show that \( u_1(0) < \zeta_1(0) \), since the case \( u_2(0) < \zeta_2(0) \) can be proved in a similar manner. If \( k_{11} \equiv k_{21} \equiv 0 \), \( u(0) = 0 < \delta = \zeta_1(0) \). If \( k_{21} \neq 0 \) or \( k_{11} \neq 0 \), then
\[
u_1(0) - \zeta_1(0) = \int_0^1 [(u_1(s) - \zeta_1(s))k_{11}(s) + (u_2(s) - \zeta_2(s))k_{21}(s)] \, ds < 0.
\]
Thus \( u \in \Gamma \cap P \) for any solution \( u \) to problem (3.8).

Define \( T^\gamma : P \to P \) by, for \( u \in P \) and \( t \in [0, 1] \),
\[
T^\gamma(u)(t) = T^\gamma(L_\lambda^1(u))(t) + (1 - t)\alpha^\gamma[u] + t\mu,
\]
where \( T^\gamma \) is the operator with \( \lambda = \lambda_0 \) defined in the proof of Theorem 2.12 and \( L_\lambda^1 \) is an operator defined by \( L_\lambda^1(u)(t) := u(t) - ((1 - t)\alpha^\gamma[u] + t\mu) \). Then \( T^\gamma \) is completely continuous on \( P \), and \( T^\gamma \) has a fixed point in \( P \) if and only if \( u \) is a non-negative solution to problem (3.8). Moreover, there exists a positive constant \( R \) such that \( \overline{T^\gamma(u)} < R \) for all \( u \in P \) and \( \Gamma \subset B_R \), where \( B_R \) is an open ball with center \( \theta \) and radius \( R \) in \( X \). Applying Theorem 2.4 with \( O = B_R \), \( i(T^\gamma, B_R \cap P, P) = 1 \). Since all fixed points of \( T^\gamma \) are contained in \( \Gamma \), by the excision property, \( i(T^\gamma, \Gamma \cap P, P) = i(T^\gamma, B_R \cap P, P) = 1 \). Since problem \( (P_{\lambda, \mu}) \) with \( \lambda = \lambda_0 \) is equivalent to problem (3.8) on \( \Gamma \cap P \), \( (P_{\lambda, \mu}) \) has a positive solution in \( \Gamma \cap P \) for \( \lambda = \lambda_0 \in (0, \lambda^\ast(\mu)) \). Assume
that \( T_\mu(\lambda_0, \cdot) \) has no fixed points in \( \partial \Gamma \cap \mathcal{P} \), otherwise we get second positive solution to problem \((P_{\lambda, \mu})\) with \( \lambda = \lambda_0 \) and the proof is done. In that case,

\[
i(T_\mu(\lambda_0, \cdot), \Gamma \cap \mathcal{P}, \mathcal{P}) = i(T_\mu, \Gamma \cap \mathcal{P}, \mathcal{P}) = 1. \tag{3.13}
\]

On the other hand, by Lemma 3.3, there is \( \lambda_1 (\geq \lambda_0) \) such that \((P_{\lambda, \mu})\) has no positive solution at \( \lambda = \lambda_1 \). This implies that \( T_\mu(\lambda_1, \cdot) \) has no fixed point in \( \mathcal{P} \). Thus for any open set \( \mathcal{U} \) in \( X \), we have

\[
i(T_\mu(\lambda_1, \cdot), \mathcal{U} \cap \mathcal{P}, \mathcal{P}) = 0. \tag{3.14}
\]

By Lemma 3.1, we may choose \( R_1 > 0 \) such that \( \Gamma \subset B_{R_1} \) and all possible solutions \( u \) of \((P_{\lambda, \mu})\) for any \( \lambda \in [\lambda_0, \lambda_1] \) satisfy \( u \in B_{R_1} \). Here, \( B_{R_1} \) is an open ball with center \( \theta \) and radius \( R_1 \) in \( X \). Define a homotopy \( g : [0, 1] \times (\overline{B_{R_1}} \cap \mathcal{P}) \to \mathcal{P} \) by \( g(\tau, u) = T_\mu(\tau \lambda_1 + (1 - \tau)\lambda_0, u) \). Then \( g \) is completely continuous on \([0, 1] \times \mathcal{P} \). Furthermore, by Lemma 3.3, \( g(\tau, u) \neq u \) for all \((\tau, u) \in [0, 1] \times (\partial B_{R_1} \cap \mathcal{P}) \). Thus by homotopy invariance property and (3.14), we have

\[
i(T_\mu(\lambda_0, \cdot), B_{R_1} \cap \mathcal{P}, \mathcal{P}) = i(T_\mu(\lambda_1, \cdot), B_{R_1} \cap \mathcal{P}, \mathcal{P}) = 0. \tag{3.15}
\]

Combining (3.13) and (3.15) with the additive property, we have

\[
i(T_\mu(\lambda_0, \cdot), (B_{R_1} \setminus \Gamma) \cap \mathcal{P}, \mathcal{P}) = -1.
\]

Consequently \((P_{\lambda, \mu})\) has another positive solution in \((B_{R_1} \setminus \Gamma) \cap \mathcal{P}\) for any \( \lambda = \lambda_0 \in (0, \lambda^*(\mu)) \), and this completes the proof. \( \square \)

### 4 Applications

In this section, we investigate the existence of infinitely many positive radial solutions to problems (1.3) + (1.4) or (1.3) + (1.5).

We assume the following assumptions hold in this section.

\begin{itemize}
  \item[(A_1)] For \( i \in \{1, 2\} \), there exists \( \alpha > p - 1 \) such that \( \int_{r_0}^{\infty} r^\alpha K_i(r) dr < \infty \).
  \item[(A_2)] \( 0 \leq \max\limits_{i \in \{1, 2\}} \left\{ \int_{\Omega} [l_{i1}(|x|) + l_{i2}(|x|)] dx \right\} < 1. \)
  \item[(F_1)] For fixed \( (r, u) \in [r_0, \infty) \times \mathbb{R}_+ \), \( \hat{f}_1 = \hat{f}_1(r, u, v) \) is quasi-monotone nondecreasing with respect to \( v \), i.e., \( \hat{f}_1(r, u, v_1) \leq \hat{f}_1(r, u, v_2) \) whenever \( 0 \leq v_1 \leq v_2 \). For fixed \( (r, v) \in [r_0, \infty) \times \mathbb{R}_+ \), \( \hat{f}_2 = \hat{f}_2(r, u, v) \) is quasi-monotone nondecreasing with respect to \( u \).
  \item[(F_\infty)] For each \( i \in \{1, 2\} \), there exists a non-degenerate compact interval \( J_i \subset (r_0, \infty) \) such that \( \lim_{|s_1| + |s_2| \to \infty} \frac{\hat{f}_i(r, s_1, s_2)}{s_i^{p-1}} = \infty \) uniformly in \( r \in J_i \).
\end{itemize}

By applying consecutive changes of variables, \( r = |x|, w(r) = z(x) \) and \( t = 1 - \left( \frac{r}{r_0} \right)^{\frac{N+\alpha}{p-1}} \), \( u(t) = w(r) \), problem (1.3) + (1.4) with \( z(x) = (z_1(x), z_2(x)) \to u \in \mathbb{R}_+^2 \) as \( |x| \to \infty \) is
equivalently transformed into problem \((P_{\lambda,p})\) with \(p_1 = p_2 = p > 1\). Here \(f_i, h_i\) and \(k_{ij}\) for \(i,j \in \{1,2\}\) are given by

\[
\begin{align*}
  f_i(t,s_1,s_2) &= \hat{f}_i \left( r_0(1-t)^{\frac{\gamma-1}{N-\gamma}} , s_1, s_2 \right), \\
  h_i(t) &= \left( \frac{p-1}{N-p} \right)^{\frac{p}{p-1}} r_0^p (1-t)^{-\frac{p(N-1)}{N-p}} K_i \left( r_0(1-t)^{-\frac{1}{N-p}} \right), \\
  k_{ij}(t) &= w_N \left( \frac{p-1}{N-p} \right)^{\frac{p}{p-1}} r_0^N (1-t)^{-\frac{p(N-1)}{N-p}} l_{ij} \left( r_0(1-t)^{-\frac{1}{N-p}} \right),
\end{align*}
\]

where \(w_N\) is the surface area of unit sphere in \(\mathbb{R}^N\).

Assume that \((A_1), (A_2), (\hat{F}_1)\) and \((\hat{F}_\infty)\) hold. Then \((H_1), (H''_2), (H_3)\) and \((F_\infty)\) hold. In fact, if \(K_i (i = 1,2)\) satisfies \((A_1)\), then there exists \(\beta < p - 1\) such that

\[
\int_0^1 (1-s)\beta h_i(s) ds < \infty,
\]

which implies that \(h_i \in A_\beta\), and thus \((H_1)\) holds. Since

\[
\int_0^1 \lambda \omega_i(|x|) dx = w_N \int_0^\infty \lambda \omega_i(r) r^{N-1} dr = \int_0^1 k_i(s) ds,
\]

if we assume \((A_2)\) is satisfied, then \((H''_2)\) is satisfied, and \((H''_2)\) and \((H_3)\) are satisfied by Remark 3.8. If we assume \((\hat{F}_1)\) and \((\hat{F}_\infty)\) are satisfied, then \((F_1)\) and \((F_\infty)\) are satisfied.

In a similar manner, by applying consecutive changes of variables, \(r = |x|, w(r) = z(x)\) and \(t = \left( \frac{r}{r_0} \right)^{\frac{N+p}{N}} \), \(u(t) = w(r)\), problem \((1.3) + (1.5)\) with \(z(x) = (z_1(x), z_2(x)) = \mu \in \mathbb{R}_+^2\) on \(|x| = r_0\) is equivalently transformed into problem \((P_{\lambda,p})\) with \(p_1 = p_2 = p > 1\). Here, \(f_i, h_i\) and \(k_{ij}\) are given by

\[
\begin{align*}
  f_i(t,s_1,s_2) &= \hat{f}_i \left( r_0 t^{-\frac{1}{N-p}} , s_1, s_2 \right), \\
  h_i(t) &= \left( \frac{p-1}{N-p} \right) r_0^p t^{-\frac{1}{N-p}} K_i \left( r_0 t^{-\frac{1}{N-p}} \right), \\
  k_{ij}(t) &= w_N \left( \frac{p-1}{N-p} \right)^{\frac{p}{p-1}} r_0^N t^{-\frac{p(N-1)}{N-p}} l_{ij} \left( r_0 t^{-\frac{1}{N-p}} \right),
\end{align*}
\]

Then if \((A_1), (A_2), (\hat{F}_1)\) and \((\hat{F}_\infty)\) hold, then \((H_1), (H''_2), (H_3), (F_1)\) and \((F_\infty)\) hold by similar arguments as above.

By Proposition 3.9, \(\lambda^* : \mathbb{R}_+^2 \rightarrow (0, \infty)\) is a continuous function satisfying \(\lambda^*(\mu_1) \geq \lambda^*(\mu_2)\) for \(\mu_1 \leq \mu_2\) and \(\lambda^*(\mu) \rightarrow 0\) as \(|\mu|_{\mathbb{R}_+^2} \rightarrow \infty\) (see, e.g., Figure 3.2). Thus the inverse image \((\lambda^*)^{-1}(\{\lambda\})\) is a nonempty connected component in \(\mathbb{R}_+^2\) for all \(\lambda \in (0, \lambda^*(\theta))\), and we denote it \(E(\lambda)\). The connected component \(E(\lambda)\) separates \(\mathbb{R}_+^2\) into a bounded region \(U_1(\lambda)\) and an unbounded region \(U_2(\lambda)\) which are open relative to \(\mathbb{R}_+^2\), and by Theorem 3.10, \((P_{\lambda,p})\) has at least two positive solutions for \(\mu \in U_1(\lambda)\), at least one positive solution for \(\mu \in C(\lambda)\), and no positive solutions for \(\mu \in U_2(\lambda)\) (see, e.g., Figure 4.1). Moreover, \(U_1(\lambda_2) \subset U_1(\lambda_1)\) for \(0 < \lambda_1 < \lambda_2 < \lambda^*(\theta)\). Thus we have the following corollary.

**Corollary 4.1.** Assume that \((A_1), (A_2), (\hat{F}_1)\) and \((\hat{F}_\infty)\) hold. Then the following statements hold.

1. For \(\lambda \in (0, \lambda^*(\theta))\), \(E(\lambda)\) is a connected component in \(\mathbb{R}_+^2\) which separates \(\mathbb{R}_+^2\) into a bounded region \(U_1(\lambda)\) and an unbounded region \(U_2(\lambda)\) which are open relative to \(\mathbb{R}_+^2\) such that the followings hold:
(i) problem (1.3) + (1.4) (resp. (1.3) + (1.5)) has infinitely many positive radial solutions \( z^\mu \) with \( \hat{z}_\lambda^\mu \neq \hat{z}_\lambda^\mu \) satisfying
\[
\lim_{|x| \to \infty} \hat{z}_\lambda^\mu(x) = \lim_{|x| \to \infty} z^\mu(x) = \mu \quad (\text{resp. } \hat{z}_\lambda^\mu(x) = \mu \text{ for } |x| = r_0) \quad \text{for } \mu \in U_1(\lambda);
\]

(ii) problem (1.3) + (1.4) (resp. (1.3) + (1.5)) has infinitely many positive radial solutions \( z_\lambda^\mu \) satisfying
\[
\lim_{|x| \to \infty} z_\lambda^\mu(x) = \mu \quad (\text{resp. } z_\lambda^\mu(x) = \mu \text{ for } |x| = r_0) \quad \text{for } \mu \in C_\lambda;
\]

(iii) problem (1.3) + (1.4) (resp. (1.3) + (1.5)) has no positive radial solutions \( z_\lambda^\mu \) satisfying
\[
\lim_{|x| \to \infty} z_\lambda^\mu(x) = \mu \quad (\text{resp. } z_\lambda^\mu(x) = \mu \text{ for } |x| = r_0) \quad \text{for } \mu \in U_2(\lambda);
\]

(iv) moreover, \( U_1(\lambda_2) \subset U_1(\lambda_1) \) for \( 0 < \lambda_1 < \lambda_2 < \lambda^*(\theta) \).

(2) For \( \lambda = \lambda^*(\theta) \), problem (1.3) + (1.4) (resp. (1.3) + (1.5)) has at least one positive radial solution \( z^* \) satisfying
\[
\lim_{|x| \to \infty} z^*(x) = \theta \quad (\text{resp. } z^*(x) = \theta \text{ for } |x| = r_0).
\]

(3) For \( \lambda > \lambda^*(\theta) \), problem (1.3) + (1.4) (resp. (1.3) + (1.5)) has no positive radial solutions \( z \) satisfying
\[
\lim_{|x| \to \infty} z(x) = \mu \quad (\text{resp. } z(x) = \mu \text{ for } |x| = r_0) \quad \text{for any } \mu \in \mathbb{R}^2_+.
\]

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure41.png}
\caption{A possible picture of \( E(\lambda), U_1(\lambda) \) and \( U_2(\lambda) \) for \( \lambda \in (0, \lambda^*(\theta)) \).
}
\end{figure}

Finally, we give the examples satisfying the hypotheses \((A_1), (A_2), (\hat{F}_1)\) and \((\hat{F}_\infty)\) to illustrate Corollary 4.1.

**Example 4.2.** Let \( r_0 = 1 \) and \( \Omega = \{x \in \mathbb{R}^N : |x| > 1\} \), where \( N > p > 1 \). For \( i \in \{1, 2\} \), let \( K_i(r) = r^{\beta_i} \) for \( r \in [1, \infty) \), where \( \beta_i < -p \). Then \( p - 1 < -\beta_i - 1 \), and there exists \( \alpha \) such that \( p - 1 < \alpha < \min\{-\beta_1, -\beta_2\} - 1 \). Consequently, \( \alpha + \beta_i < -1 \), and \( \int_1^\infty r^\alpha K_i(r)dr = \int_1^\infty r^\alpha + \beta_i dr < \infty \). Thus \((A_1)\) holds. For \( i, j \in \{1, 2\} \), let \( \alpha_{ij} \) be constants satisfying \( \alpha_{ij} > N \).

Let \( l_i(r) = C_i r^{-\alpha_{ij}} \) for \( r \in [1, \infty) \), where \( 0 \leq C_i \leq \frac{\alpha_{ij}}{2\alpha_{ij} - \alpha} \) and \( \tilde{\alpha} = \min_{ij \in \{1, 2\}} \{\alpha_{ij}\} \). Then
\[
0 \leq \max_{ij \in \{1, 2\}} \left\{ \int_{\Omega} \left[ l_i(|x|) + l_2(|x|) \right]dx \right\} \leq C_i \max_{ij \in \{1, 2\}} \left\{ \frac{1}{\alpha_{ij} - N} + \frac{1}{\alpha_{ij} - N} \right\} \leq \frac{2C_i \omega_N}{\tilde{\alpha} - N} < 1,
\]
and thus \((A_2)\) holds. Let \( \hat{f}_1(r, u, v) = e^{-r}[u^q - u^{p-1} + 1 + v] \) and \( \hat{f}_2(r, u, v) = r^{-1}[u^2 + e^{(p-1)v} - v^{p-1}] \) for \( (r, u, v) \in [1, \infty) \times \mathbb{R}^2_+ \), where \( q > p - 1 \). Then it can be easily verified that \((\hat{F}_1)\) and \((\hat{F}_\infty)\) hold.
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