Abstract

This paper introduces new classes of fractional and multifractional random fields arising from elliptic, parabolic and hyperbolic equations with random innovations derived from fractional Brownian motion. The case of stationary random initial conditions is also considered for parabolic and hyperbolic equations.
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1 Introduction

There has been some recent interest in studying stochastic partial differential equations driven by a fractional noise (see Duncan et al., 2002; Tindel et al., 2003; Muller and Tribe 2004; Hu et al., 2004; Maslowski and Nualart, 2005; Hu and Nualart, 2009a, 2009b; Sanz-Solé and Torrecilla, 2009; Sanz-Solé and Vailermot, 2010, among others). In this paper, we provide a structure for developing mean-square weak-sense (generalized) and strong-sense (pointwise definition) solutions to stochastic elliptic, hyperbolic and parabolic equations driven by fractional Gaussian noise, whose integral is fractional Brownian motion.

Linear stochastic evolution equations driven by an additive cylindrical fractional Brownian motion with Hurst parameter $H$ were studied by Duncan et al. (2002) in the case $H \in (1/2, 1)$. Similar result holds when one adds nonlinearity of a special form (see Maslowski and Nualart, 2005). Hu et al. (2004) present a white noise calculus for the $d$-parametric fractional Brownian motion $W_H(x), x \in \mathbb{R}^d$, with general $d$-dimensional Hurst parameter $H = (H_1, \ldots, H_d) \in (0, 1)^d$, and separable covariance function

$$ E[W_H(x)W_H(y)] = \frac{1}{2\pi} \prod_{j=1}^d c(H_j) \left( |x_j|^{2H_j} + |y_j|^{2H_j} - |x_j - y_j|^{2H_j} \right), \quad x, y \in \mathbb{R}^d, $$

where

$$ c(H) = \frac{1}{2\pi} \int_{\mathbb{R}} \left| \exp(i\lambda) - 1 \right|^2 |\lambda|^{-2H+1}d\lambda. \quad (1) $$

As illustration, they solved the stochastic Poisson problem

$$ \Delta u(x) = -(W_H(x))', \quad x \in \mathcal{D}, \quad u(x) = 0, \quad x \in \partial \mathcal{D}, \quad (2) $$

where the potential $(W_H)'$ is $d$-parametric fractional white noise defined as

$$ (W_H)'(x) = \frac{\partial^d W_H(x)}{\partial x_1 \ldots \partial x_d}, $$

and $\mathcal{D} \subset \mathbb{R}^d$ is a given smooth domain. Hu and Nualart (2009a) study the stochastic heat equation with a multiplicative Gaussian noise which is white in space, and has the covariance of a fractional Brownian motion with Hurst parameter $H \in (0, 1)$ in time. Two types of equations are considered, in the Itô-Skorokhod sense, and in the Stratonovich sense. An explicit chaos expansion for the equation is obtained. The rough path analysis (see Lions and Qian, 2002, and the references therein) is also applicable to the fractional calculus (see Gubinelle et al., 2006; Hu and Nualart, 2009b, and the references therein). Mild solutions for a class of fractional SPDEs have been developed for elliptic and parabolic problems by Sanz-Solé and Torrecilla (2009), and Sanz-Solé and Vuillermot (2010). They defined the stochastic convolution integrals of the Green function with fractional noise as Wiener integrals.

In this paper, we provide an overview of the mean-square solution of stochastic elliptic, hyperbolic and parabolic problems driven by fractional Gaussian random fields. We interpret the corresponding stochastic integrals of non-random Green functions with respect to fractional noise as Wiener
integrals in the spectral domain. This approach gives us an opportunity, for relatively simple situations, to obtain an explicit parabolic, hyperbolic and elliptic parametric family of models involving fractional Gaussian random fields. Fractional Gaussian random fields constitute an important area of research in modeling homogeneous/heterogeneous fractality, as well as long-range dependence in the self-similar case.

Elliptic fractional and multifractional Gaussian random fields have been extensively studied in the last and a half decade (see, for example, Anh, Angulo and Ruiz-Medina, 1999; Benassi, Jaffard and Roux, 1997; Kelbert, Leonenko and Ruiz-Medina, 2005; Ruiz-Medina, Angulo and Anh, 2002; 2003; 2006, and Ruiz-Medina, Anh and Angulo, 2004a; 2004b; 2010). The cited references provide several examples of Gaussian random fields with reproducing kernel Hilbert space (RKHS) having inner product defined in terms of a fractional or multifractional bilinear form (defined between suitable fractional Sobolev or Besov spaces). The special case where the RKHS is isomorphic to a fractional/multifractional Sobolev space has been treated, in a generalized random field framework, in Ruiz-Medina, Angulo and Anh (2002; 2003; 2006) and Ruiz-Medina, Anh and Angulo (2004a; 2004b; 2010). Additionally, under suitable conditions, a weak-sense elliptic fractional pseudodifferential representation in terms of Gaussian white noise innovations can be derived (see Ruiz-Medina, Anh, and Angulo, 2004b). The strong-sense equality, in the sample-path sense, holds for mean-square continuous Gaussian random fields (see Adler, 1981). The mentioned class of elliptic fractional/multifractional Gaussian random fields includes as particular cases homogeneous/heterogeneous fractal Gaussian random fields satisfying elliptic fractional/multifractional pseudodifferential equations with Gaussian white noise innovations.

Parabolic fractional and multifractional Gaussian random fields have also been extensively studied in the context of Gaussian white noise and Lévy-type innovations (see Angulo, Ruiz-Medina, Anh and Grecksch 2000; Angulo, Anh, McVinish and Ruiz-Medina, 2005; Kelbert, Leonenko and Ruiz-Medina, 2005; Ruiz-Medina, Angulo and Anh, 2008, among others). Random evolution equations, fractional in time and in space, with random initial coditions, interpolating parabolic and wave equations, are introduced, for instance, in Anh and Leonenko (2001). The spatial local mean quadratic variation properties of these random fields can be characterized in terms of fractional Hölder exponents. Also, heavy-tailed behaviors of spatial covariance functions can be represented in this framework.

Stochastic hyperbolic equations have been studied in the two-parameter diffusion process context, e.g. Ornstein-Uhlenbeck-type random fields (see the pioneering work by Nualart and Sanz-Solé, 1979), and in the random initialized hyperbolic equation context (see, for example, Kozachenko and Slivka, 2007). In the fractional random field framework, the structural properties of hyperbolic fractional random fields on fractal domains have been investigated in Ruiz-Medina, Angulo and Anh (2006), considering Gaussian white noise innovations.

In this paper, families of elliptic, parabolic and hyperbolic fractional and multifractional Gaussian random fields are introduced, with fractional Brownian motion type innovations. Specifically, the spectral analysis of the solution to elliptic, parabolic and hyperbolic equations, with random innovations defined in terms of the weak-sense derivatives of fractional Brownian motion, is undertaken. Exact formulae in the temporal and spatial domains are also established in some special cases. The generalized random field framework and the RKHS theory are used to formulate suitable conditions for the definition of the solution. Some extensions related to fractional and multifractional pseudodifferential equations are established, including the case of random initial conditions in the parabolic and hyperbolic cases.
For other approaches to stochastic integration with respect to fractional noise, see the recent books by Biagini, Hu, Øksendal and Zhang (2008) or Mishura (2008), and the references therein. New Green functions for the case of the heat equation with quadratic potential were constructed in Leonenko and Ruiz-Medina (2006, 2008).

2 Fractional Brownian motion and stochastic integration

We start with the one-dimensional case. Let \( W_H \) be a stochastic process defined as fractional Brownian motion (FBM), i.e., we consider that \( \{W_H(x), \ x \in \mathbb{R}\} \) is a zero-mean Gaussian process with covariance function

\[
B_{W_H}(x,y) = E[W_H(x)W_H(y)] = \frac{c(H)}{2} \left(|x|^{2H} + |y|^{2H} - |x-y|^{2H}\right), \quad H \in (0,1),
\]

and \( c(H) \) is defined as in (1). When \( H = 1/2 \), \( W_H(x) = W_{1/2}(x) \) is Brownian motion. The spectral representation of the process \( W_H \) is given by (see Taqqu, 1979, 2003)

\[
W_H(x) = \int_{\mathbb{R}} \frac{\exp(i\lambda x) - 1}{i\lambda} (i\lambda)^{-H+1/2} Z(d\lambda), \tag{3}
\]

where \( Z(\cdot) \) is a complex Gaussian white noise spectral measure such that \( Z(\cdot) = Z(-\cdot) \), and

\[
E|Z(d\lambda)|^2 = \frac{1}{2\pi} d\lambda.
\]

Its temporal domain representation is

\[
W_H(x) = \frac{1}{\Gamma(H+1/2)} \int_{-\infty}^{0} \left[(x-y)^{H-1/2} - (-y)^{H-1/2}\right] dB(y) + \int_{0}^{x} (x-y)^{H-1/2} dB(y), \tag{4}
\]

with \( B \) being standard Brownian motion. From (3), we obtain the following weak-sense definition of the derivative process, i.e., the following definition in the generalized random field sense. Thus,

\[
\frac{dW_H(x)}{dx} = (W_H)'(x) = \int_{\mathbb{R}} \exp(i\lambda x)(i\lambda)^{-H+1/2} Z(d\lambda), \tag{5}
\]

where \( = \) w.s. denotes the weak-sense identity, that is,

\[
(W_H)'(\psi) = \int_{\mathbb{R}} (W_H)'(x)\psi(x) dx = \sqrt{2\pi} \int_{\mathbb{R}} \tilde{\psi}(\lambda)(i\lambda)^{-H+1/2} Z(d\lambda), \quad \psi \in [\mathcal{H}_{W_H}']^*,
\]

where \([\mathcal{H}_{W_H}']^* = [\mathcal{H}_{dW_H}]^*\) denotes the dual of the RKHS \( \mathcal{H}_{dW_H} \) of process \( (W_H)' \) expressed as \( dW_H \).

Remark 1. Note that the functions in the RKHS \( \mathcal{H}_{dW_H} \) of \( dW_H \) are not continuous. Thus, the process \( dW_H \) is not continuous in the mean-square sense, and, since we are in the Gaussian case, its trajectories are not continuous (see Adler, 1981). Therefore, the identity (5) cannot be established in the strong-sense (pointwise), and it must be established in the weak sense, as an integral with respect to a suitable test function \( \psi \).
The integration of a non-random function \( G(x) \) with respect to \( (W_H(x))' \equiv dW_H \) is then defined as follows. First, formally,

\[
\int_{\mathbb{R}} G(x) dW_H(x) = \int_{\mathbb{R}} G(x)(W_H'(x)) dx = \int_{\mathbb{R}} \left[ \int_{\mathbb{R}} \exp(i\lambda x) G(x) dx \right] (i\lambda)^{-H+1/2}Z(d\lambda).
\]

The precise meaning of the above identities can be obtained from the following definition (see Iglói and Terdik, 1999).

**Definition 1.** Let \( G : \mathbb{R} \rightarrow \mathbb{R}, G \in L^2(\mathbb{R}) \), and

\[
\int_{\mathbb{R}} \left| \int_{\mathbb{R}} \exp(i\lambda x) G(x) dx \right|^2 |\lambda|^{-2H+1} d\lambda < \infty.
\]

Then,

\[
\int_{\mathbb{R}} G(x) dW_H(x) = \int_{\mathbb{R}} \left[ \int_{\mathbb{R}} \exp(i\lambda x) G(x) dx \right] (i\lambda)^{-H+1/2}Z(d\lambda) = \sqrt{2\pi} \int_{\mathbb{R}} \widehat{G}(\lambda)(i\lambda)^{-H+1/2}Z(d\lambda),
\]

where \( \widehat{G}(\lambda) \) denotes the Fourier transform of \( G \) in the sense of tempered distributions, i.e., \( \widehat{G}(\lambda) \) is given by

\[
\widehat{G}(\varphi) = G(\widehat{\varphi}),
\]

for all test function \( \varphi \in \mathcal{S} \), with \( \mathcal{S} \) denoting the Schwartz function space, and \( \widehat{\varphi} \) the Fourier transform of \( \varphi \), in the ordinary sense (see, for example, Dautray and Lions, 1985a).

**Remark 2.** The condition

\[
\int_{\mathbb{R}} \left| \int_{\mathbb{R}} \exp(i\lambda x) G(x) dx \right|^2 |\lambda|^{-2H+1} d\lambda < \infty
\]

means that function \( G \) belongs to the dual \( [\mathcal{H}_{dW_H}]^* \) of the RKHS of the process \( dW_H \). Thus,

\[
\int_{\mathbb{R}} G(x)\phi(x) dx < \infty,
\]

for all function \( \phi \in \mathcal{H}_{dW_H} \), i.e., for all function \( \phi \) satisfying that

\[
\int_{\mathbb{R}} |\widehat{\phi}(\lambda)|^2 |\lambda|^{2H-1} d\lambda < \infty,
\]

where \( \widehat{\phi} \) denotes the Fourier transform of \( \phi \).

Note also that, asymptotically in the spectral domain, the decay velocity of the Fourier transform of functions in the space \( [\mathcal{H}_{dW_H}]^* \) coincides to the one of functions in the fractional Sobolev space \( H^{-H+1/2}(\mathbb{R}) \).

In the two-dimensional case, fractional Brownian motion is introduced as a zero-mean Gaussian random field with covariance function

\[
B_{W_H}(x, y) = E[W_H(x)W_H(y)] = \frac{1}{2} \prod_{j=1}^{2} c(H_j) \left( |x_j|^{2H_j} + |y_j|^{2H_j} - |x_j - y_j|^{2H_j} \right).
\]
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Similarly, the two-dimensional fractional Brownian motion can be defined in the spectral domain as follows:

\[
W_H(x, y) = \int_{\mathbb{R}^2} \left[ \frac{\exp(i\lambda_1 x) - 1}{i\lambda_1} \right] \left[ \frac{\exp(i\lambda_2 y) - 1}{i\lambda_2} \right] (i\lambda_1)^{-H_1 + 1/2}(i\lambda_2)^{-H_2 + 1/2}Z(d\lambda_1, d\lambda_2), \tag{7}
\]

for \(0 < H_1 < 1, 0 < H_2 < 1, H = (H_1, H_2)\), where \(Z\) is a complex Gaussian white noise satisfying that

\[
E|Z(d\lambda_1, d\lambda_2)|^2 = \frac{1}{(2\pi)^2}d\lambda_1d\lambda_2.
\]

Consider then the generalized random field

\[
\frac{\partial^2 W_H}{\partial x \partial y}(x, y) = \lim_{\delta \to 0} \frac{1}{\delta^2} \int_{\mathbb{R}^2} \exp(i\lambda_1 x + i\lambda_2 y)(i\lambda_1)^{-H_1 + 1/2}(i\lambda_2)^{-H_2 + 1/2}Z(d\lambda_1, d\lambda_2). \tag{8}
\]

That is,

\[
\frac{\partial^2 W_H}{\partial x \partial y}(\psi) = \int_{\mathbb{R}^2} \frac{\partial^2 W_H}{\partial x \partial y}(x, y)\psi(x, y)dxdy
= 2\pi \int_{\mathbb{R}^2} \tilde{\psi}(\lambda_1, \lambda_2)(i\lambda_1)^{-H_1 + 1/2}(i\lambda_2)^{-H_2 + 1/2}Z(d\lambda_1, d\lambda_1), \tag{9}
\]

for all \(\psi \in [\mathcal{H}^{2,2}_2]^{\ast}\).

The local regularity properties of the square-integrable functions belonging to the RKHS \(\mathcal{H}^{2,2}_2\) coincide, for \(H_i > 1/2, i = 1, 2\), with the ones displayed by functions in anisotropic fractional Bessel potential spaces \(H^{s,a}_2(\mathbb{R}^2) \equiv H^{s,a}_2(\mathbb{R}^2)\) (see, for example, Da˘ckovski, 2003). These spaces are defined in the Appendix. In particular, the parameters \(s\) and \(a = (a_1, a_2)\) are given as follows (see Proposition 1 in the Appendix):

\[
s = \frac{2(H_1 - 1/2)(H_2 - 1/2)}{H_1 + H_2 - 1},
\]

\[
a_1 = \frac{2(H_2 - 1/2)}{H_1 + H_2 - 1},
\]

\[
a_2 = \frac{2(H_1 - 1/2)}{H_1 + H_2 - 1}. \tag{10}
\]

The following definition provides a stochastic integration formula, in the mean-square sense, with respect to \(\partial^2 W_H\), for functions in the space \([\mathcal{H}^{2,2}_2]^{\ast}\).

Definition 2. Let \(G : \mathbb{R}^2 \to \mathbb{R}\), with \(G \in L^2(\mathbb{R}^2)\), and

\[
\|G\|^2_{[\mathcal{H}^{2,2}_2]^{\ast}} = \int_{\mathbb{R}^2} |\widehat{G}(\lambda_1, \lambda_2)|^2|\lambda_1|^{-2H_1 + 1}|\lambda_2|^{-2H_2 + 1}d\lambda_1d\lambda_2 < \infty.
\]

That is, \(G \in [\mathcal{H}^{2,2}_2]^{\ast}\), with the Fourier transform \(\widehat{G}\) of \(G\), as before, to be interpreted in the dual sense, i.e., in the sense of tempered distributions. Then,

\[
\int_{\mathbb{R}^2} G(x, y)dW_H(x, y) = 2\pi \int_{\mathbb{R}^2} \tilde{\widehat{G}}(\lambda_1, \lambda_2)(i\lambda_1)^{-H_1 + 1/2}(i\lambda_2)^{-H_2 + 1/2}Z(d\lambda_1, d\lambda_1).
\]
3 The elliptic, hyperbolic and parabolic cases

We first consider the fractional stochastic differential equation defined by

\[ L \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y} \right) u(x, y) = \frac{\partial^2 W_H}{\partial x \partial y}(x, y), \quad (x, y) \in \mathbb{R}^2, \quad (11) \]

where \( H = (H_1, H_2) \in (0, 1) \times (0, 1) \). The elliptic, hyperbolic and parabolic cases will be introduced in terms of some special cases of operator \( L \).

- (i) Elliptic case:

\[ L \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y} \right) = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} - \gamma^2, \quad \gamma > 0, \quad (12) \]

or, in a more general form

\[ L \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y} \right) = \frac{1}{a^2} \frac{\partial^2}{\partial x^2} + \frac{1}{b^2} \frac{\partial^2}{\partial y^2} - 1. \quad (13) \]

The fractional pseudodifferential case can be studied, for example, in terms of the following equation:

\[ L \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y} \right) = f((I - \Delta)^{\beta/2}), \]

where \( f \) is a continuous function, and \((I - \Delta)^{\beta/2}\) is the pseudodifferential operator defined in terms of the inverse of the Bessel potential of order \( \beta \in (0, 2) \), with, as usual, \((-\Delta)\) denoting the negative Laplacian operator. It is well-known that operators \((I - \Delta)^{\beta/2}, \beta \in \mathbb{R}\), generate the norm of isotropic fractional Bessel potential spaces, where solutions of elliptic fractional pseudodifferential equations can be found (see Appendix). Non-linear continuous transformations \( f \) of these operators can also be defined via the Spectral Representation Theorem for self-adjoint operators (see, for example, Dautray and Lions, 1985b). In fact the operator \((I - \Delta)^{\beta/2}\) can be replaced in the above equation by a fractional pseudodifferential operator with continuous spectrum given in terms, for instance, of a positive elliptic fractional rational function (see Ramm, 2005).

- (ii) Hyperbolic case:

\[ L \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y} \right) = \frac{\partial^2}{\partial x^2} + \theta_1 \frac{\partial}{\partial x} + \theta_2 \frac{\partial}{\partial y} + \theta_1 \theta_2, \quad \theta_1 > 0, \quad \theta_2 > 0, \quad (14) \]

or

\[ L \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y} \right) = \left( \frac{\partial}{\partial x} + \alpha \right) \left( \frac{\partial}{\partial y} + \beta \right) + \gamma^2, \quad \alpha > 0, \quad \beta > 0, \quad \gamma > 0. \quad (15) \]

- (iii) Parabolic case \((y = t), \ t > 0\), where \( t \) can be interpreted as time:

\[ L \left( \frac{\partial}{\partial t}, \frac{\partial}{\partial x} \right) = \frac{\partial}{\partial t} - \theta_1 \frac{\partial^2}{\partial x^2} + \theta_2, \quad \theta_1 > 0. \quad (16) \]
In this case, fractional versions of the above equation can also be considered, for example, in terms of fractional powers of the negative Laplacian, i.e.,
\[ (-\Delta)^{\beta/2} = \left( -\frac{\partial^2}{\partial x^2} \right)^{\beta/2}, \quad \beta \in (0, 1), \]
that is,
\[ \mathcal{L} \left( \frac{\partial}{\partial t}, \frac{\partial}{\partial x} \right) = \frac{\partial}{\partial t} + \theta_1 \left( -\frac{\partial^2}{\partial x^2} \right)^{\beta/2} + \theta_2, \quad \theta_1 > 0. \]
The Green function \( G(x, y) \) of the corresponding deterministic problem, in equation (11), satisfies the identity
\[ \mathcal{L} \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y} \right) G(x, y) = \delta(x)\delta(y), \tag{17} \]
where \( \delta \) denotes the Dirac delta distribution. Therefore, since the Green function is a distribution, its Fourier transform
\[ \tilde{G}(\lambda_1, \lambda_2) = \frac{1}{2\pi} \int_{\mathbb{R}^2} \exp(-i\lambda_1 x - i\lambda_2 y) G(x, y) dxdy. \]
is interpreted in the weak sense. Thus, the general solution to (11) is formally given by
\[ u(x, y) = \int_{\mathbb{R}^2} G(x - u, y - v) dW_H(u, v) \]
\[ = 2\pi \int_{\mathbb{R}^2} \exp(i\lambda_1 x + i\lambda_2 y) \tilde{G}(\lambda_1, \lambda_2)(i\lambda_1)^{-H_1 + 1/2}(i\lambda_2)^{-H_2 + 1/2} Z(d\lambda_1, d\lambda_2). \tag{18} \]
Its distributional and strong-sense definitions, in term of anisotropic fractional Bessel potential spaces, is provided in the Appendix.
The covariance function of \( u \) is then formally given by
\[ B_u(x, y; x', y') = \text{Cov} \left( u(x, y), u(x', y') \right) = \int_{\mathbb{R}^2} \exp(i(\lambda_1(x - x') + \lambda_2(y - y'))) \]
\[ \times |\tilde{G}(\lambda_1, \lambda_2)|^2 |\lambda_1|^{-2H_1 + 1} |\lambda_2|^{-2H_2 + 1} d\lambda_1 d\lambda_2 \]
for \( H_i \in (0, 1) \) and \( 1 - 2H_i \in (-1, 1) \), with \( i = 1, 2 \).
The corresponding spectral density is
\[ f(\lambda_1, \lambda_2) = |\tilde{G}(\lambda_1, \lambda_2)|^2 |\lambda_1|^{-2H_1 + 1} |\lambda_2|^{-2H_2 + 1}, \quad (\lambda_1, \lambda_2) \in \mathbb{R}^2, \]
which can be interpreted as the spectral density of a continuous stationary Gaussian random field \( u \) under the conditions stated in the Appendix. When these conditions do not hold, the Fourier
The transform of the covariance function is interpreted in the sense of distributions, as well as $B_u$, which is defined as

$$B_u(\psi, \varphi) = E[u(\psi)u(\varphi)] = \int_{\mathbb{R}^2} \psi(x, y)B_u(x - u, y - v)\varphi(u, v)dudvdxdy,$$

for $\psi$ and $\varphi$ in a suitable test function family related to the anisotropic fractional Bessel potential space $H^{-\beta/b}_2(\mathbb{R}^2)$ (see Appendix). Thus, the generalized random field framework must be considered in the derivation of a formal solution.

### 4 Elliptic fractional Brownian field

For the elliptic model given in equation (12), the Green function of the corresponding deterministic problem (see Heine, 1955; Mohapl, 1999) is of the form

$$G_\gamma(x, y) = -\frac{1}{2\pi}K_0(-\gamma\sqrt{x^2 + y^2}),$$

while for the operator (13), the Green function is defined as

$$G_{a, b}(x, y) = -\frac{1}{2\pi}K_0(-\gamma\sqrt{a^2x^2 + b^2y^2}),$$

with $K_0$ denoting the modified Bessel function of second kind and order zero. Its Fourier transform (Matérn class) is of the form

$$\widehat{G}_\gamma(\lambda_1, \lambda_2) = \frac{1}{\gamma^2 + \lambda_1^2 + \lambda_2^2},$$

which is not integrable. Thus, in view of (8), the elliptic fractional Brownian motion field can be written in the space and spectral domains as

$$u(x, y) = \int_{\mathbb{R}^2} \frac{-1}{2\pi}K_0(-\gamma\sqrt{(x - u)^2 + (y - v)^2})dW_H(u, v)$$

$$= 2\pi c(\gamma)\int_{\mathbb{R}^2} \exp(i\lambda_1 x + \lambda_2 y)\frac{1}{(\lambda_1^2 + \lambda_2^2 + \gamma^2)}$$

$$\times(i\lambda_1)^{-H_1+1/2}(i\lambda_2)^{-H_2+1/2}Z(d\lambda_1, d\lambda_2),$$

with covariance function

$$\text{Cov}(u(x, y)u(x', y')) = c^2(\gamma)\int_{\mathbb{R}^2} \exp\left(i(\lambda_1(x - x') + \lambda_2(y - y'))\right)$$

$$\times\left(\frac{1}{\lambda_1^2 + \lambda_2^2 + \gamma^2}\right)^2$$

$$\times|\lambda_1|^{-2H_1+1}|\lambda_2|^{-2H_2+1}d\lambda_1d\lambda_2. \quad (19)$$

If $H_1 \in (1/2, 1)$ and $H_2 \in (1/2, 1)$, then $-2H_i + 1 \in (-1, 0)$, for $i = 1, 2$. Thus, the spectral density

$$f(\lambda_1, \lambda_2) = c^2(\gamma)\left(\frac{1}{\lambda_1^2 + \lambda_2^2 + \gamma^2}\right)^2$$

$$|\lambda_1|^{-2H_1+1}|\lambda_2|^{-2H_2+1} \in L^2(\mathbb{R}^2).$$
For $H_1 = 1/2$ and $H_2 = 1/2$, the Heine (1955)'s formula provides the solution (see also Mohapl, 1999)

$$u(x, y) = -\frac{1}{2\pi} \int_{\mathbb{R}^2} K_0 \left( -\gamma \sqrt{(x-u)^2 + (y-v)^2} \right) Z(du, dv),$$

with covariance function

$$R(x, y) = \frac{1}{4\pi\gamma} \sqrt{x^2 + y^2} K_1 \left( \gamma \sqrt{x^2 + y^2} \right),$$

where $K_1$ denotes the modified Bessel function of the second kind and order one, and the corresponding spectral density of Matérn class

$$f(\lambda_1, \lambda_2) = c^2(\gamma) \left( \frac{1}{\gamma^2 + \lambda_1^2 + \lambda_2^2} \right)^2,$$

which is absolutely integrable.

For $H_i \in (1/2, 1)$, $i = 1, 2$, the square-integrable functions in the RKHS $\mathcal{H}_u$ of the solution $u$ belong to the anisotropic fractional Bessel potential space $H_{2b}^{\beta^2/2}(\mathbb{R}^2)$ with

$$\beta = \frac{2(H_1 + 3/2)(H_2 + 3/2)}{H_2 + H_1 + 3},$$

$$b_1 = \frac{2(H_2 + 3/2)}{H_2 + H_1 + 3},$$

$$b_2 = \frac{2(H_1 + 3/2)}{H_2 + H_1 + 3}$$

(see Proposition 2(ii) in the Appendix). Similar formulae can be obtained for (13) (see Guyon, 1987) for the case $H_i = 1/2$, for $i = 1, 2$.

5 Hyperbolic fractional Brownian field

For the operator given in equation (15), the Green function in (17) is defined as (see Heine, 1955)

$$G(x, y) = G_\gamma(x, y) = \exp(-\alpha|x| - \beta|y|) J_0 \left( 2\gamma \sqrt{|x|y|} \right), \quad (x, y) \in \mathbb{R}^2,$$

where $\alpha > 0$, $\beta > 0$, and

$$J_0(x) = \sum_{n=0}^{\infty} (-1)^n \frac{x^{2n}}{2^n n!}$$

is the Bessel function of the first kind and zero order. In particular, for $\gamma = 0$, we have an Ornstein-Uhlenbeck covariance structure

$$G_0(x, y) = \exp \left(-\alpha|x| - \beta|y|\right), \quad (x, y) \in \mathbb{R}^2,$$

which has Fourier transform

$$\hat{G}_0(\lambda_1, \lambda_2) = \frac{\alpha\beta}{\pi^2(\alpha^2 + \lambda_1^2)(\beta^2 + \lambda_2^2)}, \quad (\lambda_1, \lambda_2) \in \mathbb{R}^2.$$
Equivalently, from the above equations, hyperbolic fractional Brownian motion can be formally defined as

\[ u(x, y) = 2\pi \int_{\mathbb{R}^2} \exp(\frac{i(\lambda_1 x + \lambda_2 y)}{\pi^2(\alpha^2 + \lambda_1^2)(\beta^2 + \lambda_2^2)}) \cdot (\lambda_1^2 - 2H_1 + 1)(\lambda_2^2 - 2H_2 + 1) Z(d\lambda_1, d\lambda_2), \]

and for \( \gamma = 0 \), we have

\[ u(x, y) = 2\pi \int_{\mathbb{R}^2} \exp(i(\lambda_1 x + \lambda_2 y)) \frac{\alpha\beta}{\pi^2(\alpha^2 + \lambda_1^2)(\beta^2 + \lambda_2^2)} \cdot (\lambda_1^2 - 2H_1 + 1)(\lambda_2^2 - 2H_2 + 1) Z(d\lambda_1, d\lambda_2). \]

Thus, the covariance function of hyperbolic fractional Brownian motion is then given by

\begin{align*}
\text{Cov}(u(x, y), u(x', y')) &= \int_{\mathbb{R}^2} \exp \left( i(\lambda_1(x - x') + \lambda_2(y - y')) \right) \\
&\quad \times |\mathcal{G}_\lambda(\lambda_1, \lambda_2)|^2 |\lambda_1|^{-2H_1 + 1} |\lambda_2|^{-2H_2 + 1} d\lambda_1 d\lambda_2, \\
&= \int_{\mathbb{R}^2} \exp \left( i(\lambda_1(x - x') + \lambda_2(y - y')) \right) \\
&\quad \times \left| -\lambda_1 \lambda_2 + \beta(i\lambda_1) + \alpha(i\lambda_2) + \alpha\beta + \gamma^2 \right|^2 |\lambda_1|^{-2H_1 + 1} |\lambda_2|^{-2H_2 + 1} d\lambda_1 d\lambda_2, \\
&= \int_{\mathbb{R}^2} \exp \left( i(\lambda_1(x - x') + \lambda_2(y - y')) \right) \\
&\quad \times \frac{|\lambda_1|^{-2H_1 + 1} |\lambda_2|^{-2H_2 + 1}}{(\lambda_1 \lambda_2)^2 + 2(\alpha\beta + \gamma^2)\lambda_1 \lambda_2 + \beta^2 \lambda_1^2 + \alpha^2 \lambda_2^2 + 2\alpha\beta \lambda_1 \lambda_2 + (\alpha\beta + \gamma^2)^2} d\lambda_1 d\lambda_2. \tag{25}
\end{align*}

Therefore, for \( H_i \in (1/2, 1), i = 1, 2 \), the spectral density of \( u \) is absolutely integrable, i.e., \( u \) is a Gaussian stationary random field. While for \( H_i \in (0, 1/2), i = 1, 2 \), random field \( u \) is introduced as a generalized random field, which can be defined on a subspace of \( \mathcal{L}(\mathcal{H}_{-s/2}(\mathbb{R}^2)) \), with parameters \( s \) and \( a \) given as in equation (10), and \( \mathcal{L} \) being the hyperbolic operator (15) (see Proposition 3 in the Appendix). Moreover, in the ordinary case \( (H_i \in (1/2, 1), i = 1, 2) \), the square integrable functions in the RKHS \( \mathcal{H}_c \) also belong to the anisotropic fractional Bessel potential space \( \mathcal{H}_c^{1/2}(\mathbb{R}^2) \), with \( \nu \) and \( c = (c_1, c_2) \) as follows (see Proposition 3 in the Appendix)

\[ \begin{align*}
\nu &= \frac{2(H_1 + 1/2)(H_2 + 1/2)}{H_1 + H_2 + 1}, \\
c_1 &= \frac{2(H_2 + 1/2)}{H_1 + H_2 + 1}, \\
c_2 &= \frac{2(H_1 + 1/2)}{H_1 + H_2 + 1}. \tag{26}
\end{align*} \]
For \( \gamma = 0 \), we have

\[
\text{Cov}(u(x, y), u(x', y')) = \int_{\mathbb{R}^2} \exp \left( i(\lambda_1 x - x') + \lambda_2 (y - y') \right) \left[ \frac{\alpha \beta}{\pi^2 (\alpha^2 + \lambda_1^2 \beta^2 + \lambda_2^2)^2} \right]^2 \\
\times |\lambda_1|^{-2H_1 + 1} |\lambda_2|^{-2H_2 + 1} d\lambda_1 d\lambda_2.
\]

For the particular case, \( H_i = 1/2 \), for \( i = 1, 2 \) (see Heine, 1955 and Guyon, 1987), the following expression is obtained for the covariance function of \( u \):

\[
\text{Cov}(u(0, 0), u(x, y)) = \exp \left( -\alpha |x| - \beta |y| \right) \\
\times \int_0^\infty \exp (-\delta u) J_0 \left( 2\gamma (x + u \cos(\theta))^{1/2} \right) (y + u \sin(\theta))^{1/2} du,
\]

where \( \delta = 2\alpha \beta (\alpha^2 + \beta^2)^{-1/2} \); \( \tan(\theta) = 4\beta \), and where \( J_0 \) is given in (22).

Our main interest relies on the definition of exact and asymptotic formulae of the Fourier transform of the Green function. Specifically, from equation (21), one can compute the Fourier transform of \( G \):

\[
\hat{G}_i(\lambda_1, \lambda_2) = \frac{1}{2\pi} \int_{\mathbb{R}^2} \exp \left( -i\lambda_1 x - i\lambda_2 y - \alpha |x| - \beta |y| \right) J_0 \left( 2\gamma \sqrt{|xy|} \right) dxdy
\]

\[
= \frac{1}{2\pi} \sum_{n=0}^\infty \int_{\mathbb{R}^2} \exp \left( -i\lambda_1 x - i\lambda_2 y - \alpha |x| - \beta |y| \right) \frac{(-1)^n (2\gamma)^{2n} |xy|^n}{2^n n!} dxdy
\]

\[
= \frac{1}{2\pi} \sum_{n=0}^\infty \frac{(2\gamma)^{2n} (-1)^n}{2^n n!} \left[ \int_R \exp \left( -i\lambda_1 x - \alpha |x| \right) |x|^n dx \right] \\
\times \left[ \int_R \exp \left( -i\lambda_2 - \beta |y| \right) |y|^n dy \right]
\]

\[
= \frac{1}{2\pi} \sum_{n=0}^\infty 2^{n+1} (-1)^n (2\gamma)^{2n} n! \frac{(\alpha - i\lambda_1)^{n+1} + (\alpha + i\lambda_1)^{n+1}}{(\alpha^2 + \lambda_1^2)^{n+1}} \times
\]

\[
\frac{(\beta - i\lambda_2)^{n+1} + (\beta + i\lambda_2)^{n+1}}{(\alpha^2 + \lambda_2^2)^{n+1}},
\]

which is defined in the sense of distributions, over the space of infinitely differentiable functions with compact support contained in \( \mathbb{R}^2 \).

Mohap (1999, equation (55)) provides, for the model

\[
\left( \frac{\partial^2}{\partial x \partial y} + \theta_2 \frac{\partial}{\partial y} + \theta_1 \frac{\partial}{\partial x} + \theta_1 \theta_2 \right) u(x, y) = \frac{\partial^2 W_{1/2,1/2}}{\partial x \partial y}(x, y),
\]

the following solution:

\[
u(x, y) = q_1 \exp(-\theta_1 x) + q_2 \exp(-\theta_2 y) + q_3 \exp(-\theta_1 x - \theta_2 y) \\
+ \gamma \int_0^x \int_0^y \exp(-\theta_1(y - v) - \theta_2(x - u))Z(du, dv),
\]
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with covariance function
\[ R(x, y) = \frac{1}{q_1 q_2 \theta_1 \theta_2} \exp(-\theta_1 |x| - \theta_2 |y|), \]
where \( q_i, i = 1, 2, \) are i.i.d. Gaussian random variables with zero mean and variance \( 1/\theta_1 \theta_2 \).

6 Parabolic fractional Brownian field

In the simplest case, for \( y = t > 0, \) and for \( \theta > 0, \) we have the classical heat equation:
\[
\left( \frac{\partial}{\partial t} - \theta \frac{\partial^2}{\partial x^2} \right) u(t, x) = \frac{\partial^2 W_H}{\partial t \partial x}(t, x), \tag{31}
\]
where \( H_j \in (0, 1), j = 1, 2. \) Its solution can be expressed as
\[
u(t, x) = \sqrt{2\pi} \int_{\mathbb{R}} \exp(i x \lambda) \int_0^t \exp(-\theta(t-s)|\lambda|^2)(i\lambda)^{-H_2+1/2}Z_t(d\lambda), \tag{32}
\]
where \( H_2 \) denotes the Hurst index in space, and
\[
\frac{\partial^2 W_H}{\partial t \partial x}(t, x) = \int_{\mathbb{R}} \exp(i x \lambda)(i\lambda)^{-H_2+1/2}Z_t(d\lambda). \tag{33}
\]
Thus, \( Z_t(d\lambda) \) is defined, in the Gaussian context, as a generalized random field, in the temporal domain, and as a random white noise measure, in the spatial spectral domain, satisfying
\[
E \left[ Z_t(d\omega)Z_t(d\lambda) \right] = B'(s, t) \frac{1}{2\pi} \delta(\omega - \lambda)dsd\lambda, \tag{34}
\]
with
\[
B'(s, t)_{st-w.s.} = \frac{\partial^2}{\partial s \partial t} \left( \frac{c(H_1)}{2} \left( |s|^{2H_1} + |t|^{2H_1} - |s-t|^{2H_1} \right) \right),
\]
defined in terms of the temporal Hurst index \( H_1. \) Here, \( = \) stands for the weak-sense identity in the temporal parameters \( s \) and \( t, \) that is, for the identity in the sense of tempered distributions in time, i.e.,
\[
f(\cdot)_{t-w.s.} = g(\cdot) \iff \int_{\mathbb{R}_+} g(s)\phi(s)ds = \int_{\mathbb{R}_+} f(s)\phi(s)ds,
\]
\[
B(\cdot, \cdot)_{st-w.s.} = K(\cdot, \cdot) \iff \int_{\mathbb{R}_+ \times \mathbb{R}_+} B(s, t)\phi(s, t)dsdt = \int_{\mathbb{R}_+ \times \mathbb{R}_+} K(s, t)\phi(s, t)dsdt,
\]
for all test function \( \phi \) in the dual Hilbert space \( H^* \) of \( H \) (respectively, in the dual of \( \mathbf{H} \otimes \mathbf{H} \)), the Hilbert space where \( f \) and \( g \) belong to (respectively, where \( B \) and \( K \) belong to).

In the spatiotemporal domain, the Green function \( G \) of the corresponding deterministic problem is given by
\[
G(t, x) = \frac{1}{\sqrt{4\pi \theta t}} \exp \left( -\frac{|x|^2}{4\theta t} \right),
\]
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Therefore, the solution \( u \) to problem (31) can also be formally expressed as

\[
u(t, x) = \int_0^t \int_{\mathbb{R}} \frac{1}{\sqrt{4\pi\theta(t-s)}} \exp \left( -\frac{|x-y|^2}{4\theta(t-s)} \right) \partial^2 W_H(ds, dy).
\] (35)

In the more general case (Mohapl, 1999)

\[
\left( \frac{\partial}{\partial t} - \theta_1 \frac{\partial^2}{\partial x^2} + \theta_2 \right) u(t, x) = \frac{\partial^2}{\partial t \partial x} W_H(t, x),
\]

the Green function is defined as

\[
G(t, x) = \frac{1}{\sqrt{4\pi\theta_1 t}} \exp \left( -\frac{x^2}{4\theta_1 t} - \theta_2 t \right).
\]

Then,

\[
\tilde{G}(t, \lambda) = \exp \left( -\theta_1 t |\lambda|^2 - \theta_2 t \right), \quad t > 0.
\]

In Mohapl (1999), the associated covariance function for the case \( H_i = 1/2 \), for \( i = 1, 2 \), is obtained as

\[
B(t, x) = \frac{1}{\sqrt{4\pi\theta_1 t}} \int_{\mathbb{R}^2} \exp \left( -\frac{(x-y)^2}{4\theta_1 t} - \theta_2 t \right) \rho(y) dy,
\]

where

\[
\rho(y) = \frac{\sigma^2}{2\sqrt{\theta_2 \theta_1}} \exp \left( -|y| \sqrt{\frac{\theta_2}{\theta_1}} \right).
\]

The above derivation of an explicit solution of equation (31), given by (32), in the spatial spectral domain, and by (35), in the spatiotemporal domain, is based on the semigroup approach. Under this approach, from the differential geometry of the random string processes, Wu and Xiao (2006) also obtain the characterization of the sample path properties of the solution of equation (31), randomly initialized, for the case \( H_i = 1/2 \), for \( i = 1, 2 \). The book by Chow (2007) provides an overview on the treatment of stochastic partial differential equations, and, in particular, on stochastic parabolic equations, under the semigroup approach, including the case of bounded domains where the point spectra approximation can be considered.

Alternatively to the semigroup approach, a stationary increment solution can also be explicitly derived on \( \mathbb{R}^2 \), for \( H_i = 1/2 \), \( i = 1, 2 \), and \( \theta_1 = 1, \theta_2 = 0 \), as follows (see, for example, Robeva and Pitt, 2007):

\[
u(t, x) = 2\pi \int_{\mathbb{R}^2} \frac{[\exp(i \langle (t, x), (\omega, \lambda) \rangle) - 1]}{i\omega + \lambda^2} Z(d\omega, d\lambda),
\]

since

\[
\int_{\mathbb{R}^2} \frac{\omega^2 + \lambda^2}{1 + \omega^2 + \lambda^2} \frac{1}{\omega^2 + \lambda^4} d\omega d\lambda < \infty
\]

(see Yaglom, 1957). Here, \( \langle (t, x), (\omega, \lambda) \rangle = t\omega + x\lambda \) and \( Z \) represents a Gaussian white noise measure. For \( H_i \neq 1/2 \), \( i = 1, 2 \), and \( \theta_1 = 1, \theta_2 = 0 \), a stationary increment solution can be defined as

\[
u(t, x) = 2\pi \int_{\mathbb{R}^2} \frac{[\exp(i \langle (t, x), (\omega, \lambda) \rangle) - 1]}{i\omega + \lambda^2} (i\omega)^{-H_i + 1/2} (i\lambda)^{-H_i + 1/2} Z(d\omega, d\lambda),
\]
in the generalized random field sense, on the space of infinitely differentiable functions which vanish, together with all their derivatives, outside of a compact domain (see Yaglom, 1986, pp.437-438, on generalized locally homogeneous fields). Specifically, for \( H_1 \) and \( H_2 \) such that there exists an integer \( p \) with \[
\int_{\mathbb{R}^2} \frac{\omega^2 + \lambda^2}{(1 + \omega^2 + \lambda^2)^{p+1}} \frac{1}{\omega^2 + \lambda^4} \omega^{-2H_1+1} \lambda^{-2H_2+1} d\omega d\lambda < \infty,
\]
the solution can be derived in the generalized random field setting stated in Yaglom (1986). Within this generalized random field solution framework, in the Gaussian innovation case (see, for example, Kelbert, Leonenko and Ruiz-Medina, 2005), the scale of anisotropic Bessel potential spaces also provides a suitable context for the definition of the weak-sense solution of the heat equation (31) on \( \mathbb{R}^2 \) as follows:

\[
U(\phi) = 2\pi \int_{\mathbb{R}^2} \phi(t, x) \int_{\mathbb{R}^2} \exp(i \langle (t, x), (\omega, \lambda) \rangle) \frac{1}{i \omega + \lambda^2} (i\omega)^{-H_1+1/2} (i\lambda)^{-H_2+1/2} Z(d\omega, d\lambda) dtdx,
\]

for \( \theta = 1 \), and for every \( \phi \in \mathcal{D} \left[ \left( \frac{\partial}{\partial t} - \frac{\partial^2}{\partial x^2} \right)^{H_1-1/2} \left( \frac{\partial}{\partial x} \right)^{H_2-1/2} \right]^{-1} \), i.e., for any function \( \phi \) in the domain of operator

\[
\left( \frac{\partial}{\partial t} - \frac{\partial^2}{\partial x^2} \right)^{H_1-1/2} \left( \frac{\partial}{\partial x} \right)^{H_2-1/2}
\]

on \( \mathbb{R}^2 \). Specifically, we can select a subspace of \( \mathcal{L}(H^{-s/\alpha}(\mathbb{R}^2)) \) as test function space for the generalized random field solution, with parameters \( s \) and \( a \) given as in equation (31), and \( \mathcal{L} \) being the parabolic operator defining equation (31) (see Proposition 4(ii) in the Appendix). Furthermore, for \( H_i \in (1/2, 1) \), \( i = 1,2 \), the square integrable functions in the RKHS \( H_d \) belong to the anisotropic fractional Bessel potential space \( H^{-r/e}(\mathbb{R}^2) \), where parameter \( r \) and \( e \) are given by (see Proposition 4(ii) in the Appendix)

\[
\begin{align*}
r &= \frac{2(H_1+1/2)(H_2+3/2)}{H_1+H_2+2} \\
e_1 &= \frac{2(H_2+3/2)}{H_1+H_2+2} \\
e_2 &= \frac{2(H_1+1/2)}{H_1+H_2+2}.
\end{align*}
\]

(36)

Similar arguments can be applied to the multidimensional case, that is, to the case where the following parabolic equation is considered:

\[
\left( \frac{\partial}{\partial t} + \mathcal{L} \right) u(t, x) = \frac{\partial^{d+1} W_H}{\partial t \partial x_1 \ldots \partial x_d}(t, x),
\]

(37)

where \( \mathcal{L} \) is an elliptic operator with constant coefficients on \( \mathbb{R}^d \). In this case, the Gaussian generalized random field solution is defined as

\[
U(\phi) = \left(2\pi\right)^{(d+1)/2} \int_{\mathbb{R}^{d+1}} \phi(t, x) \int_{\mathbb{R}^{d+1}} \exp(i \langle (t, x), (\omega, \lambda) \rangle) \frac{1}{i \omega + \mathcal{P}(\lambda)} \times(i\omega)^{-H_1+1/2} (i\lambda_1)^{-H_2+1/2} \cdots (i\lambda_d)^{-H_d+1/2} Z(d\omega, d\lambda) dtdx,
\]

(38)
with \( \mathcal{P} \) denoting the characteristic polynomial of operator \( \mathcal{L} \), \( Z \) being a Gaussian white noise measure on \( \mathbb{R}^{d+1} \), and \( \phi \) representing, as before, a suitable test function in the domain of operator

\[
\left[ \left( \frac{\partial}{\partial t} + \mathcal{L} \right) \left( \frac{\partial}{\partial t} \right)^{H_1-1/2} \left( \frac{\partial}{\partial x_1} \right)^{H_2-1/2} \cdots \left( \frac{\partial}{\partial x_d} \right)^{H_{d+1}-1/2} \right]^{-1}
\]
on \( \mathbb{R}^{d+1} \). The scale of anisotropic fractional Bessel potential spaces again provides an appropriate functional space scale, in the selection procedure of the space where the test functions lie for derivation of a generalized random field solution. An element of this scale is chosen according to the order of the characteristic polynomial of \( \mathcal{L} \) with respect to each independent spatial variable.

Note also that, under the above general setting, a stationary increment Gaussian solution on \( \mathbb{R}^2 \),

\[
u(t, x) = (2\pi)^{(d+1)/2} \int_{\mathbb{R}^{d+1}} \frac{[\exp(i((t, x), (\omega, \lambda))) - 1]}{i \omega + \mathcal{P}(\lambda)} (\omega)^{-H_{d+1}+1/2} \times (i \lambda_1)^{-H_1+1/2} \cdots (i \lambda_d)^{-H_{d+1}+1/2} Z(d \omega, d \lambda)
\]
can be defined under the assumption that \( \mathcal{L} \) has characteristic polynomial \( \mathcal{P} \) such that the following condition holds (see Yaglom, 1957):

\[
\int_{\mathbb{R}^{d+1}} \frac{\omega^2 + \|\lambda\|^2}{1 + \omega^2 + \|\lambda\|^2 \omega^2 + [\mathcal{P}(\lambda)]^2} \omega^{-2H_{d+1}+1}(\lambda_1)^{-2H_1+1} \cdots (\lambda_d)^{-2H_{d+1}+1} d\omega d\lambda < \infty.
\]

7 Parabolic equations with a spatial diffusion operator with variable coefficients

Interesting alternative examples of parabolic equations can be introduced in terms of the \( d \)-dimensional equation

\[
\left[ \frac{\partial}{\partial t} + \mathcal{L}(t, x) \right] u(t, x) = \frac{\partial^{d+1}W_H}{\partial t \partial x_1 \cdots \partial x_d}(t, x), \quad x \in \mathbb{R}^d, \; t > 0,
\]

when some special cases of operator \( \mathcal{L}(t, x) \) are considered, including the case of temporal variable coefficients, continuous functions of the negative Laplacian operator, and multifractional elliptic operators.

1. We first suppose that \( \mathcal{L}(t, x) = \mathcal{L}(t) \), that is, consider

\[
\mathcal{L}(t) = - \sum_{j,k=1}^{d} a_{j,k}(t) \frac{\partial^2}{\partial x_j \partial x_k} + \sum_{k=1}^{d} b_k(t) \frac{\partial}{\partial x_k} + c(t),
\]

\[
H = (H_1, ..., H_{d+1}) \in (0, 1)^{d+1},
\]

and the \( d + 1 \)-dimensional fractional Brownian motion can be defined in the spatial spectral domain as follows:
$W_H(t, x_1, ..., x_d) = \int_{\mathbb{R}^{d+1}} \prod_{j=1}^d \left[ \exp(i \lambda_j x_j) - 1 \over i \lambda_j \right] (i \lambda_j)^{-H_j + 1/2} Z_t(d \lambda_1, ..., d \lambda_d),$

where, for each $t \in \mathbb{R}_+$, $Z_t$ is a complex Gaussian white noise on the $d-$dimensional spatial spectral domain satisfying

$$E|Z_s(d \omega_1, ..., d \omega_d)Z_t(d \lambda_1, ..., d \lambda_d)| = B'(s, t) \frac{1}{(2\pi)^d} d \lambda_1 ... d \lambda_d,$$

with, as before,

$$B'(s, t) = \frac{\partial^2}{\partial s \partial t} \left( \frac{c(H_{d+1})}{2} \left( |s|^{2H_{d+1}} + |t|^{2H_{d+1}} - |s - t|^{2H_{d+1}} \right) \right). \tag{40}$$

The coefficients $\{a_{j,k}(t)\}, \{b_k(t)\}, c(t)$ of $\mathcal{L}(t)$ are assumed to be continuous functions on the half-line $[0, \infty)$, and

$$a_{j,k}(t) = a_{k,j}(t).$$

We assume local parabolicity of the equation, that is, for every $T > 0$, there exists a $K_T > 0$ such that

$$\text{Re} \left( \sum_{j,k=1}^d a_{j,k}(t) z_j z_k^* \right) \geq K_T |z|^2$$

for any $t \in [0, T]$ and $z = (z_1, ..., z_d) \in \mathbb{C}^d$.

In addition, we shall assume that the following oscillation condition holds: for some $A > 0$

$$\left| \det \left( \text{Im} \left( \int_0^t a_{j,k}(s) ds \right) \right) \right| \geq A |t|^d, \quad t \in [0, \infty).$$

We shall also assume that

$$\int_0^\infty |\text{Re} \left( a_{j,k}(t) \right)| \, dt < \infty, \quad j, k = 1, ..., d; \quad \int_0^\infty |\text{Re} \left( c(t) \right)| \, dt < \infty.$$

Under the above assumptions, the Green function of the equation

$$\left[ \frac{\partial}{\partial t} + \mathcal{L}(t) \right] u(t, x) = 0$$

is of the form

$$G(t, x) = (2\pi)^{d/2} \int_{\mathbb{R}^d} \exp(i \lambda \cdot x - A(t, \lambda)) d \lambda,$$

where

$$A(t, \lambda) = \sum_{j,k} \lambda_j \lambda_k \int_0^t a_{jk}(s) ds - i \sum_{k=1}^d \lambda_k \int_0^t b_k(s) ds + \int_0^t c(s) ds,$$
and satisfies
\[ |G(t, x)| < c' t^{-d/2}, \quad t > 0, \quad x \in \mathbb{R}^d, \]
\[ |D_x^m G(t, x)| < c_{T, m} t^{-(d+|m|)/2} \exp \left( -c_d \frac{|x|^2}{t} \right), \quad t \in [0, T], \quad x \in \mathbb{R}^d. \]

Thus, \( G \) can be defined in the spectral domain as
\[ \tilde{G}(t, \lambda) = \exp \{ -A(t, \lambda) \} = \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}^d} \exp (-i \langle \lambda, x \rangle) G(t, x) dx. \]

Moreover, under the above conditions,
\[ u(t, x) = \int_0^t (2\pi)^{d/2} \int_{\mathbb{R}^d} \exp (i \langle \lambda, x \rangle) \exp \left( -\int_s^t A(u, \lambda) du \right) i \prod_{j=1}^d (i \lambda_j)^{-H_j + \frac{d}{2}} Z_j (d \lambda_1, \ldots, d \lambda_d). \]

and
\[ \text{Cov}(u(t, x), u(s, y)) = \int_{\mathbb{R}^d} \exp (i \langle (x - y, \lambda) \rangle) \exp \left( -\int_{\text{max}(s, t)}^{\text{min}(s, t)} A(x, \lambda) dx \right) \]
\[ \times \prod_{j=1}^d |\lambda_j|^{-2H_j + 1} B'(u, \lambda) d \lambda_1 \ldots d \lambda_d, \quad (41) \]

where \( u \lor v \) denotes the maximum of \( u \) and \( v \), and \( t \land s \) denotes the minimum of \( t \) and \( s \). Here, the temporal covariance function \( B' \) is defined in the weak-sense as in equation (40).

2. Extensions of equation (31) can also be defined considering as spatial diffusion operator, a continuous function of the negative Laplacian operator on \( \mathbb{R}^d \), i.e.,
\[ \left( \frac{\partial}{\partial t} + f(-\Delta) \right) u(t, x) = \frac{\partial^{d+1} W_h}{\partial t \partial x_1 \ldots \partial x_d} (t, x), \quad (42) \]

where, for example,
\[ f(-\Delta) = \frac{P(-\Delta)}{Q(-\Delta)}. \quad (43) \]

Here, \( P \) and \( Q \) denote positive elliptic polynomials of respective fractional orders \( p \) and \( q \), with \( p, q \in \mathbb{R}^+ \). One may also consider \( f(-\Delta) = (-\Delta)^{\alpha/2}(I - \Delta)^{\beta/2} \), \( \alpha, \beta > 0 \). The parabolic equation with this spatial diffusion operator has been studied in detail in Angulo, Ruiz-Medina, Anh and Grecksch (2000), for the case \( H_i = 1/2 \), for \( i = 1, 2 \). Alternatively, for the same case \( H_i = 1/2 \), for \( i = 1, 2 \), in Kelbert, Leonenko and Ruiz-Medina (2005), fractional extensions of equation (31) are formulated in terms of fractional powers of operator \( \left( \frac{\partial}{\partial t} + \theta_1(-\Delta) + \theta_2 \right) \), i.e., considering the fractional Helmholtz equation
\[ \left( \frac{\partial}{\partial t} + \theta_1(-\Delta) + \theta_2 \right)^\nu u(t, x) = \xi(t, x), \quad \nu > 0, \]

where \( \xi \) denotes spatiotemporal white noise.
The solution to equation (42) is defined as

\[ u(t, x) = (2\pi)^{d/2} \int_{\mathbb{R}^d} \exp(i \langle x, \lambda \rangle) \int_0^t \exp \left( -(t-s)f(||\lambda||^2) \right) \prod_{j=1}^{d} (i\lambda_j)^{-H_j+1/2} Z_i(d\lambda_1, \ldots, d\lambda_d), \] (44)

where \( Z_i(d\lambda_1, \ldots, d\lambda_d) \) is given as in equations (33)-(34), considering, in the spectral domain, a \( d \)-dimensional white noise measure.

3. The case where \( \mathcal{L} \) is an elliptic multifractional pseudodifferential operator is now studied. Specifically, in the equation

\[ \left( \frac{\partial}{\partial t} + \mathcal{L} \right) u(t, x) = \frac{\partial^{d+1} W_t}{\partial t \partial x_1 \ldots \partial x_d} (t, x), \]

operator \( \mathcal{L} \) is defined as

\[ \mathcal{L}(\phi)(x) = \mathcal{P}(\phi)(x) = (2\pi)^{d/2} \int_{\mathbb{R}^d} \exp(i \langle x, \lambda \rangle) p(x, \lambda) \hat{\phi}(\lambda) d\lambda, \] (45)

where \( \mathcal{P} \) is a pseudodifferential operator of variable order (see, for instance, Jacob, 2005 and Leopold, 1991) with symbol \( p \) in the space of \( C^\infty \) functions whose derivatives of all orders are bounded, and satisfying, for any multi-indices \( \alpha \) and \( \beta \), that there exists a positive constant \( C_{\alpha, \beta} \) such that

\[ |D_x^\alpha D_\lambda^\beta p(x, \lambda)| \leq C_{\alpha, \beta} (\lambda) |\sigma(x) - \rho|^{a+\delta b|\beta|}, \] (46)

where \( 0 \leq \delta < \rho \leq 1 \), and \( \sigma \) is a real-valued function in \( \mathcal{B}^\infty(\mathbb{R}^d) \), the set of all \( C^\infty \)-functions whose derivatives of all orders are bounded. Here,

\[ (\lambda) = (1 + ||\lambda||^2)^{1/2}. \] (47)

The solution is then defined as (see Ruiz-Medina, Angulo and Anh, 2008, for the case \( H_i = 1/2 \), for \( i = 1, \ldots, d + 1 \))

\[ u(t, x) = (2\pi)^{d/2} \int_{\mathbb{R}^d} \exp(i \langle x, \lambda \rangle) \int_0^t \exp \left( -(t-s)p(x, \lambda) \right) \prod_{j=1}^{d} (i\lambda_j)^{-H_j+1/2} Z_i(d\lambda_1, \ldots, d\lambda_d), \] (48)

where \( Z_i(d\lambda) \) is given as in equations (33)-(34), considering the \( d \)-dimensional spatial spectral case.

4. An alternative multifractional version of equation (42) is obtained when time-dependent pseudodifferential operators are studied. Explicitly, the following multifractional operator can be considered:

\[ \mathcal{L}(\phi)(x) = \mathcal{P}(\phi)(t, x) = (2\pi)^{d/2} \int_{\mathbb{R}^d} \exp(i \langle x, \lambda \rangle) p(t, \lambda) \hat{\phi}(\lambda) d\lambda, \]

where the symbol \( p \) is again in the space of \( C^\infty \) functions whose derivatives of all orders are bounded, and satisfies similar regularity conditions, as above, with respect to the independent variables \( t \) and \( \lambda \). The solution is then defined as

\[ u(t, x) = (2\pi)^{d/2} \int_{\mathbb{R}^d} \int_0^t \exp(i \langle x, \lambda \rangle) \exp \left( -\int_s^t p(u, \lambda) du \right) \prod_{j=1}^{d} (i\lambda_j)^{-H_j+1/2} Z_i(d\lambda_1, \ldots, d\lambda_d). \] (49)
In particular, we can consider the multifractional heat-type (temporal-multifractional Riesz-Bessel) equation defined as

\[
\left( \frac{\partial}{\partial t} + (I - \Delta)^{\beta(t)/2}(-\Delta)^{\gamma(t)/2} \right) u(t, x) = \frac{\partial^{d+1} W_H}{\partial t \partial x_1 \ldots \partial x_d}(t, x),
\]

where the symbol \( p \) defining the multifractional pseudodifferential operator is given by

\[
p(t, \lambda) = (1 + \| \lambda \|^2)^{\beta(t)/2\| \lambda \|^\gamma(t)}.
\]

8 Fractional both in time and in space equations

Let us now consider the equation

\[
\frac{\partial^\beta}{\partial t^\beta} u(t, x) = -\mu (I - \Delta)^{\alpha/2}(-\Delta)^{\gamma/2} u(t, x) + \frac{\partial^{d+1} W_H}{\partial t \partial x_1 \ldots \partial x_d}(t, x), \quad t > 0, \ x \in \mathbb{R}^d,
\]

where \( \beta \in (0, 2] \), \( \gamma \geq 0 \), \( \alpha > 0 \) are fractional parameters. The fractional derivative in time is taken in the Caputo-Djrbashian sense:

\[
\frac{\partial^m u(t, x)}{\partial t^m} = \begin{cases} \frac{\partial^m u(t, x)}{\partial t^m}, & \beta = m \in \{1, 2\}, \\ \frac{1}{\Gamma(m-\beta)} \int_0^t (t - \tau)^{m-\beta-1} \frac{\partial^m u(\tau, x)}{\partial \tau^m} d\tau, & m - 1 < \beta < m, \ m \in \{1, 2\}. \end{cases}
\]

Here, \( \Delta \) is the \( d \)-dimensional Laplace operator, and the operators \((I - \Delta)^{\alpha/2}, \gamma \geq 0\), and \((-\Delta)^{\alpha/2}, \alpha > 0\), are interpreted as inverses of the Bessel and Riesz potentials respectively. Both Bessel and Riesz potentials are considered to be defined acting on the tempered distributions in the frequency domain, as it is usual, in the framework of fractional Bessel potential spaces (see Triebel, 1978).

The spatial Fourier transform of the Green function of the corresponding deterministic problem is defined as

\[
\hat{G}(t, \lambda) = E_\beta \left(-\mu t^\beta \| \lambda \|^\alpha (1 + \| \lambda \|^2)^{\gamma/2}\right),
\]

where

\[
E_\beta(-x) = \sum_{j=0}^{\infty} \frac{(-1)^j x^j}{\Gamma(j \beta + 1)},
\]

is the Mittag-Leffler function, and

\[
G(t, x) = (2\pi)^{d/2} \int_{\mathbb{R}^d} \exp(i \langle \lambda, x \rangle) E_\beta \left(-\mu t^\beta \| \lambda \|^\alpha (1 + \| \lambda \|^2)^{\gamma/2}\right) d\lambda.
\]

Note that

\[
E_\beta(-x) = \begin{cases} \exp(-x), & \beta = 1 \\ \frac{x}{\xi}, & 0 < \beta < 1, \end{cases}
\]

when \( x \to \infty \).
The solution then is

\[ u(t, x) = (2\pi)^{d/2} \int_{\mathbb{R}^d} \exp(i \langle x, \lambda \rangle) \int_0^t E_\beta \left( -\mu(t-s)^\beta \|\lambda\|^{\alpha(1+\|\lambda\|^2)^{\gamma/2}} \right) \]

\[ \times \prod_{j=1}^d (i\lambda_j)^{-H_j+1/2} Z_s(d\lambda_1, \ldots d\lambda_d), \quad (50) \]

where, for each \( s \in \mathbb{R}_+ \), \( Z_s \) is defined as in the previous section. The anisotropic fractional Bessel potential spaces can also be considered here to characterize, under suitable conditions (see Appendix), the mean smoothness index \( s \) of the functions in the RKHS of the solution \( u \), as well as their directional smoothness indexes. Specifically, for \( H_i \in (1/2, 1) \), \( i = 1, \ldots, d+1 \), the square-integrable functions in the RKHS \( \mathcal{H}_u \) of the solution \( u \) have mean smoothness index \( s \) given from the formula

\[ \frac{1}{s} = \frac{1}{d+1} \left[ \frac{1}{H_{d+1} - 1/2 + \beta} + \sum_{i=1}^d \frac{1}{H_i - 1/2 + \alpha + \gamma} \right] , \]

where the temporal smoothness index is \( H_{d+1} - 1/2 + \beta \), and the spatial smoothness indexes are \( H_i - 1/2 + \alpha + \gamma \), for \( i = 1, \ldots, d \).

Fractional interpolation is possible from the equation

\[ \frac{\partial^\beta u}{\partial t} - \mu(-\Delta)^{\gamma/2} u = \frac{\partial^{d+1} W_H}{\partial t \partial x_1 \cdots \partial x_d}(t, x), \]

with formal solution

\[ u(t, x) = (2\pi)^{d/2} \int_{\mathbb{R}^d} \exp(i \langle x, \lambda \rangle) \int_0^t E_\beta \left( -\mu(t-s)^\beta \|\lambda\|^{\alpha(1+\|\lambda\|^2)^{\gamma/2}} \right) \]

\[ \times \prod_{j=1}^d (i\lambda_j)^{-H_j+1/2} Z_s(d\lambda_1, \ldots d\lambda_d), \]

since for \( 0 < \beta \leq 1 \), we have a fractional parabolic equation, for \( 1 < \beta < 2 \), we have fractional parabolic-hyperbolic equation, and for \( \beta = 2 \), the hyperbolic case is recovered. Note that for \( \beta = 0 \), we have the elliptic equation.

### 9 General cases

We now consider, in equation (31), the case where the initial behavior of the solution \( u \) is defined in terms of a spatial stationary process. Specifically, the following problem is studied:

\[ \left( \frac{\partial}{\partial t} - \frac{\partial^2}{\partial x^2} \right) u(t, x) = \frac{\partial^{d+1} W_H}{\partial t \partial x}(t, x), \quad x \in \mathbb{R}, \ t > 0, \]

\[ u(0, x) = h(x) = \sqrt{2\pi} \int_{\mathbb{R}} \exp(i\lambda x) \sqrt{f_{h}(\lambda)} Z_h(d\lambda), \quad (52) \]
with formal solution (see (32)) given by

$$u(t, x) = \int_{\mathbb{R}} G(t, x - y) h(y) dy + \int_{0}^{t} \int_{\mathbb{R}} G(t - s; x - y) \partial^{2} W_{H}(ds, dy),$$

$$= \sqrt{2\pi} \int_{\mathbb{R}} \exp(i\lambda x) \exp(-t\lambda^{2}) \sqrt{f_{h}(\lambda)} Z_{h}(d\lambda)$$

$$+ \sqrt{2\pi} \int_{0}^{t} \int_{\mathbb{R}} \exp(i\lambda x) \exp(-(t - s)\lambda^{2})(i\lambda) Z_{h}(d\lambda),$$

(53)

where $Z_{h}(d\lambda)$ is defined as in equations (33)-(34), and $f_{h}$ and $Z_{h}$ respectively denote the spectral density and the white noise measure associated with the spectral representation of the stationary random initial condition $h$. Note that for the suitable definition of equation (53), $h$ must be such that the Green function $G$, as a function of the spatial component, is in the intersection of the dual spaces of the spatial reproducing kernel Hilbert spaces of processes $h$ and $\frac{\partial^{2} W_{H}(t, \cdot)}{\partial \partial x}$, i.e., $G_{t} \in [\mathcal{H}_{H}]^{*} \cap \left[\mathcal{H}_{\frac{\partial^{2} W_{H}(t, \cdot)}{\partial \partial x}}\right]^{*}$.

9.1 Multidimensional wave equation

In the hyperbolic case, the following extended formulation is considered:

$$\frac{\partial^{2} u}{\partial t^{2}}(t, x) = -(I - \Delta) u(t, x) + \frac{\partial^{d+1} W_{H}}{\partial \partial x_{1} \ldots \partial x_{d}}(t, x), \quad x \in \mathbb{R}^{d}, \quad t > 0$$

$$u(0, x) = g(\omega, x) = (2\pi)^{d/2} \int_{\mathbb{R}^{d}} \exp(i \langle \lambda, x \rangle) \sqrt{f_{g}(\lambda)} Z_{g}(d\lambda), \quad \omega \in \Omega, \quad x \in \mathbb{R}^{d}$$

$$\frac{\partial u}{\partial t}(0, x) = h(\omega, x) = (2\pi)^{d/2} \int_{\mathbb{R}^{d}} \exp(i \langle \lambda, x \rangle) \sqrt{f_{h}(\lambda)} Z_{h}(d\lambda), \quad \omega \in \Omega, \quad x \in \mathbb{R}^{d},$$

(54)

with $\Omega$ denoting the sample space involved in the construction of the basic probabilistic space $(\Omega, \mathcal{F}, P)$, where the random fields $h$, $g$, and $u$ are defined. Here, $f_{g}$ and $f_{h}$ are respectively the spectral densities of stationary random fields $g$ and $h$, and $Z_{g}$ and $Z_{h}$ represent the respective spectral white noise measures involved in the spectral representation of such random fields.
The solution to problem (54) can be defined as

\[
    u(t, x) = (2\pi)^{d/2} \int_{\mathbb{R}^d} \exp(i \langle \lambda, x \rangle) \frac{\partial \mathcal{G}}{\partial t}(t, \lambda) \mathcal{G}(\lambda) d\lambda + (2\pi)^{d/2} \int_{\mathbb{R}^d} \exp(i \langle \lambda, x \rangle) \mathcal{G}(t, \lambda) \mathcal{h}(\lambda) d\lambda
\]

\[
    + (2\pi)^{d/2} \int_0^t \int_{\mathbb{R}^d} \exp(i \langle \lambda, x \rangle) \mathcal{G}(t-s, \lambda) \prod_{j=1}^d (i\lambda_j)^{-H_j+1/2} Z_s(\lambda) d\lambda
\]

\[
    = (2\pi)^{d/2} \int_{\mathbb{R}^d} \exp(i \langle \lambda, x \rangle) \frac{\partial \mathcal{G}}{\partial t}(t, \lambda) \sqrt{f_g(\lambda)} Z_g(\lambda) d\lambda
\]

\[
    + (2\pi)^{d/2} \int_{\mathbb{R}^d} \exp(i \langle \lambda, x \rangle) \mathcal{G}(t, \lambda) \sqrt{f_h(\lambda)} Z_h(\lambda) d\lambda
\]

\[
    + (2\pi)^{d/2} \int_0^t \int_{\mathbb{R}^d} \exp(i \langle \lambda, x \rangle) \mathcal{G}(t-s, \lambda) \prod_{j=1}^d (i\lambda_j)^{-H_j+1/2} Z_s(\lambda) d\lambda,
\]

(55)

where \( Z_s(\lambda) \) is given as in equations (33)-(34), considering the \( d \)–dimensional spatial domain case, i.e., in terms of a \( d \)–dimensional Gaussian white noise measure in the spectral domain. Here, the Fourier transform of the Green function \( \mathcal{G} \) associated with the corresponding deterministic problem is given by

\[
    \mathcal{G}(t, \lambda) = \frac{\sin((\langle \lambda \rangle t)}{\langle \lambda \rangle},
\]

with \( \langle \lambda \rangle \) defined as in equation (47). For the suitable definition of \( u \), the random fields \( g \) and \( h \) must be such that \( \mathcal{G}_t \in \mathcal{H}_g^+ \cap \mathcal{H}_h^+ \cap \left[ \mathcal{H}_g^{2W(t.,.)} \right]^* \). Note that here the framework of anisotropic fractional Bessel potential spaces can also be introduced for characterization of the local regularity properties of the solution, according to the mean smoothness index, and directional temporal and spatial smoothness indexes of the functions in its RKHS.

Consider now the so-called d’Alembert solution to the equation

\[
    u_{tt} = c^2 u_{xx}, \quad x \in \mathbb{R}, \ t > 0
\]

\[
    u(0, x) = g(\omega, x) = \int_{\mathbb{R}} \exp(i\lambda x) \sqrt{f_g(\lambda)} Z_g(\lambda) d\lambda, \quad \omega \in \Omega
\]

\[
    u_1(0, x) = h(\omega, x) = \int_{\mathbb{R}} \exp(i\lambda x) \sqrt{f_h(\lambda)} Z_h(\lambda) d\lambda, \quad \omega \in \Omega.
\]

The d’Alembert solution \( u \) is

\[
    u(t, x) = \frac{1}{2} \left[ \int_{x - ct}^{x + ct} h(y) dy \right] + \int_{x - ct}^{x + ct} \frac{1}{2c} h(y) dy,
\]

which is given here by
hyperbolic equations are studied: order can also be studied in a similar way. Specifically, the following fractional and multifractional operator belongs to the family of fractional pseudodifferential operators considered in equation (42). The case where the spatial diffusion operator is a pseudodifferential operator of variable order can also be studied in a similar way. Specifically, the following fractional and multifractional hyperbolic equations are studied:

\[
\frac{\partial^2 u}{\partial t^2}(t, x) = -f((I - \Delta)^{1/2})u(t, x) + \frac{\partial^{d+1} W_H}{\partial t \partial x_1 \ldots \partial x_d}(t, x), \quad x \in \mathbb{R}^d, \ t > 0
\]

\[
u(0, x) = g(\omega, x) = (2\pi)^{d/2} \int_{\mathbb{R}^d} \exp(i \langle \lambda, x \rangle) \sqrt{f_g(\lambda)}Z_g(d\lambda), \quad \omega \in \Omega, \ x \in \mathbb{R}^d
\]

\[
\frac{\partial u}{\partial t}(0, x) = h(\omega, x) = (2\pi)^{d/2} \int_{\mathbb{R}^d} \exp(i \langle \lambda, x \rangle) \sqrt{f_h(\lambda)}Z_h(d\lambda), \quad \omega \in \Omega, \ x \in \mathbb{R}^d,
\]

where \( f \) is a continuous function, which can be, for example, a fractional elliptic polynomial or positive rational function. The solution is then defined as

\[
u(t, x) = (2\pi)^{d/2} \int_{\mathbb{R}^d} \exp(i \langle \lambda, x \rangle) \frac{\partial}{\partial t}K(t, \lambda) \sqrt{f_g(\lambda)}Z_g(d\lambda)
\]

\[
+ (2\pi)^{d/2} \int_{\mathbb{R}^d} \exp(i \langle \lambda, x \rangle) K(t, \lambda) \sqrt{f_h(\lambda)}Z_h(d\lambda)
\]

\[
+ (2\pi)^{d/2} \int_0^t \int_{\mathbb{R}^d} \exp(i \langle \lambda, x \rangle) K(t - s, \lambda) \prod_{j=1}^d (i\lambda_j)^{-H_j + 1/2} Z_j(d\lambda), \quad (56)
\]

where

\[
K(t, \lambda) = \sin\left(t [f(\langle \lambda \rangle)]^{1/2}\right) / [f(\langle \lambda \rangle)]^{1/2}.
\]
Similarly, one can consider the multifractional hyperbolic equation

\[
\frac{\partial^2 u}{\partial t^2}(t, x) = -\mathcal{P}u(t, x) + \frac{\partial^{d+1} W_H}{\partial t \partial x_1 \ldots \partial x_d}(t, x), \quad x \in \mathbb{R}^d, \ t > 0
\]

\[
u(0, x) = g(\omega, x) = (2\pi)^{d/2} \int_{\mathbb{R}^d} \exp(i(\lambda, x)) \sqrt{f_g(\lambda)} Z_g(d\lambda), \quad \omega \in \Omega, \ x \in \mathbb{R}^d
\]

\[
\frac{\partial \nu}{\partial t}(0, x) = h(\omega, x) = (2\pi)^{d/2} \int_{\mathbb{R}^d} \exp(i(\lambda, x)) \sqrt{f_h(\lambda)} Z_h(d\lambda), \quad \omega \in \Omega, \ x \in \mathbb{R}^d,
\]

where \(\mathcal{P}\) is a pseudodifferential operator of variable order, defined as in equation (45), in terms of symbol \(p\) satisfying the regularity conditions given in the previous section (see equation (46)). The Green function is then given by

\[
G(t, x) = (2\pi)^{d/2} \int_{\mathbb{R}^d} \exp((\lambda, x)) \frac{\sin(t[p(x, \lambda)]^{1/2})}{[p(x, \lambda)]^{1/2}} d\lambda. \quad (57)
\]

Thus, the corresponding solution \(u\) is defined as in equation (56) in terms of function \(G\) of equation (57) instead of function \(\hat{K}\).

## 10 Final comments

This paper provides the necessary elements for the introduction of random field models in the context of elliptic, parabolic and hyperbolic equations driven by fractional Gaussian random fields. The temporal, spatial and spatiotemporal Gaussian random field models considered here can be extended to a more general, not necessarily stationary, random innovation setting. Specifically, the innovation process can be defined in terms of the weak-sense second-order derivatives of a Gaussian generalized random field with RKHS isomorphic to a fractional (isotropic or anisotropic) Bessel potential space on the temporal, spatial or spatiotemporal domain considered. This isomorphic relationship ensures a covariance factorization. Then, the solution to the corresponding random elliptic, parabolic or hyperbolic equation can be expressed as a weak-sense integral, involving the convolution of the corresponding Green kernel and the kernel factorizing the covariance operator of the innovation process. The case of random initial condition can be similarly addressed using the covariance factorization of the Gaussian innovation process.

## Appendix

The basic elements and results on anisotropic fractional Bessel potential and Hölder spaces, needed in the characterization of the local regularity properties of the solutions to the formulated elliptic, hyperbolic and parabolic equations driven by fractional Gaussian random processes, are now introduced.

We first consider the definition of anisotropic fractional Bessel potential spaces:

**Definition 3.** (see Dachkovski, 2003) The anisotropic fractional Bessel potential space \(H^{s/a}_2(\mathbb{R}^d) \equiv H^{s/a}_2(\mathbb{R}^d)\) of vectorial order \(s/a = \left(\frac{\zeta}{a_1}, \ldots, \frac{\zeta}{a_d}\right)\), with \(s \in \mathbb{R}\) and \(a_i > 0\), for \(i = 1, \ldots, d\), is defined
as the space of tempered distributions \( f \in \mathcal{S}'(\mathbb{R}^d) \) having square integrable weak-sense directional derivatives of order \( \left( \frac{s}{a_1}, \ldots, \frac{s}{a_d} \right) \), i.e., \( f \in \mathcal{S}'(\mathbb{R}^d) \) is such that

\[
\sum_{i=1}^d \sqrt{\int_{\mathbb{R}^d} \left| (1 + \lambda_i^2)^{s/2a_i} \hat{f}(\lambda_1, \ldots, \lambda_d) \right|^2 d\lambda_1 \ldots d\lambda_d} < \infty.
\]

Here, as before, \( \hat{f} \) denotes the Fourier transform of \( f \) in the sense of the tempered distributions.

In the above definition the parameter \( s \) represents the mean smoothness of functions in the space \( \mathbf{H}_s^{a}(\mathbb{R}^d) \). Specifically, the parameter \( s \) is computed as

\[
\frac{1}{s} = \frac{1}{d} \left( \frac{1}{l_1} + \cdots + \frac{1}{l_d} \right),
\]

from the vector

\[
(l_1, \ldots, l_d) = \left( \frac{s}{a_1}, \ldots, \frac{s}{a_d} \right), \quad a_1 + \cdots + a_d = d,
\]

providing the directional smoothness of functions in the space \( \mathbf{H}_s^{a}(\mathbb{R}^d) \). Note that, the classical isotropic fractional Bessel potential space corresponds to \( a = 1 = (1, \ldots, 1) \). The following identity defines the duality between these anisotropic Bessel potential spaces:

\[
[H_p^s(\mathbb{R}^d)]' = H_p^{-s/a}(\mathbb{R}^d).
\]

Since we are considering the case \( p = 2 \) in this paper, the above identity also leads to the duality between Hilbert spaces here, i.e.,

\[
[H_2^s(\mathbb{R}^d)]^* = H_2^{-s/a}(\mathbb{R}^d).
\]

After the introduction of anisotropic Bessel potential spaces, the anisotropic fractional Hölder spaces are now defined. Denote by \( \mathbb{R}^{(d,d_i)} \), for \( 1 \leq i \leq l \), the set

\[
\mathbb{R}^{(d,d_i)} := \mathbb{R}^{d_1} \times \cdots \times \mathbb{R}^{d_i} \times \cdots \times \mathbb{R}^{d_l},
\]

where \( \sum_{k=1}^l d_k = d \), and with the hat over a factor (or component) meaning that the corresponding entry is absent. Thus, \( x_i := (x_1, \ldots, \hat{x}_i, \ldots, x_l) \), and for a function \( u \) on \( \mathbb{R}^d \) we write

\[
u(x_i, \cdot) := u(x_1, \ldots, x_{i-1}, \cdot, x_{i+1}, \ldots, x_l).
\]

Let \( \mathcal{C}_0(\mathbb{R}^d) \) be the space of continuous functions on \( \mathbb{R}^d \) vanishing at infinity. Then, define, for \( u \in \mathcal{C}_0(\mathbb{R}^d) \), the corresponding \( U_i \), for \( 1 \leq i \leq l \), defined as follows:

\[
U_i : \mathcal{C}_0(\mathbb{R}^d) \longrightarrow \mathcal{C}_0 \left( \mathbb{R}^{(d,d_i)} \right),
\]

given by

\[
U_i(u) := (x_i \longrightarrow u(x_i, \cdot)) \in \mathcal{C}_0 \left( \mathbb{R}^{(d,d_i)} \right).
\]

The following definition introduces anisotropic fractional Hölder spaces.
Definition 4. We define the anisotropic Hölder space \( \mathcal{C}^{t/a}_0(\mathbb{R}^d) \) of vectorial order \( t,a_1, \ldots, a_d > 0, \) as

\[
\mathcal{C}^{t/a}_0(\mathbb{R}^d) := \bigcap_{i=1}^l \mathcal{C}^{0}(\mathbb{R}^{(d,d)_i}, \mathcal{C}^{t/a_i}_0(\mathbb{R}^{d_i})),
\]

with \( U_i \) being defined, as before, from \( x_i := (x_1, \ldots, \hat{x}_i, \ldots, x_l) \), for \( i = 1, \ldots, l \). Here, \( \mathcal{C}^{r}_0(\mathbb{R}^{d_i}) \), \( i = 1, \ldots, l \), \( r \in \mathbb{R}^+ \), is defined, as usual, as a member of the fractional Besov space scale on \( \mathbb{R}^{d_i} \), \( i = 1, \ldots, l \) (see, for example, Triebel, 1978). That is, the space \( \mathcal{C}^{r}_0(\mathbb{R}^{d_i}) \) contains continuous functions on \( \mathbb{R}^{d_i} \) with continuous fractional derivatives up to order \( r \) vanishing at infinity, for \( i = 1, \ldots, l \).

Note that, along this paper we have considered the case \( d_i = 1 \), for \( i = 1, \ldots, l \), with \( d = l \). The following results provides the continuous injection of anisotropic fractional Bessel potential spaces into anisotropic fractional Hölder spaces on \( \mathbb{R}^d \).

Theorem 1. (see Theorem 3.9.1, Amann, 2009)

For \( 1 < p < \infty \), if \( s > t + |a|/p \), and \( a \neq a(1, \ldots, 1) \), for any \( a > 0 \), the following embedding holds

\[
H^s_p(\mathbb{R}^d) \hookrightarrow \mathcal{C}^{t/a}_0(\mathbb{R}^d).
\]

Here, \( |a| = a_1 + \cdots + a_d \).

Remark 3. In the formulation of Theorem 1 we have applied Theorem 3.9.1. of Amann (2009) using the fact that every finite-dimensional Banach space, in particular \( \mathbb{R}^d \), is so-called 'UMD', and has the so-called property \((\alpha)\) (see Amann, 2009, p.43). These are conditions which are assumed in Theorem 3.9.1 of Amann (2009).

The application of Theorem 1 with \( p = 2 \) allows us to establish conditions under which the functions in the RKHS of the solution of fractional elliptic, hyperbolic and parabolic equations, driven by fractional Gaussian white noise, are continuous.

1. First, we consider the study of local regularity properties of functions in the RKHS \( \mathcal{H}_{\partial^2 W_H} \) of \( \partial^2 W_H \). By definition, every function \( g \) belonging to the RKHS \( \mathcal{H}_{\partial^2 W_H} \) of the weak-sense derivative of fractional Brownian motion \( \frac{\partial^2 W_H}{\partial x \partial y} \) satisfies

\[
\|g\|_{\mathcal{H}_{\partial^2 W_H}}^2 = \int_{\mathbb{R}^2} |\lambda_1|^{2H_1-1} |\lambda_2|^{2H_2-1} |\hat{g}(\lambda_1, \lambda_2)|^2 d\lambda_1 d\lambda_2 < \infty,
\]

where \( \hat{g} \) denotes, as before, the Fourier transform of \( g \).

The interrelation between subspaces of functions in \( \mathcal{H}_{\partial^2 W_H} \) and \( H^s_2(\mathbb{R}^2) \) is provided in the following proposition, where the parameters \( s \) and \( a \) are specified.

Proposition 1. The following assertions hold:

(i) For \( H_1 = H_2 = 1/2 \),

\[
\mathcal{H}_{\partial^2 W_H} = L^2(\mathbb{R}^2) = H^{0/a}_2(\mathbb{R}^2).
\]
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(ii) For $H_1, H_2 \in (1/2, 1)$, the set of square-integrable functions in $\mathcal{H}^{\alpha}_{0, \alpha}$ is included in the anisotropic fractional Bessel potential space $H^{\alpha/\alpha}(\mathbb{R}^2)$ (see Definition 3), for $s_1 = \frac{\alpha}{a_1} = H_1 - 1/2$, and $s_2 = \frac{\alpha}{a_2} = H_2 - 1/2$, that is, according to equation (58),

$$s = \frac{2(H_1 - 1/2)(H_2 - 1/2)}{H_1 + H_2 - 1}.$$  

(iii) For $H_1, H_2 \in (0, 1/2)$, the subspace of absolutely integrable functions in $H^{\alpha/\alpha}(\mathbb{R}^2)$ is included in the space $\mathcal{H}^{\alpha}_{0, \alpha}$, with, as before, $s_1 = \frac{\alpha}{a_1} = H_1 - 1/2$, and $s_2 = \frac{\alpha}{a_2} = H_2 - 1/2$.

**Proof.** The proof of (i) follows directly from the definition of spaces $\mathcal{H}^{\alpha}_{0, \alpha}$, for $H_1 = H_2 = 1/2$, and $H^{\alpha/\alpha}(\mathbb{R}^2)$, which coincides with $L^2(\mathbb{R}^2)$.

Regarding assertion (ii), since we are considering the set of square integrable functions, for every function $g \in \mathcal{H}^{\alpha}_{0, \alpha}$, we have

$$\int_{\varepsilon_R(0) \times \varepsilon_R(0)} (1 + |\lambda_i|^2)^{H_i - 1/2}|\tilde{g}(\lambda_1, \lambda_2)|^2 d\lambda_1 d\lambda_2 < \infty, \quad i = 1, 2,$$

where $\varepsilon_R(0) \subset \mathbb{R}$ denotes a one-dimensional neighborhood of zero frequency of radius $R > 0$. Thus,

$$\int_{\varepsilon_R(0) \times \varepsilon_R(0)} (1 + |\lambda_1|^2)^{H_1 - 1/2}|\tilde{g}(\lambda_1, \lambda_2)|^2 d\lambda_1 d\lambda_2$$

$$+ \int_{\varepsilon_R(0) \times \varepsilon_R(0)} (1 + |\lambda_2|^2)^{H_2 - 1/2}|\tilde{g}(\lambda_1, \lambda_2)|^2 d\lambda_1 d\lambda_2 < \infty. \quad (60)$$

Additionally, for every function $g \in \mathcal{H}^{\alpha}_{0, \alpha}$,

$$\int_{\mathbb{R} \setminus \varepsilon_R(0) \times \mathbb{R} \setminus \varepsilon_R(0)} (1 + |\lambda_1|^2)^{2H_1 - 1/2}|\tilde{g}(\lambda_1, \lambda_2)|^2 d\lambda_2 d\lambda_1$$

$$\leq M \int_{\mathbb{R} \setminus \varepsilon_R(0) \times \mathbb{R} \setminus \varepsilon_R(0)} |\lambda_1|^{2H_1 - 1}|\lambda_2|^{2H_2 - 1} d\lambda_1 d\lambda_2$$

$$\leq MC \int_{\mathbb{R} \setminus \varepsilon_R(0) \times \mathbb{R} \setminus \varepsilon_R(0)} |\lambda_1|^{2H_1 - 1}|\lambda_2|^{2H_2 - 1} |\tilde{g}(\lambda_1, \lambda_2)|^2 d\lambda_2 d\lambda_1 < \infty, \quad (61)$$

and similarly,

$$\int_{\mathbb{R} \setminus \varepsilon_R(0) \times \mathbb{R} \setminus \varepsilon_R(0)} (1 + |\lambda_2|^2)^{2H_2 - 1/2}|\tilde{g}(\lambda_1, \lambda_2)|^2 d\lambda_2 d\lambda_1$$

$$\leq MC \int_{\mathbb{R} \setminus \varepsilon_R(0) \times \mathbb{R} \setminus \varepsilon_R(0)} |\lambda_1|^{2H_1 - 1}|\lambda_2|^{2H_2 - 1} |\tilde{g}(\lambda_1, \lambda_2)|^2 d\lambda_2 d\lambda_1 < \infty. \quad (62)$$
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Therefore, from equations (60)-(62), \( g \in H_{2/a}^2(\mathbb{R}^2) \), with \( s_1 = \frac{s}{a_1} = H_1 - 1/2 \), and \( s_2 = \frac{s}{a_2} = H_2 - 1/2 \). Since \( a_1 + a_2 = d = 2 \), we get by (58),
\[
\frac{1}{s} = \frac{1}{2} \left( \frac{1}{s_1} + \frac{1}{s_2} \right) = \frac{1}{2} \left( \frac{1}{H_1 - 1/2} + \frac{1}{H_2 - 1/2} \right),
\]
which yields (59). Thus, assertion (ii) holds.

Note that, in the derivation of inequalities in equations (61)-(62), we have applied the fact that, for each fixed value of \( \lambda \), there exists a constant \( C \) such that,
\[
\|(-\Delta)^{-\left((H_1 - 1/2)/(2)ight)}(h)\|_{L^2(T)}^2 \approx \int_{\mathbb{R} \setminus \epsilon_r(0)} \frac{\|\hat{h}(\lambda)\|^2}{|\lambda|^{2H_j-1}} d\lambda \leq C\|h\|_{L^2(T)}^2 < \infty, \quad j = 1, 2,
\]
where in equations (61)-(62), we have considered
\[
\hat{h}_{\lambda_i}(\lambda) = |\lambda_i|^{2H_j-1}|\lambda|^{2H_j-1}\bar{g}_{\lambda_j}(\lambda), \quad i = 1, 2, \quad i \neq j,
\]
for each fixed value of \( \lambda_i \in \mathbb{R} \setminus \epsilon_R(0) \), since \( g \in \mathcal{H}_{2}^{a_{W_j}} \).

Finally, for the proof of assertion (iii), we first apply the fact that for any absolutely integrable functions \( g \in H_{2/a}^2(\mathbb{R}^2) \), with \( H_i \in (0, 1/2) \), we also have
\[
\int_{\epsilon_R(0) \times \epsilon_R(0)} |\lambda_1|^{2H_1-1}|\lambda_2|^{2H_2-1}|\bar{g}(\lambda_1, \lambda_2)|^2 d\lambda_1 d\lambda_2 < \infty.
\]
Furthermore, for \( H_i \in (0, 1/2) \), for \( i = 1, 2 \), for every \( g \in H_{2/a}^2(\mathbb{R}^2) \),
\[
\int_{\mathbb{R}^2 \setminus \epsilon_R(0) \times \epsilon_R(0)} |\lambda_1|^{2H_1-1}|\lambda_2|^{2H_2-1}|\bar{g}(\lambda_1, \lambda_2)|^2 d\lambda_1 d\lambda_2
\]
\[
= \int_{\mathbb{R}^2 \setminus \epsilon_R(0) \times \epsilon_R(0)} \frac{|\lambda_1|^{2H_1-1}|\lambda_2|^{2H_2-1}(1 + |\lambda_i|^2)^{H_j-1/2}}{(1 + |\lambda_i|^2)^{H_j-1/2}} |\bar{g}(\lambda_1, \lambda_2)|^2 d\lambda_1 d\lambda_2
\]
\[
\leq M \int_{\mathbb{R}^2 \setminus \epsilon_R(0) \times \epsilon_R(0)} (1 + |\lambda_i|^2)^{H_j-1/2} |\bar{g}(\lambda_1, \lambda_2)|^2 d\lambda_1 d\lambda_2 < \infty, \quad i = 1, 2.
\]

(63)

Then, \( g \in \mathcal{H}_{2}^{a_{W_j}} \), and assertion (iii) holds. Note that in the derivation of equation (63) we have applied that there exists a positive constant \( M \) such that
\[
\left[ \frac{|\lambda_i|^2}{(1 + |\lambda_i|^2)} \right]^{H_j-1/2} \leq M, \quad i = 1, 2,
\]
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for $\lambda_i \in \mathbb{R} \setminus \varepsilon_R(0)$, with $R$ sufficiently large. Moreover, we have considered the fact that $|\lambda_i|^{2H_i-1} \leq 1$, $H_i \in (0,1/2)$, for $\lambda_i \in \mathbb{R} \setminus \varepsilon_R(0)$, with $R$ sufficiently large, for $i = 1, 2$. 

It follows from Theorem $1$ that the functions in the space $\mathcal{H}^{s,a} (\mathbb{R}^2)$ belong to $\mathcal{C}^{t,a} (\mathbb{R}^2)$ if $s > t + |a|/2 = t + 1$, for certain $t > 0$. Considering the parameters $s$ and $a$ specified in Proposition $1$, this inequality means that

$$s = \frac{2(H_1 - 1/2)(H_2 - 1/2)}{H_1 + H_2 - 1} > t + |a|/2 = t + 1,$$

that is, $H_1$ and $H_2$ must be such that

$$\frac{2(H_1 - 1/2)(H_2 - 1/2)}{H_1 + H_2 - 1} - 1 > t,$$

i.e.,

$$t < \frac{2H_1H_2 - 2\lceil H_1 + H_2 \rceil + 3/2}{H_1 + H_2 - 1}, \quad (64)$$

for certain $t > 0$.

From Proposition $1$(ii), the set of square-integrable functions in $\mathcal{H}_{\partial^2 W_{it}}$ are then continuous for $H_i \in (1/2, 1)$, $i = 1, 2$, such $t > 0$ satisfying (64).

2. In the case of the general solution (18), when $H_i, i = 1, 2,$ and $\mathcal{L}$ are such that

$$\left[\mathcal{L} \left(\frac{\partial}{\partial x}, \frac{\partial}{\partial y}\right)\right]^{-1} \left[\frac{\partial}{\partial x}\right]^{-H_1+1/2} \left[\frac{\partial}{\partial x}\right]^{-H_2+1/2} : L^2(\mathbb{R}^2) \rightarrow \mathbb{H}^{\beta/b}_2(\mathbb{R}^2),$$

for a suitable $\beta \in \mathbb{R}$ and $b = (b_1, b_2)$, where, as before, $\mathbb{H}^{\beta/b}_2(\mathbb{R}^2)$ denotes the anisotropic fractional Bessel potential space of vectorial order $\beta/b$ on $\mathbb{R}^2$. The strong-sense (pointwise) definition of $u$, in the mean-square sense, as a continuous Gaussian random field, follows from the continuous injection of anisotropic Bessel potential spaces into anisotropic Hölder spaces, under suitable conditions. Specifically, from Theorem $1$, for $\beta > t + \frac{b_1 + b_2}{2} = t + 1$, for certain $t > 0$, $\mathbb{H}^{\beta/b}_2(\mathbb{R}^2) \hookrightarrow \mathcal{C}^{t/b} (\mathbb{R}^2)$, and a strong-sense (pointwise) definition of $u$ can be established. When this cannot be done, a weak-sense definition of $u$ must be adopted, in terms of the tempered distributions belonging to the anisotropic Bessel potential space $\mathbb{H}^{-\beta/b}_2(\mathbb{R}^2)$, that is,

$$u(\psi) = \int_{\mathbb{R}^2} u(x, y)\psi(x, y)dx dy, \quad \psi \in \mathbb{H}^{-\beta/b}_2(\mathbb{R}^2).$$

We now refer to the specific conditions satisfied by $H_1$ and $H_2$, in the elliptic, hyperbolic and parabolic cases, that allow the identification of the local regularity properties of the functions in the RKHS of their solutions, in terms of fractional Bessel potential spaces.

3. In the elliptic case, we study the relationship of the RKHS $\mathcal{H}_t$ of the solution $u$ to equation (12) with the anisotropic fractional Bessel potential space with smoothness parameters given in equation (20). These parameters are derived from Proposition $1$ by considering the domain of the elliptic
differential operator (12). Since in the Fourier domain $\frac{\partial}{\partial x}$ acts as $i\lambda$, the operator (12) acts as $|i\lambda_1|^2 + |i\lambda_2|^2 + \gamma^2$. Hence, the RKHS $\mathcal{K}_u$ of the solution $u$ made of the functions $g$ such that

$$\int_{\mathbb{R}^2} (|\lambda_1^2 + \lambda_2^2 + \gamma^2|^2 |\lambda_1|^{2H_1-1} |\lambda_2|^{2H_2-1} |\tilde{g}(\lambda_1, \lambda_2)|^2 d\lambda_1 d\lambda_2 < \infty.$$  

(65)

Consequently,

**Proposition 2.** The following equalities and inclusions hold:

(i) For $H_1 = H_2 = 1/2$, and $\gamma = 1$,

$$\mathcal{K}_u = \mathcal{H}_2^0(\mathbb{R}^2),$$

where $\mathcal{H}_2^0(\mathbb{R}^2)$ denotes the isotropic Bessel potential space of integer order 2.

(ii) For $H_1, H_2 \in (1/2, 1)$, the set of square-integrable functions in the RKHS $\mathcal{K}_u$ is included in the anisotropic fractional Bessel potential space $\mathcal{H}_2^{\beta/b}(\mathbb{R}^2)$ (see Definition 3), for $\beta_1 = H_1 - 1/2 + 2 = H_1 + 3/2$, and $\beta_2 = H_2 - 1/2 + 2 = H_2 + 3/2$, that is, according to equation (20),

$$\beta = \frac{2(H_1 + 3/2)(H_2 + 3/2)}{H_1 + H_2 + 3}.$$  

(iii) For $H_1, H_2 \in (0, 1/2)$, the subspace of absolutely integrable functions in $L^{-1}(\mathcal{H}_2^{s/a}(\mathbb{R}^2))$, with $s$ and $a$ defined as in Proposition 7 and $L$ given in equation (12), is included in the RKHS space $\mathcal{K}_u$, where

$$\langle f, g \rangle_{L^{-1}(\mathcal{H}_2^{s/a}(\mathbb{R}^2))} = (L(f), L(g))_{\mathcal{H}_2^{s/a}(\mathbb{R}^2)}, \quad f, g \in L^{-1}(\mathcal{H}_2^{s/a}(\mathbb{R}^2)).$$

**Proof.** (i) It directly follows from the definition of the spaces $\mathcal{K}_u$, in equation (65), and the isotropic Bessel potential space $\mathcal{H}_2^0(\mathbb{R}^2)$.

(ii) For every square-integrable function $g \in \mathcal{K}_u$,

$$\int_{\mathcal{E}_g(0) \times \mathcal{E}_g(0)} (1 + |\lambda_1|^2)^{H_1 + 3/2} |\tilde{g}(\lambda_1, \lambda_2)|^2 d\lambda_1 d\lambda_2
\quad + \int_{\mathcal{E}_g(0) \times \mathcal{E}_g(0)} (1 + |\lambda_2|^2)^{H_2 + 3/2} |\tilde{g}(\lambda_1, \lambda_2)|^2 d\lambda_1 d\lambda_2 < \infty.$$  

(66)

Now, for every function $g \in \mathcal{K}_u$,

$$\int_{\mathbb{R} \setminus \mathcal{E}_g(0) \times \mathcal{E}_g(0)} (1 + |\lambda_1|^2)^{H_1 + 3/2} |\tilde{g}(\lambda_1, \lambda_2)|^2 d\lambda_2 d\lambda_1
\quad = \int_{\mathcal{E}_g(0) \times \mathcal{E}_g(0)} \frac{|(\lambda_1^2 + \lambda_2^2 + \gamma^2)|^2 |\lambda_1|^{2H_1-1} |\lambda_2|^{2H_2-1} (1 + |\lambda_1|^2)^{H_1 + 3/2} |\tilde{g}(\lambda_1, \lambda_2)|^2 d\lambda_2 d\lambda_1
\quad \leq \tilde{M} \int_{\mathcal{E}_g(0) \times \mathcal{E}_g(0)} \frac{|(\lambda_1^2 + \lambda_2^2 + \gamma^2)|^2 |\lambda_1|^{2H_1-1} |\lambda_2|^{2H_2-1} |\tilde{g}(\lambda_1, \lambda_2)|^2 d\lambda_2 d\lambda_1
\quad \leq \tilde{M} C \int_{\mathcal{E}_g(0) \times \mathcal{E}_g(0)} |(\lambda_1^2 + \lambda_2^2 + \gamma^2)|^2 |\lambda_1|^{2H_1-1} |\lambda_2|^{2H_2-1} |\tilde{g}(\lambda_1, \lambda_2)|^2 d\lambda_2 d\lambda_1 < \infty,$$  

(67)
and similarly,
\[
\int_{R\setminus\epsilon_R(0)\times R\setminus\epsilon_R(0)} (1 + |\lambda_2|^2)^{H_2+3/2} |\tilde{g}(\lambda_1, \lambda_2)|^2 d\lambda_2 d\lambda_1 \\
\leq \tilde{M} C \int_{R\setminus\epsilon_R(0)\times R\setminus\epsilon_R(0)} (\lambda_1^2 + \lambda_2^2 + \gamma^2)^2 |\lambda_1|^{2H_1-1} |\lambda_2|^{2H_2-1} |\tilde{g}(\lambda_1, \lambda_2)|^2 d\lambda_2 d\lambda_1 < \infty.
\]

(68)

Therefore, from equations (66)-(68), \( g \in H^{b/b}_2(\mathbb{R}^2) \), with \( \beta_1 = \beta_{b_1} = H_1 + 3/2 \), and \( \beta_2 = \beta_{b_2} = H_2 + 3/2 \). Thus, assertion (ii) holds. In the derivation of inequalities (67)-(68), we have applied the fact that
\[
(1 + |\lambda_i|^2)^{H_i+3/2} |\lambda_i|^{2H_i-1} \leq \tilde{M}, \quad i = 1, 2,
\]
for certain positive constant \( \tilde{M} \), and \( \lambda_i \in R \setminus \epsilon_R(0), i = 1, 2 \), and, as in Proposition 1, the continuity of the Riesz operator on \( L^2(T) \) is applied.

(iii) We first remark that for any absolutely integrable functions \( g \in \mathcal{L}^{-1}(H^{b/b}_2(\mathbb{R}^2)) \), with \( H_i \in (0, 1/2), i = 1, 2 \),
\[
\int_{\epsilon_R(0)\times \epsilon_R(0)} (\lambda_1^2 + \lambda_2^2 + \gamma^2)^2 |\lambda_1|^{2H_1-1} |\lambda_2|^{2H_2-1} |\tilde{g}(\lambda_1, \lambda_2)|^2 d\lambda_1 d\lambda_2 < \infty.
\]

Furthermore, for \( H_i \in (0, 1/2), i = 1, 2 \), for every \( g \in \mathcal{L}^{-1}(H^{b/b}_2(\mathbb{R}^2)) \), similarly to Proposition 1(iii), we obtain
\[
\int_{R^2\setminus\epsilon_R(0)\times \epsilon_R(0)} (\lambda_1^2 + \lambda_2^2 + \gamma^2)^2 |\lambda_1|^{2H_1-1} |\lambda_2|^{2H_2-1} |\tilde{g}(\lambda_1, \lambda_2)|^2 d\lambda_1 d\lambda_2 \\
= \int_{R^2\setminus\epsilon_R(0)\times \epsilon_R(0)} \frac{(\lambda_1^2 + \lambda_2^2 + \gamma^2)^2 |\lambda_1|^{2H_1-1} |\lambda_2|^{2H_2-1} (1 + |\lambda_i|^2)^{H_i-1/2}}{(1 + |\lambda_i|^2)^{H_i-1/2}} \\
\times |\tilde{g}(\lambda_1, \lambda_2)|^2 d\lambda_1 d\lambda_2 \\
\leq M \int_{R^2\setminus\epsilon_R(0)\times \epsilon_R(0)} (\lambda_1^2 + \lambda_2^2 + \gamma^2)^2 (1 + |\lambda_i|^2)^{H_i-1/2} |\tilde{g}(\lambda_1, \lambda_2)|^2 d\lambda_1 d\lambda_2 < \infty,
\]

(69)

for \( i = 1, 2 \). Then, \( g \in \mathcal{H}^{b}_0 \), and assertion (iii) holds.

It follows from Theorem 1 that the functions in the space \( H^{b/b}_2(\mathbb{R}^2) \) belong to \( \mathcal{C}_0^{b/b}(\mathbb{R}^2) \) if \( \beta > t + |b|/2 = t + 1 \), for certain \( t > 0 \). Considering the parameters \( \beta \) and \( b \) specified in Proposition 2, we then have that, for \( H_1 \) and \( H_2 \) such that there exists a certain positive \( t \), with
\[
\frac{2(H_1 + 3/2)(H_2 + 3/2)}{H_1 + H_2 + 3} - 1 > t,
\]
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i.e.,
\[ t < \frac{2H_1H_2 + 2[H_1 + H_2] + 3/2}{H_1 + H_2 + 3}, \]  
(70)
the functions in \( H^{\beta/b}_2(\mathbb{R}^2) \) are continuous. In addition, from Proposition \( 2(ii) \), for \( H_i \in (1/2, 1) \), \( i = 1, 2 \), the set of square-integrable functions in \( \mathcal{H}_u \) are then continuous for \( t > 0 \) satisfying (70).

4. We now consider the hyperbolic case, and, in particular, establish (26).

**Proposition 3.** The following inclusions hold:

(i) For \( H_1 = H_2 = 1/2 \), \( \mathcal{H}_u \subset W^2_2(\mathbb{R}^2) \), where \( W^2_2(\mathbb{R}^2) \) denotes the classical Sobolev space of integer order 2.

(ii) For \( H_1, H_2 \in (1/2, 1) \), the set of square-integrable functions in the RKHS \( \mathcal{H}_u \) is included in the anisotropic fractional Bessel potential space \( H^{\nu_1/\alpha}_1(\mathbb{R}^2) \) (see Definition 3), for \( \nu_1 = H_1 - 1/2 + 1 = H_1 + 1/2 \), and \( \nu_2 = H_2 - 1/2 + 1 = H_2 + 1/2 \), and hence
\[ \nu = \frac{2(H_1 + 1/2)(H_2 + 1/2)}{H_1 + H_2 + 1}. \]

(iii) For \( H_1, H_2 \in (0, 1/2) \), the subspace of absolutely integrable functions in \( \mathcal{L}^{-1}(H^{\nu_1/\alpha}_2(\mathbb{R}^2)) \), with \( s \) and \( \alpha \) defined as in Proposition 7 and \( \mathcal{L} \) given in equation (15), is included in the space \( \mathcal{H}_u \), where, as before,
\[ \langle f, g \rangle_{\mathcal{L}^{-1}(H^{\nu_1/\alpha}_2(\mathbb{R}^2))} = \langle \mathcal{L}(f), \mathcal{L}(g) \rangle_{H^{\nu_1/\alpha}_2(\mathbb{R}^2)}, \quad f, g \in \mathcal{L}^{-1}(H^{\nu_1/\alpha}_2(\mathbb{R}^2)). \]

**Proof.** We first remark that the norm in the RKHS \( \mathcal{H}_u \) of the solution to the hyperbolic problem (15) is given by
\[
\|g\|^2_{\mathcal{H}_u} = \int_{\mathbb{R}^2} |(i\lambda_1 + \alpha)(i\lambda_2 + \beta) + \gamma^2|^{2H_1-1}|\lambda_1|^{2H_2-1}|\lambda_2|^{2H_2-1}|\mathcal{G}(\lambda_1, \lambda_2)|^2 d\lambda_1 d\lambda_2
+ \int_{\mathbb{R}^2} -\lambda_1 \lambda_2 + \beta (i\lambda_1) + \alpha (i\lambda_2) + \alpha \beta + \gamma^2 |^{2H_1-1}|\lambda_1|^{2H_2-1}|\lambda_2|^{2H_2-1}|\mathcal{G}(\lambda_1, \lambda_2)|^2 d\lambda_1 d\lambda_2.
\]

(i) This is straightforward from the definition of the space \( \mathcal{H}_u \), in the above equation, and the definition of the classical Sobolev space \( W^2_2(\mathbb{R}^2) \).

(ii) For every square-integrable function \( g \in \mathcal{H}_u \),
\[
\int_{\mathcal{H}(0) \times \mathcal{H}(0)} (1 + |\lambda_1|^2)^{H_1+1/2}|\mathcal{G}(\lambda_1, \lambda_2)|^2 d\lambda_1 d\lambda_2 = + \int_{\mathcal{H}(0) \times \mathcal{H}(0)} (1 + |\lambda_2|^2)^{H_2+1/2}|\mathcal{G}(\lambda_1, \lambda_2)|^2 d\lambda_1 d\lambda_2 < \infty. \tag{71}
\]
Now, for every function \( g \in \mathcal{H}_u \),
\[
\int_{\mathbb{R} \times \mathbb{R}} (1 + |\lambda_1|^2)^{H_1 + 1/2} |\tilde{g}(\lambda_1 \lambda_2)|^2 d\lambda_2 d\lambda_2 \leq M \int_{\mathbb{R} \times \mathbb{R}} \left| -\lambda_1 \lambda_2 + \beta(i\lambda_1) + \alpha(i\lambda_2) + \alpha \beta + \gamma^2 \right|^2 \left| \lambda_1 \right|^{2H_1 - 1} \left| \lambda_2 \right|^{2H_2 - 1} d\lambda_2 d\lambda_1
\]
\[
\leq \tilde{M} C \int_{\mathbb{R} \times \mathbb{R}} \left| -\lambda_1 \lambda_2 + \beta(i\lambda_1) + \alpha(i\lambda_2) + \alpha \beta + \gamma^2 \right|^2 \left| \lambda_1 \right|^{2H_1 - 1} \left| \lambda_2 \right|^{2H_2 - 1} d\lambda_2 d\lambda_1 < \infty,
\]
and similarly,
\[
\int_{\mathbb{R} \times \mathbb{R}} (1 + |\lambda_2|^2)^{H_2 + 1/2} |\tilde{g}(\lambda_1 \lambda_2)|^2 d\lambda_2 d\lambda_1 \leq \tilde{M} C \int_{\mathbb{R} \times \mathbb{R}} \left| -\lambda_1 \lambda_2 + \beta(i\lambda_1) + \alpha(i\lambda_2) + \alpha \beta + \gamma^2 \right|^2 \left| \lambda_1 \right|^{2H_1 - 1} \left| \lambda_2 \right|^{2H_2 - 1} d\lambda_2 d\lambda_1 < \infty.
\]

Therefore, from equations (71)-(73), \( g \in H_2^{v_1\cap\mathbb{R}}(\mathbb{R}^2) \), with \( v_1 = \frac{\nu_1}{\nu_2} = H_1 + 1/2 \), and \( v_2 = \frac{\nu_1}{\nu_2} = H_2 + 1/2 \). Thus, assertion (ii) holds. In the derivation of inequalities (72)-(73), we have applied the fact that
\[
(1 + |\lambda_i|^2)^{H_i + 1/2} \left| -\lambda_1 \lambda_2 + \beta(i\lambda_1) + \alpha(i\lambda_2) + \alpha \beta + \gamma^2 \right|^2 \left| \lambda_1 \right|^{2H_1 - 1} \left| \lambda_2 \right|^{2H_2 - 1} \leq \tilde{M}, \quad i = 1, 2,
\]
for \( \lambda_i \in \mathbb{R} \setminus \epsilon (0), i = 1, 2 \), and, as in Proposition (ii), the continuity of the Riesz operator on \( L^2(\mathbb{T}) \) is also applied.

(iii) We first remark that for any absolutely integrable functions \( g \in \mathcal{L}^{-1}(H_2^{v\cap\mathbb{R}}(\mathbb{R}^2)) \), with \( H_i \in (0, 1/2), i = 1, 2 \),
\[
\int_{\epsilon (0) \times \epsilon (0)} \left| -\lambda_1 \lambda_2 + \beta(i\lambda_1) + \alpha(i\lambda_2) + \alpha \beta + \gamma^2 \right|^2 \left| \lambda_1 \right|^{2H_1 - 1} \left| \lambda_2 \right|^{2H_2 - 1} \left| \tilde{g}(\lambda_1, \lambda_2) \right|^2 d\lambda_1 d\lambda_2 < \infty.
\]
Furthermore, for \( H_i \in (0, 1/2), i = 1, 2 \), for every \( g \in \mathcal{L}^{-1}(H_2^{v\cap\mathbb{R}}(\mathbb{R}^2)) \), similarly to Proposition (ii), we obtain.
The following inclusions hold:

Proposition 4. The following inclusions hold:

(i) For $H_1, H_2 \in (1/2, 1)$, the set of square-integrable functions in the RKHS $\mathcal{H}_u$ is included in the anisotropic fractional Bessel potential space $H^{r_2}_2(\mathbb{R}^2)$ (see Definition 3), for $r_1 = H_1 + 1/2$, and $r_2 = H_2 + 3/2$, and thus

$$r = \frac{2(H_1 + 1/2)(H_2 + 3/2)}{H_1 + H_2 + 2}.$$
(ii) For \( H_1, H_2 \in (0, 1/2) \), the subspace of absolutely integrable functions in \( \mathcal{L}^{-1}(H_2^{1/a}(\mathbb{R}^2)) \), with \( s \) and \( a \) defined as in Proposition [7] and \( \mathcal{L} \) given in equation (16), is included in the space \( \mathcal{H}_u \), where, as before,

\[
\langle f, g \rangle_{\mathcal{L}^{-1}(H_2^{1/a}(\mathbb{R}^2))} = \langle \mathcal{L}(f), \mathcal{L}(g) \rangle_{H_2^{1/a}(\mathbb{R}^2)}, \quad f, g \in \mathcal{L}^{-1}(H_2^{1/a}(\mathbb{R}^2)).
\]

Proof. (i) For every square-integrable function \( g \in \mathcal{H}_u \),

\[
\int_{\mathcal{E}(0) \times \mathcal{E}(0)} (1 + |\lambda_1|^2)^{H_1+1/2} |\mathcal{g}(\lambda_1, \lambda_2)|^2 d\lambda_1 d\lambda_2
\]

\[
+ \int_{\mathcal{E}(0) \times \mathcal{E}(0)} (1 + |\lambda_2|^2)^{H_2+3/2} |\mathcal{g}(\lambda_1, \lambda_2)|^2 d\lambda_1 d\lambda_2 < \infty.
\]

Now, for every function \( g \in \mathcal{H}_u \),

\[
\int_{\mathbb{R} \setminus \mathcal{E}(0) \times \mathcal{E}(0)} (1 + |\lambda_1|^2)^{H_1+1/2} |\mathcal{g}(\lambda_1, \lambda_2)|^2 d\lambda_2 d\lambda_1
\]

\[
= \int_{\mathbb{R} \setminus \mathcal{E}(0) \times \mathcal{E}(0)} \frac{[\lambda_1^2 + \lambda_2^4]|\lambda_1|^{2H_1-1}|\mathcal{g}(\lambda_1, \lambda_2)|^{2H_2-1}(1 + |\lambda_1|^2)^{H_1+1/2} |\mathcal{g}(\lambda_1, \lambda_2)|^2 d\lambda_2 d\lambda_1}{[\lambda_1^2 + \lambda_2^4]|\lambda_2|^{2H_2-1} |\mathcal{g}(\lambda_1, \lambda_2)|^2 d\lambda_2 d\lambda_1}
\]

\[
\leq \bar{M} \int_{\mathbb{R} \setminus \mathcal{E}(0) \times \mathcal{E}(0)} \frac{[\lambda_1^2 + \lambda_2^4]|\lambda_1|^{2H_1-1}|\mathcal{g}(\lambda_1, \lambda_2)|^{2H_2-1} |\mathcal{g}(\lambda_1, \lambda_2)|^2 d\lambda_2 d\lambda_1
\]

\[
\leq \bar{M} C \int_{\mathbb{R} \setminus \mathcal{E}(0) \times \mathcal{E}(0)} [\lambda_1^2 + \lambda_2^4]|\lambda_1|^{2H_1-1}|\mathcal{g}(\lambda_1, \lambda_2)|^{2H_2-1} |\mathcal{g}(\lambda_1, \lambda_2)|^2 d\lambda_2 d\lambda_1 < \infty,
\]

and similarly,

\[
\int_{\mathbb{R} \setminus \mathcal{E}(0) \times \mathcal{E}(0)} (1 + |\lambda_2|^2)^{H_2+3/2} |\mathcal{g}(\lambda_1, \lambda_2)|^2 d\lambda_2 d\lambda_1
\]

\[
\leq \bar{M} C \int_{\mathbb{R} \setminus \mathcal{E}(0) \times \mathcal{E}(0)} [\lambda_1^2 + \lambda_2^4]|\lambda_1|^{2H_1-1}|\mathcal{g}(\lambda_1, \lambda_2)|^{2H_2-1} |\mathcal{g}(\lambda_1, \lambda_2)|^2 d\lambda_2 d\lambda_1 < \infty.
\]

(77)

Therefore, from equations (76)-(78), \( g \in H_2^{1/a}(\mathbb{R}^2) \), with \( r_1 = H_1 + 1/2 \), and \( r_2 = H_2 + 3/2 \). Thus, assertion (ii) holds.

(ii) We first remark that for any absolutely integrable functions \( g \in \mathcal{L}^{-1}(H_2^{1/a}(\mathbb{R}^2)) \), with \( H_i \in (0, 1/2) \), \( i = 1, 2 \),

\[
\int_{\mathcal{E}(0) \times \mathcal{E}(0)} [\lambda_1^2 + \lambda_2^4]|\lambda_1|^{2H_1-1}|\mathcal{g}(\lambda_1, \lambda_2)|^2 d\lambda_1 d\lambda_2 < \infty.
\]

Furthermore, for \( H_i \in (0, 1/2) \), \( i = 1, 2 \), for every \( g \in \mathcal{L}^{-1}(H_2^{1/a}(\mathbb{R}^2)) \), similarly to Proposition [2](iii), we obtain
Then, \( g \in \mathcal{H}_u \), and assertion (ii) holds.

As in the previous cases considered, from Theorem [1] and Proposition [4], the square integrable functions in \( \mathcal{H}_u \) are continuous for \( H_i \in (1/2, 1) \), \( i = 1, 2 \), such that

\[
t < \frac{2H_1H_2 + 2H_1 - 1/2}{H_1 + H_2 + 2}.
\]

(79)

\[ \int_{\mathbb{R}^2 \setminus \mathcal{E}_g(0) \times \mathcal{E}_g(0)} \left[ \lambda_1^2 + \lambda_2^2 \right] |\lambda_1|^{2H_1 - 1} |\lambda_2|^{2H_2 - 1} |g(\lambda_1, \lambda_2)|^2 \, d\lambda_1 \, d\lambda_2 
\]

\[ = \int_{\mathbb{R}^2 \setminus \mathcal{E}_g(0) \times \mathcal{E}_g(0)} \frac{\left[ \lambda_1^2 + \lambda_2^2 \right] |\lambda_1|^{2H_1 - 1} |\lambda_2|^{2H_2 - 1} (1 + |\lambda_i|^2)^{H_i - 1/2}}{(1 + |\lambda_i|^2)^{H_i - 1/2}} \, |g(\lambda_1, \lambda_2)|^2 \, d\lambda_1 \, d\lambda_2 
\]

\[ \leq M \int_{\mathbb{R}^2 \setminus \mathcal{E}_g(0) \times \mathcal{E}_g(0)} \left[ \lambda_1^2 + \lambda_2^2 \right] (1 + |\lambda_i|^2)^{H_i - 1/2} |g(\lambda_1, \lambda_2)|^2 \, d\lambda_1 \, d\lambda_2 < \infty, \quad i = 1, 2. \]
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