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Abstract. We extend the notions of Hausdorff and packing dimension introducing weights in their definition. These dimensions are computed for ergodic invariant probability measures of two-dimensional Lorenz transformations, which are transformations of the type occurring as first return maps to a certain cross section for the Lorenz differential equation. We give a formula of the dimensions of such measures in terms of entropy and Lyapunov exponents. This is done for two choices of the weights using the recurrence time of a set and equilibrium states respectively.
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Introduction

We extend the notions of Hausdorff and packing dimension, replacing the sum \( \sum_{A} |A|^t \) occurring in the definition of the dimension by \( \sum_{A} w(A)|A|^t \), where \(|A|\) denotes the diameter of the set \( A \) and \( w \) is called the weight function which assigns to each Borel subset of \( \mathbb{R}^n \) a number in \([0, \infty)\). The definitions of these extended versions of Hausdorff and packing dimension and some of their properties are given in Section 1. Hausdorff and packing dimensions of this type were first introduced in [20] for the case where the weight function is a power of a measure. The basic properties in the more general case we consider in this paper are the same as in [20]. A theory of dimension structures can be found in [21].

In this paper we do not consider the dimension of a set but the dimension of a probability measure, which is defined as the infimum of the dimensions of all sets of measure one. The dimension of a measure allows a local approach. This is considered in Section 2. Let \( \mu \) be a probability measure on \( \mathbb{R}^n \). For \( x \in \mathbb{R}^n \) define \( \ell_{\mu}(x) = \lim_{r \to 0} \frac{\log \mu(B_r(x))}{\log r} \) and \( \ell_{w}(x) = \lim_{r \to 0} \frac{\log w(B_r(x))}{\log r} \), provided these limits exist. As usual, \( B_r(x) \) denotes the ball of radius \( r \) around \( x \). We have the following theorem. If there are numbers \( \alpha > 0 \) and \( \beta \in \mathbb{R} \) such that \( \ell_{\mu}(x) = \alpha \) and \( \ell_{w}(x) = \beta \) hold for \( \mu \)-almost all \( x \in \mathbb{R}^n \), then both the extended Hausdorff dimension and the extended packing dimension of the measure \( \mu \), which have \( w \) as weight function, are equal to \( \alpha - \beta \).
The dynamical systems we investigate in this paper are injective skew product transformations $F : [0, 1]^2 \to [0, 1]^2$ defined by $F(x_1, x_2) = (T(x_1), g(x_1, x_2))$, where $T$ is a piecewise monotone interval transformation and $x_2 \mapsto g(x_1, x_2)$ is a contraction for each $x_1$. Transformations of this kind can serve as geometric models for first return maps to certain cross sections of the Lorenz differential equation and are therefore called Lorenz transformations. Under certain regularity conditions, for an ergodic $F$-invariant probability measure $\mu$, whose entropy $h_\mu(F)$ is positive, it is shown in [25], that $\ell_\mu(x) = h_\mu(F)(\frac{1}{\int u \, d\mu} + \frac{1}{\int v \, d\mu})$ for $\mu$-almost all $x$, where $u(x_1, x_2) = \log |T'(x_1)|$ and $v(x_1, x_2) = -\log |\partial_2 g(x_1, x_2)|$. Therefore it remains to compute $\ell_w(x)$. In Section 3 we use the method of [25] to show that $\ell_w(x)$ can be computed as a limit which uses cylinder sets around $x$ instead of balls $B_r(x)$. This is then used in the subsequent sections for the computation of $\ell_w(x)$. In Section 3 we give also the definition of a Lorenz transformation and its regularity properties used in this paper.

In Section 4 we investigate the recurrence dimension, which was first considered in [1]. It is the extended dimension with weight function $w(A) = e^{-s\tau(A)}$, where $s \in \mathbb{R}$ and $\tau(A)$ is the recurrence time of the set $A$, which is defined by $\tau(A) = \inf \{ n \geq 1 : F^n(A) \cap A \neq \emptyset \}$. Under regularity conditions on the Lorenz transformation $F$ we show for an ergodic $F$-invariant probability measure $\mu$ with positive entropy that $\ell_w(x) = s(\frac{1}{\int u \, d\mu} + \frac{1}{\int v \, d\mu})$ for $\mu$-almost all $x$ and hence the extended dimension of $\mu$ equals $(h_\mu(F) - s)(\frac{1}{\int u \, d\mu} + \frac{1}{\int v \, d\mu})$.

A formula of this type has been proved in [2] for ergodic measures on a twosided shift space with a weak specification property and a certain choice of the metric, and in [24] for ergodic measures of certain diffeomorphisms on two-dimensional manifolds. Related formulas for dynamical systems on the interval can be found in [23] and in [11].

Finally, in Section 5 we consider the extended dimension with weight function $w$ defined by $w(A) = \varrho(A)^s$, where $\varrho$ is a probability measure and $s \in \mathbb{R}$. This is the dimension introduced in [20]. In this paper we assume that $\varrho$ is an equilibrium state of a piecewise Hölder continuous function $\varphi : [0, 1]^2 \to \mathbb{R}$, which satisfies $\sup \varphi - \inf \varphi < h_{\text{top}}(F)$ and has pressure zero. Under regularity conditions on the Lorenz transformation $F$ we show for an ergodic $F$-invariant probability measure $\mu$ with positive entropy that $\ell_w(x) = s \int \varphi \, d\mu (\frac{1}{\int u \, d\mu} + \frac{1}{\int v \, d\mu})$ for $\mu$-almost all $x$ and hence the extended dimension of $\mu$ equals $(h_\mu(F) - s)\int \varphi \, d\mu (\frac{1}{\int u \, d\mu} + \frac{1}{\int v \, d\mu})$. A related formula for dynamical systems on the interval can be found in [15].

1. Extended Hausdorff and packing dimension

We introduce extended versions of Hausdorff and packing dimension for subsets $E$ of $\mathbb{R}^n$. These are numbers $\dim_w(E)$ and $\text{Dim}_w(E)$ depending on a weight function $w$, which is a function from the Borel subsets of $\mathbb{R}^n$ to $[0, \infty]$. 
Let $\gamma$ be a function defined on all subsets of $\mathbb{R}^n$ with values in $[0, \infty]$. We call $\gamma$ **monotone**, if $G \subset H$ implies $\gamma(G) \leq \gamma(H)$ for all subsets $G$ and $H$ of $\mathbb{R}^n$. We call $\gamma$ **subadditive**, if $\gamma(\bigcup_{j=1}^{\infty} G_j) \leq \sum_{j=1}^{\infty} \gamma(G_j)$ holds for all subsets $G_j$ of $\mathbb{R}^n$. If $\gamma$ is monotone and subadditive, it is called an **outer measure**.

For $G \subset \mathbb{R}^n$ and $\delta > 0$ we call $A$ a **centered $\delta$-cover** of $G$, if it is a finite or countable set of balls $B_r(x)$ with $x \in G$ and $r \leq \delta$ which cover $G$. Denote by $C_\delta(G)$ the collection of all centered $\delta$-covers of $G$. For $t \in \mathbb{R}$ and $G \subset \mathbb{R}^n$ define

$$\tilde{\nu}_t(G) = \lim_{\delta \to 0} \inf_{A \in C_\delta(G)} \sum_{A \in A} w(A)|A|^t.$$ 

The limit always exists, but can be infinite. In general, $\tilde{\nu}_t$ is not an outer measure on $\mathbb{R}^n$. It is subadditive, but not monotone. Therefore define for $E \subset \mathbb{R}^n$

$$\nu_t(E) = \sup_{G \subset E} \tilde{\nu}_t(G).$$

By standard arguments one shows that $\nu_t$ is monotone and subadditive, and hence an outer measure on $\mathbb{R}^n$.

Suppose $t < s$. We show that $\nu_t(E) < \infty$ implies $\nu_s(E) = 0$. For any $A \in C_\delta(G)$ we have $\sum_{A \in A} w(A)|A|^s \leq (2\delta)^{s-t} \sum_{A \in A} w(A)|A|^t$. Taking the infimum over all $A \in C_\delta(G)$ and then the limit $\delta \to 0$, we get that $\tilde{\nu}_t(G) < \infty$ implies $\tilde{\nu}_s(G) = 0$. If we have now $\nu_t(E) < \infty$ then $\tilde{\nu}_t(G) < \infty$ for all $G \subset E$, which implies $\tilde{\nu}_s(G) = 0$ for all $G \subset E$ and hence $\nu_s(E) = 0$ follows.

Therefore, there is a number $t_0 \in [-\infty, \infty]$ such that $\nu_t(E) = \infty$ for $t < t_0$ and $\nu_t(E) = 0$ for $t > t_0$. We denote $t_0$ by $\dim_w(E)$ and call it the **extended Hausdorff dimension** of the set $E$ with weight function $w$.

Now we define the extended packing dimension. For a subset $G$ of $\mathbb{R}^n$ and $\delta > 0$ we call $R$ a **centered $\delta$-packing** of $G$, if $R$ consists of pairwise disjoint balls $B_r(x)$ with $x \in G$ and $r \leq \delta$. Denote by $P_\delta(G)$ the collection of all centered $\delta$-packings of $G$. For $t \in \mathbb{R}$ and $G \subset \mathbb{R}^n$ define

$$\tilde{\kappa}_t(G) = \lim_{\delta \to 0} \sup_{R \in P_\delta(G)} \sum_{A \in R} w(A)|A|^t.$$ 

The limit always exists, but can be infinite. In general, $\tilde{\kappa}_t$ is not an outer measure on $\mathbb{R}^n$. It is monotone, but not subadditive. Therefore define for $E \subset \mathbb{R}^n$

$$\kappa_t(E) = \inf_{G \in Q(E)} \sum_{G \in G} \tilde{\kappa}_t(G)$$

where $Q(E)$ is the set of all finite or countable covers of $E$ by arbitrary subsets of $\mathbb{R}^n$. Again one easily shows that $\kappa_t$ is an outer measure on $\mathbb{R}^n$. 
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Suppose that $t < s$. We show that $\kappa_t(E) < \infty$ implies $\kappa_s(E) = 0$. For any $R \in \mathcal{P}_\delta(G)$ we have $\sum_{A \in R} w(A)|A|^s \leq (2\delta)^{s-t} \sum_{A \in R} w(A)|A|^t$. Taking the supremum over all $R \in \mathcal{P}_\delta(G)$ and then the limit $\delta \to 0$, we get that $\kappa_t(G) < \infty$ implies $\tilde{\kappa}_s(G) = 0$. If we have now $\kappa_t(E) < \infty$ then there is $G \in \mathcal{Q}(E)$ with $\sum_{G \in G} \tilde{\kappa}_t(G) < \infty$. This implies $\tilde{\kappa}_t(G) < \infty$ and hence also $\tilde{\kappa}_s(G) = 0$ for all $G \in G$, and $\kappa_s(E) \leq \sum_{G \in G} \tilde{\kappa}_s(G) = 0$ follows.

Therefore, there is a number $t_0 \in [-\infty, \infty)$ such that $\kappa_t(E) = \infty$ for $t < t_0$ and $\kappa_t(E) = 0$ for $t > t_0$. We denote $t_0$ by $\dim_w(E)$ and call it the extended packing dimension of the set $E$ with weight function $w$.

Finally, one can show that the Hausdorff dimension is less or equal to the packing dimension.

**Proposition 1.** For any subset $E$ of $\mathbb{R}^n$ we have $\dim_w(E) \leq \dim_w(E)$.

**Proof:** Set $q = (3n)^n$. We show first that $\tilde{\nu}_t(G) \leq q \tilde{\kappa}_t(G)$ holds for all bounded subsets $G$ of $\mathbb{R}^n$. To this end set $\tilde{\nu}_{t,\delta}(G) = \inf_{A \in \mathcal{C}_\delta(G)} \sum_{A \in A} w(A)|A|^t$ and $\tilde{\kappa}_{t,\delta}(G) = \sup_{R \in \mathcal{P}_\delta(G)} \sum_{A \in R} w(A)|A|^t$. Fix $\delta > 0$ and set $\gamma = \frac{\delta}{n}$. For all $k = (k_1, k_2, \ldots, k_n) \in \mathbb{Z}^n$ define $W_k = \prod_{j=1}^n [k_j \gamma, k_j \gamma + \gamma)$. Since $G$ is bounded, the set $M = \{k \in \mathbb{Z}^n : W_k \cap G \neq \emptyset\}$ is finite. For each $k \in M$ choose $x \in W_k \cap G$ and set $B_k = B_\gamma(x)$. Then $H = \{B_k : k \in M\}$ covers $G$ and hence $H \in \mathcal{C}_\delta(G)$. This implies $\tilde{\nu}_{t,\delta}(G) \leq \sum_{A \in H} w(A)|A|^t$. Set $a = 3n$. Then $B_k \cap B_l = \emptyset$, if $\|k - l\|_\infty \geq a$. Set $D = \{0, 1, \ldots, a - 1\}^n$. For $d \in D$ let $M_d$ be the set of all $k \in M$ such that $a$ divides all coordinates of $k - d$ and set $H_d = \{B_k : k \in M_d\}$. By the choice of $a$ the sets in $H_d$ are pairwise disjoint and hence $H_d \in \mathcal{P}_\delta(G)$. This implies $\tilde{\kappa}_{t,\delta}(G) \geq \sum_{A \in H_d} w(A)|A|^t$ for all $d \in D$. Because of $H = \bigcup_{d \in D} H_d$ we have $\sum_{A \in H} w(A)|A|^t \leq \sum_{d \in D} \sum_{A \in H_d} w(A)|A|^t$. Since $q$ is the cardinality of $D$, this implies $\tilde{\nu}_{t,\delta}(G) \leq q \tilde{\kappa}_{t,\delta}(G)$. Taking the limit $\delta \to 0$ we have $\tilde{\nu}_t(G) \leq q \tilde{\kappa}_t(G)$.

Next we show that $\nu_t(E) \leq q \kappa_t(E)$ holds for all bounded subsets $E$ of $\mathbb{R}^n$. If $\kappa_t(E) = \infty$ nothing is to show. Otherwise fix $c > \kappa_t(E)$. Then there is $G \in \mathcal{Q}(E)$ with $\sum_{G \in G} \tilde{\kappa}_t(G) < c$. Let $H \subset E$ be arbitrary. Since $\tilde{\kappa}_t$ is monotone, we have $\sum_{G \in G} \tilde{\kappa}_t(H \cap G) \leq \sum_{G \in G} \tilde{\kappa}_t(G) < c$. As $H$ is bounded and $\tilde{\nu}_t$ is subadditive, we get $\tilde{\nu}_t(H) \leq \sum_{G \in G} \tilde{\kappa}_t(H \cap G) \leq q \sum_{G \in G} \tilde{\kappa}_t(H \cap G) < qc$. Since $H \subset E$ is arbitrary, we have $\nu_t(E) \leq qc$. Since $c > \kappa_t(E)$ is arbitrary we have $\nu_t(E) \leq q \kappa_t(E)$.

Finally, for arbitrary $E \subset \mathbb{R}^n$ we show that $\kappa_t(E) = 0$ implies $\nu_t(E) = 0$. To this end suppose that $\kappa_t(E) = 0$. There are bounded subsets $E_j$ of $E$ with $E = \bigcup_{j=1}^\infty E_j$. Since $\kappa_t$ is monotone, we have $\kappa_t(E_j) = 0$ for $j \geq 1$, and since $\nu_t$ is subadditive, we get $\nu_t(E) \leq \sum_{j=1}^\infty \nu_t(E_j)$. Since we have $\nu_t(E_j) \leq q \kappa_t(E_j)$ for all $j \geq 1$, this implies $\nu_t(E) = 0$.

For any subset $E$ of $\mathbb{R}^n$ we have shown that $\kappa_t(E) = 0$ implies $\nu_t(E) = 0$ proving $\dim_w(E) \leq \dim_w(E)$. \qed
2. Extended dimensions of probability measures

Denote the collection of all Borel subsets of $\mathbb{R}^n$ by $\mathcal{B}$ and let $w : \mathcal{B} \to [0, \infty]$ be a weight function. For a Borel probability measure $\mu$ on $\mathbb{R}^n$ define

$$\dim_w(\mu) = \inf_{E \in \mathcal{B}, \mu(E) = 1} \dim_w(E) \quad \text{and} \quad \Dim_w(\mu) = \inf_{E \in \mathcal{B}, \mu(E) = 1} \Dim_w(E).$$

We call $\dim_w(\mu)$ the extended Hausdorff dimension and $\Dim_w(\mu)$ the extended packing dimension of the measure $\mu$ with weight function $w$. Since we have $\dim_w(E) \leq \Dim_w(E)$ for all subsets $E$ of $\mathbb{R}^n$, we get also $\dim_w(\mu) \leq \Dim_w(\mu)$.

The dimension of a measure allows a local approach. For $x \in \mathbb{R}^n$ define

$$\ell_\mu(x) = \lim_{r \to 0} \frac{\log \mu(B_r(x))}{\log r} \quad \text{and} \quad \ell_w(x) = \lim_{r \to 0} \frac{\log w(B_r(x))}{\log r}$$

provided these limits exists. Often $\ell_\mu(x)$ is called the local or pointwise dimension of the measure $\mu$. The following theorem gives a connection between these local quantities and dimension. For the usual Hausdorff dimension theorems of this type are well known. See for example [3], [28] and [5].

**Theorem 1.** Let $\mu$ be a Borel probability measure on $\mathbb{R}^n$ and let $w$ be a function on the Borel subsets of $\mathbb{R}^n$ with values in $[0, \infty]$. Suppose there are numbers $\alpha > 0$ and $\beta \in \mathbb{R}$ such that $\ell_\mu(x) = \alpha$ and $\ell_w(x) = \beta$ hold for $\mu$-almost all $x \in \mathbb{R}^n$. Then we have $\dim_w(\mu) = \Dim_w(\mu) = \alpha - \beta$.

**Proof:** By assumption, there exists a Borel subset $M$ of $\mathbb{R}^n$ of $\mu$-measure one, such that $\lim_{r \to 0} \frac{\log \mu(B_r(x))}{\log r} = \alpha$ and $\lim_{r \to 0} \frac{\log w(B_r(x))}{\log r} = \beta$ hold for all $x \in M$.

In order to prove $\dim_w(\mu) \leq \alpha - \beta$ choose an arbitrary $t > \alpha - \beta$ and set $\epsilon = \frac{1}{2}(t - \alpha + \beta)$. For $k \in \mathbb{N}$ we define

$$M_k = \{ x \in M : \mu(B_r(x)) \frac{\alpha - \epsilon}{\alpha} \geq r^t \text{ and } \mu(B_r(x)) \frac{\beta - \epsilon}{\alpha} \geq w(B_r(x)) \text{ for } r \in (0, \frac{1}{k}) \}.$$ 

For all $x \in M$ there exists $r(x) \in (0, 1)$ with

$$\frac{t - \epsilon}{\alpha} \log \mu(B_r(x)) \leq t \quad \text{and} \quad \frac{\beta - \epsilon}{\alpha} \log \mu(B_r(x)) \leq \log w(B_r(x))$$

for all $r \in (0, r(x))$. Hence there is $k \in \mathbb{N}$ with $x \in M_k$. This shows $M = \bigcup_{k=1}^{\infty} M_k$.

Fix $k \in \mathbb{N}$ and $\delta \in (0, \frac{1}{k})$, and let $\mathcal{R}$ be a centered $\delta$-packing of $M_k$. By the definition of $\epsilon$ and $M_k$ we get

$$\sum_{A \in \mathcal{R}} w(A) |A|^t \leq 2^t \sum_{A \in \mathcal{R}} \mu(A) ^{\frac{\beta - \epsilon}{\alpha}} \mu(A) ^{\frac{t - \epsilon}{\alpha}} = 2^t \sum_{A \in \mathcal{R}} \mu(A) \leq 2^t.$$
This implies \( \kappa_t(M_k) \leq \tilde{\kappa}_t(M_k) < \infty \). It follows that \( \kappa_s(M_k) = 0 \) holds for all \( s > t \). Since \( \kappa_s \) is an outer measure, we get \( \kappa_s(M) = 0 \) for all \( s > t \), which implies \( \text{Dim}_w(M) \leq t \). Since \( t > \alpha - \beta \) was arbitrary, we have \( \text{Dim}_w(M) \leq \alpha - \beta \). The definition of the dimension of a measure gives now \( \text{Dim}_w(\mu) \leq \alpha - \beta \), since \( M \) has \( \mu \)-measure one.

Next we prove \( \alpha - \beta \leq \text{dim}_w(\mu) \). By the definition of the dimension of a measure it suffices to show \( \mu(L) = 0 \) for every Borel subset \( L \) of \( \mathbb{R}^n \) with \( \text{dim}_w(L) < \alpha - \beta \).

Let \( L \) be a Borel subset of \( \mathbb{R}^n \) satisfying \( \text{dim}_w(L) < \alpha - \beta \). Choose \( t \) with \( \text{dim}_w(L) < t < \alpha - \beta \) and set \( \varepsilon = \frac{1}{2}(\alpha - \beta - t) \). For \( k \in \mathbb{N} \) we define

\[
L_k = \{ x \in L : \mu(B_r(x))^{\frac{t+\varepsilon}{\alpha}} \leq r^t \text{ and } \mu(B_r(x))^{\frac{\beta+\varepsilon}{\alpha}} \leq w(B_r(x)) \text{ for } r \in (0, \frac{1}{k}) \}.
\]

If \( x \in L \cap M \), then there exists \( r(x) \in (0, 1) \) with

\[
\frac{t + \varepsilon}{\alpha} \log \mu(B_r(x)) \geq t \quad \text{and} \quad \frac{\beta + \varepsilon}{\alpha} \log \mu(B_r(x)) \geq \log w(B_r(x)) \log r
\]

for all \( r \in (0, r(x)) \). Therefore there exists \( k \in \mathbb{N} \) with \( x \in L_k \). This shows that we have \( L \cap M \subseteq \bigcup_{k=1}^{\infty} L_k \).

Fix \( k \in \mathbb{N} \) and \( \eta > 0 \). Because of \( \text{dim}_w(L) < t \) we have \( \nu_t(L) = 0 \) and hence also \( \nu_t(L_k) = 0 \), since \( L_k \subseteq L \) and \( \nu_t \) is an outer measure. This implies \( \tilde{\nu}_t(L_k) = 0 \) and there are \( \delta \in (0, \frac{1}{k}) \) and a centered \( \delta \)-cover \( \mathcal{A} \) of \( L_k \) with

\[
\sum_{A \in \mathcal{A}} w(A)|A|^t < 2^t \eta.
\]

By the definition of \( \varepsilon \) and \( L_k \) we get now

\[
\mu(L_k) \leq \sum_{A \in \mathcal{A}} \mu(A) = \sum_{A \in \mathcal{A}} \mu(A) \frac{\beta+\varepsilon}{\alpha} \mu(A) \frac{t+\varepsilon}{\alpha} \leq \frac{1}{2^t} \sum_{A \in \mathcal{A}} w(A)|A|^t < \eta.
\]

As \( \eta > 0 \) was arbitrary we get \( \mu(L_k) = 0 \). This implies \( \mu(L \cap M) = 0 \). Since \( M \) has \( \mu \)-measure one, \( \mu(L) = 0 \) is shown.

We have shown that \( \text{Dim}_w(\mu) \leq \alpha - \beta \) and \( \alpha - \beta \leq \text{dim}_w(\mu) \) hold. Since \( \text{dim}_w(\mu) \leq \text{Dim}_w(\mu) \) holds for all probability measures \( \mu \), we get the desired result \( \text{dim}_w(\mu) = \text{Dim}_w(\mu) = \alpha - \beta \). \( \square \)

3. Lorenz transformations

We investigate the same class of transformations on \([0, 1]^2\) as in [25], which are called Lorenz transformations, since transformations of this kind can serve as geometric models for first return maps to a certain cross section of the Lorenz differential equation. A Lorenz transformation \( F : [0, 1]^2 \to [0, 1]^2 \) is defined by
\( F(x_1, x_2) = (T(x_1), g(x_1, x_2)) \), where \( T \) and \( g \) satisfy the following properties:

(a) \( T : [0, 1] \to [0, 1] \) is piecewise monotone, which means that there are points \( 0 = c_0 < c_1 < c_2 < \ldots < c_N = 1 \), such that \( T|(c_{j-1}, c_j) \) is continuous and strictly monotone for \( 1 \leq j \leq N \), and piecewise differentiable, which means that \( T|(c_{j-1}, c_j) \) is \( C^1 \) for \( 1 \leq j \leq N \).

(b) \( g : [0, 1]^2 \to [0, 1] \) is \( C^1 \) on the set \( \bigcup_{j=1}^N (c_{j-1}, c_j) \times [0, 1] \) with \( \sup |\partial_1 g| < \infty \) and \( \sup |\partial_2 g| < 1 \), and \( \partial_2 g(x) \neq 0 \) for all \( x \in \bigcup_{j=1}^N (c_{j-1}, c_j) \times [0, 1] \).

(c) The sets \( F((c_{i-1}, c_i) \times [0, 1]) \) for \( 1 \leq i \leq N \) are pairwise disjoint and their closure is contained in \([0, 1] \times (0, 1) \).

Set \( Z = \{(c_{j-1}, c_j) : 1 \leq j \leq N \} \). We call \( Z \) a finite partition of \([0, 1] \) into open intervals, although it covers \([0, 1] \) only up to finitely many points, and say that \( T \) is piecewise monotone with respect to \( Z \). Notice that we can add finitely many further partition points, and \( T \) is then also piecewise monotone with respect to the partition we get in this way.

Now let \( Z \) be any finite partition of \([0, 1] \) into open intervals, with respect to which \( T \) is piecewise monotone. For \( n \geq 0 \) set \( Z_n = \bigvee_{j=0}^n T^{-j}Z \), which is again a finite partition of \([0, 1] \) into open intervals. Define \( P_Z = \bigcup_{Z \in Z} Z \) and \( R_Z = \bigcap_{j=0}^\infty T^{-j}(P_Z) \). For every \( n \geq 0 \) and every \( t \in R_Z \) there is a unique element in \( Z_n \) which contains \( t \). We denote it by \( Z_n(t) \). Set \( \mathcal{Y} = \{Z \times [0, 1] : Z \in Z \} \), which is a finite partition of \([0, 1]^2 \) up to finitely many vertical lines. For \( k \geq 0 \) and \( l \geq 0 \) set \( \mathcal{Y}_{k,l} = \bigvee_{j=-l}^k F^{-j}\mathcal{Y} \). Define \( Q_{\mathcal{Y}} = \bigcup_{Y \in \mathcal{Y}} Y \) and \( X_{\mathcal{Y}} = \bigcap_{j=-\infty}^\infty F^{-j}(Q_{\mathcal{Y}}) \). For every \( k \geq 0 \) and \( l \geq 0 \) and every \( x \in X_{\mathcal{Y}} \) there is a unique element in \( \mathcal{Y}_{k,l} \) which contains \( x \). We denote it by \( Y_{k,l}(x) \).

We say that a measure has no atoms, if it assigns measure zero to all single points. Furthermore, let \( \pi : [0, 1]^2 \to [0, 1] \) be the projection to the first coordinate. Suppose that \( \mu \) is an ergodic \( F \)-invariant probability measure on \([0, 1]^2 \) with positive entropy. Then its image \( \mu_\pi \) under \( \pi \) is an ergodic \( T \)-invariant probability measure on \([0, 1] \) which is not concentrated on a periodic orbit, because otherwise \( \mu \) would also be concentrated on a periodic orbit. This implies that \( \mu_\pi \) has no atoms. Since \([0, 1] \setminus P_Z \) is a finite set, we get \( \mu_\pi(P_Z) = 1 \), which gives \( \mu(Q_{\mathcal{Y}}) = 1 \) and \( \mu(X_{\mathcal{Y}}) = 1 \).

We define the functions \( u \) and \( v \) from \( Q_{\mathcal{Y}} \) to \( \mathbb{R} \) by \( u(x) = \log |T'(\pi(x))| \) and \( v(x) = -\log |\partial_2 g(x)| \). They play an important role throughout the paper.

In order to determine the quantities \( \ell_\mu(x) \) and \( \ell_w(x) \) of Theorem 1, we proceed as in [25]. We say that the Lorenz transformation \( F(x_1, x_2) = (T(x_1), g(x_1, x_2)) \) is regular, if \( T' \) has onesided limits and satisfies \( 0 < \inf |T'| \leq \sup |T'| < \infty \), and if \( x_2 \mapsto \log |\partial_2 g(x_1, x_2)| \) is a uniformly equicontinuous family of maps for \( x_1 \in P_Z \). These conditions are slightly different from those in [25]. They are chosen to have a finite partition in Theorem 2 below. One can get all results of this paper also under the assumptions of [25], but this needs generalizations of results in [6] for countable partitions.
We need some lemmas.

**Lemma 1.** Let $F$ be a Lorenz transformation and let $\mu$ be an $F$-invariant probability measure such that $\mu_\gamma$ has no atoms. Then we have $h_{\mu_\gamma}(T) = h_\mu(F)$.

**Proof:** We follow the definition of entropy (see [27]). Let $Z$ be any finite partition of $[0, 1]$ into open intervals, with respect to which $T$ is piecewise monotone, and set $\gamma = \{Z \times [0, 1] : Z \in Z\}$. Then $\mu_\gamma(R_Z) = \mu(X_\gamma) = 1$. It is easy to see that $H_{\mu_\gamma}(Z_n) = H_\mu(\gamma_{n,0})$ for $n \geq 0$. Because of $h_{\mu_\gamma}(T, Z) = \lim_{n \to \infty} \frac{1}{n} H_{\mu_\gamma}(Z_n)$ and $h_\mu(F, \gamma) = \lim_{n \to \infty} \frac{1}{n} H_\mu(\gamma_{n,0})$ we get $h_{\mu_\gamma}(T, Z) = h_\mu(F, \gamma)$. If now $Z$ runs through a sequence of partitions, which become finer and finer with interval lengths going to zero, then $h_{\mu_\gamma}(T, Z)$ tends to $h_{\mu_\gamma}(T)$ and $h_\mu(F, \gamma)$ tends to $h_\mu(F)$. This gives $h_{\mu_\gamma}(T) = h_\mu(F)$. □

In particular, we can apply Lemma 1 to any ergodic $F$-invariant probability measure with positive entropy, since then $\mu_\gamma$ has no atoms.

**Lemma 2.** Let $T : [0, 1] \to [0, 1]$ be piecewise monotone and piecewise differentiable with $\sup |T'| < \infty$. For $t \in R_Z$ let $r_n(t)$ be the distance of $T^n(t) \in T^n(Z_n(t))$ to the nearer endpoint (to one endpoint, if both have equal distance) of the interval $T^n(Z_n(t))$. If $\eta$ is an ergodic $T$-invariant probability measure with positive entropy, then $\limsup_{n \to \infty} \frac{1}{n} \log r_n(t) = 0$ for $\eta$-almost all $t \in R_Z$.

**Proof:** This is a special case of Proposition 2 in [14]. A different definition of $Z_n$ is used there, so we have $Z_n(t)$ instead of $Z_{n+1}(t)$. □

For $x \in X_\gamma$ and for integers $k, l \geq 0$ we can write $Y_{k,l}(x)$ as $Y_{k,0}(x) \cap Y_{0,l}(x)$, which will be used below to compare the set $Y_{k,l}(x)$ with a ball $B_r(x)$. We have $Y_{k,0}(x) = Z_k(\pi(x)) \times [0, 1], which is a rectangle, and $Y_{0,l}(x) = F^l(Y_{1,0}(F^{-l}(x)))$, which is a set of the form $\{t \in T^l(Z_l(\pi(F^{-l}(x)))$, $\alpha(t) \leq s \leq \beta(t)\}$, where $T^l(Z_l(\pi(F^{-l}(x)))$ is an interval, since $T^l$ is monotone and continuous on the intervals in $Z_l$, and $\alpha$ and $\beta$ are continuous functions satisfying $\alpha < \beta$, since $g$ is $C^1$ and $\partial_2 g \neq 0$ on $Q_\gamma$. We call the functions $\alpha$ and $\beta$ the lower and upper boundary of $Y_{0,l}(x)$.

**Lemma 3.** Let $F$ be a Lorenz transformation and let $\mu$ be an ergodic $F$-invariant probability measure satisfying $\int u \, d\mu > 0$. Furthermore, suppose that we have $\sup_{y, z \in Y} |u(y) - u(z)| < \int u \, d\mu$ for all $Y \in \gamma$. Then for $\mu$-almost all $x \in X_\gamma$ there is a constant $C(x) < \infty$ with $\sup_{n \geq 0} \sup_{t \in \pi(Y_{0,n}(x))} |\gamma'_n(t)| \leq C(x)$, where $\gamma_n$ is either the upper or the lower boundary of $Y_{0,n}(x)$.

**Proof:** Let $n \geq 0$ and $t \in \pi(Y_{0,n}(x))$ be arbitrary. By differentiation rules we get

$$\gamma'_n(t) = \sum_{i=1}^{n} \frac{\partial_1 g(F^{-i}(\pi))}{T'(\pi(F^{-i}(\pi)))} \prod_{j=1}^{i-1} \frac{\partial_2 g(F^{-j}(\pi))}{T'(\pi(F^{-j}(\pi)))} \quad \text{with} \quad \pi = (t, \gamma_n(t)).$$
For a detailed computation see Lemma 6 and the first part of the proof of Proposition 2 in [25]. Because of $d := \sup |\partial_1 g| < \infty$ and $q := \sup |\partial_2 g| < 1$ we get

$$|\gamma_n(t)| \leq d \sum_{i=1}^{n} q^{i-1} \exp(- \sum_{j=1}^{i} u(F^{-j}(\bar{x})))).$$

Set $c = \max_{Y} \sup_{y,z \in Y} |u(y) - u(z)|$. We have $c < \int u \, d\mu$ by assumption.

Set $\theta(x) = \sup_{i \geq 1} ic - \sum_{j=1}^{i} u(F^{-j}(x))$. Since both $x$ and $\bar{x}$ are in $Y_{0,n}(x)$, for $0 \leq j \leq n$ we have that $F^{-j}(\bar{x})$ and $F^{-j}(x)$ are in the same element of $Y$, which implies $|u(F^{-j}(\bar{x})) - u(F^{-j}(x))| \leq c$. From this we get $|\gamma_n(t)| \leq C(x)$ if we set $C(x) = d \sum_{i=1}^{\infty} q^{i-1} e^{\theta(x)} = d^{\theta(x)}$. By the ergodic theorem, for $\mu$-almost all $x$ we have $\lim_{i \to \infty} \frac{1}{i} \sum_{j=1}^{i} u(F^{-j}(x)) = \int u \, d\mu$, which implies $\theta(x) < \infty$ because of $c < \int u \, d\mu$. This shows that $C(x)$ is finite for $\mu$-almost all $x$ and the lemma is proved. \hfill \Box

For $k, l \geq 0$ and for any $x \in X_Y$ let $D^k_l(x)$ be the length of the interval $\pi(Y_{k,0}(x)) = Z_k(\pi(x))$ and $d^k_l(x)$ the distance of $\pi(x) \in Z_k(\pi(x))$ to the nearer endpoint of the interval $Z_k(\pi(x))$. We have $D^k_l(x) \geq d^k_l(x)$ by definition, and $d^k_l(x) > 0$ since $Z_k(\pi(x))$ is open. If $\alpha$ and $\beta$ are the lower and upper boundary of $Y_{0,l}(x)$, set $D^k_l(x) = \beta(\pi(x)) - \alpha(\pi(x))$ and $d^k_l(x) = \min\{\beta(\pi(x)) - p, p - \alpha(\pi(x))\}$, where $p$ is the second coordinate of $x$. We have $D^k_l(x) \geq d^k_l(x)$ by definition. The closure of the sets $F(Z \times [0,1])$ for $Z \in Z$ is assumed to be contained in $[0,1] \times (0,1)$, which means that each point in $F(Z \times [0,1])$ has a positive distance to the lines $[0,1] \times \{0\}$ and $[0,1] \times \{1\}$. Since an $x \in X_Y$ is the image under $F^l$ of a point in one of the sets $F(Z \times [0,1])$ and the lower and upper boundary of $Y_{0,l}(x)$ are images of parts of these lines under $F^l$, we get that $x$ has positive distance to the lower and upper boundary of $Y_{0,l}(x)$. This gives $d^k_l(x) > 0$. One can consider $D^k_l(x)$ and $d^k_l(x)$ as a kind of horizontal diameter and horizontal radius of $Y_{k,0}(x)$ and $D^2_l(x)$ and $d^2_l(x)$ as a kind of vertical diameter and vertical radius of $Y_{0,l}(x)$.

**Lemma 4.** Let $F$ be a regular Lorenz transformation and let $\varepsilon > 0$ be such that $\sup_{y,z \in Y} |u(y) - u(z)| < \varepsilon$ holds for all $Y \in Y$. If $\mu$ is an ergodic $F$-invariant probability measure with positive entropy, then there is a subset $K$ of $X_Y$ with $\mu(K) = 1$, such that for all $x \in K$ we have

$$\int u \, d\mu - \varepsilon < \liminf_{k \to \infty} - \frac{1}{k} \log D^k_l(x) \leq \limsup_{k \to \infty} - \frac{1}{k} \log D^k_l(x) < \int u \, d\mu + \varepsilon,$$

$$\int u \, d\mu - \varepsilon < \liminf_{k \to \infty} - \frac{1}{k} \log d^k_l(x) \leq \limsup_{k \to \infty} - \frac{1}{k} \log d^k_l(x) < \int u \, d\mu + \varepsilon$$

and

$$\lim_{l \to \infty} - \frac{1}{l} \log D^2_l(x) = \lim_{l \to \infty} - \frac{1}{l} \log d^2_l(x) = \int v \, d\mu.$$
Proof: The intervals, whose lengths are $D^1_k(x)$ and $D^2_k(x)$, are mapped by $T^k$ monotonically onto intervals, which have length at least $r_k(\pi(x))$, where $r_k$ is as in Lemma 2. Using the mean value theorem, the ergodic theorem and Lemma 2 with $\eta = \mu_\pi$, which has positive entropy by Lemma 1, one gets the first two assertions. The third assertion is proved similarly, using the maps $x_2 \mapsto g(x_1, x_2)$ which are contractions of vertical lines. Here one needs the assumption that the maps $x_2 \mapsto \log |\partial_2 g(x_1, x_2)|$ are uniformly equicontinuous. The detailed proof can be found in [25] as the proof of Lemma 9. The proof of the third assertion works also, if $\int v \, d\mu = \infty$, since we still have $\lim_{n \to \infty} \frac{1}{n} \sum_{j=0}^{n-1} v(F^j(x)) = \int v \, d\mu$ for $\mu$-almost all $x$. This follows from the ergodic theorem, since $v$ has positive values.

Lemma 5. Let $F$ be a regular Lorenz transformation. Suppose that $\mu$ is an ergodic $F$-invariant probability measure with $h_\mu(F) > 0$ satisfying $\int u \, d\mu > 0$ and $\int v \, d\mu > 0$, and that $sup_{y,z \in Y} |u(y) - u(z)| < \int u \, d\mu$ holds for all $Y \in \mathcal{Y}$. Then there is an $F$-invariant subset $L$ of $X_\mathcal{Y}$ with $\mu(L) = 1$ such that $\mathcal{Y}$ restricted to $L$ is a generating partition for the transformation $F|L$ and such that for every $x \in L$ there are constants $c_1$, $c_2$ and $c_3$ and an integer $q$ with the following properties:

$$B_r(x) \supseteq Y_{k,l}(x) \text{ if } k \geq 0 \text{ and } l \geq 0 \text{ are such that } c_1 D^2_k(x) < r \text{ and } c_2 D^1_k(x) < r.$$

$$B_r(x) \subseteq Y_{k,l}(x) \text{ if } k \geq 0 \text{ and } l \geq q \text{ are such that } c_3 d^2_l(x) > r \text{ and } d^1_k(x) > r.$$

Proof: By Lemma 3 there is a set $G$ with $\mu(G) = 1$, such that for $x \in G$ the constant $C(x)$ which bounds the slope of the lower and upper boundary of $Y_{0,n}(x)$ for all $n \geq 1$ is finite. For $x \in G$ set $c_1 = 2$ and $c_2 = 2 + 2C(x)$. By the definitions of $D^1_k(x)$ and $D^2_k(x)$ we get that the distance from $x$ to any other point in $Y_{k,l}(x)$ is bounded by $D^2_k(x) + D^1_k(x)(1 + C(x))$. If now $c_1 D^2_l(x) < r$ and $c_2 D^1_l(x) < r$ hold, then we have also $D^2_k(x) + D^1_k(x)(1 + C(x)) < r$ and hence $B_r(x) \supseteq Y_{k,l}(x)$. Therefore the second assertion is shown for all $x \in G$.

The assumptions of Lemma 4 are fulfilled for some $\varepsilon < \int u \, d\mu$. Let $K$ be the set of $\mu$-measure one found there and let $G$ be as above. Set $H = \bigcap_{j=0}^{\infty} F^{-j}(G \cap K)$. Then $H$ is an $F$-invariant subset of $X_\mathcal{Y}$, which has $\mu$-measure one. For every $x \in H$ we have now $\lim_{k,l \to \infty} |Y_{k,l}(x)| = 0$ by the second assertion proved above, since $\lim_{k \to \infty} D^1_k(x) = 0$ and $\lim_{l \to \infty} D^2_l(x) = 0$ follow from Lemma 4 because of $\int u \, d\mu - \varepsilon > 0$ and $\int v \, d\mu > 0$. Therefore $\mathcal{Y}$ restricted to $H$ is a generating partition for the transformation $F|H$. This shows the first assertion.

For $x \in X_\mathcal{Y}$ we write $Y_{k,l}(x)$ as $Y_{k,0}(x) \cap Y_{0,l}(x)$. Since $\mathcal{Y}$ restricted to $H$ is a generating partition, we can apply Proposition 1 of [25]. It says that there is a set $M \subset H$ with $\mu(M) = 1$ such that for all $x \in M$ there is an open interval $I$ and an integer $\tilde{q}$ with $\pi(Y_{0,l}(x)) = I$ for all $l \geq \tilde{q}$. Set $L = \bigcap_{j=0}^{\infty} F^{-j}(M)$, which is an
$F$-invariant subset of $X_Y$ of $\mu$-measure one. If $\alpha_l$ and $\beta_l$ are the lower and upper boundary of $Y_{0,l}(x)$ we have then $Y_{0,l}(x) = \{(t, s) : t /\in I, \alpha_l(t) \leq s \leq \beta_l(t)\}$ for $l \geq \tilde{q}$. By Lemma 3 the slopes of $\alpha_l$ and $\beta_l$ are bounded by $C(x) < \infty$ on the whole interval $I$ for all $x /\in L$. Furthermore, $Y_{k,0}(x)$ is the rectangle $Z_k(\pi(x)) \times [0, 1]$. Fix $x /\in L$. Notice that $\lim_{l \to \infty} d^2_I(x) = 0$, since the Lorenz transformation $F$ contracts vertical lines. Therefore we find $q \geq \tilde{q}$ such that the distance of $\pi(x)$ to the nearer endpoint of the open interval $I$ is greater than $d^2_I(x)$ for all $l \geq q$. We set $c_3 = (1 + C(x))^{-1/2}$. By the definition of $d^2_I(x)$ and some elementary geometry, we get $B_r(x) \subseteq Y_{0,l}(x)$ if $l \geq q$ and $c_3 d^2_I(x) > r$. By the definition of $d^1_k(x)$, we have $B_r(x) \subseteq Y_{k,0}(x)$ if $d^1_k(x) > r$. Because of $Y_{k,0}(x) = Y_{k,0}(x) \cap Y_{0,l}(x)$, the third assertion is proved for all $x /\in L$. □

**Lemma 6.** Let $F$ be a regular Lorenz transformation and let $\mu$ be an ergodic $F$-invariant probability measure satisfying $h_{\mu}(F) > 0$. Then we have $\int u \, d\mu > 0$ and $\int v \, d\mu > 0$. Furthermore, for every $\varepsilon > 0$ there is a finite partition $\mathcal{Z}$ of $[0, 1]$ into open intervals, with respect to which $T$ is piecewise monotone, such that $\sup_{y, z /\in Y} |u(y) - u(z)| < \varepsilon$ holds for all $Y /\in \mathcal{Y}$, where $\mathcal{Y} = \{Z \times [0, 1] : Z /\in \mathcal{Z}\}$.

**Proof:** By the definition of a regular Lorenz transformation the derivative $T'$ has onesided limits and the $T$-invariant measure $\mu_{T'}$ is ergodic, since we assume that $\mu$ is ergodic. By Lemma 1 we have $h_{\mu_{T'}}(T) = h_{\mu}(F) > 0$. The assumptions of Theorem 2 in [9] are satisfied, which gives $\int \log |T'| \, d\mu_{T'} \geq h_{\mu_{T'}}(T)$. This means that $\int u \, d\mu \geq h_{\mu}(F)$ holds and hence $\int u \, d\mu > 0$ is shown. In the definition of a Lorenz transformation we have $\sup |\partial_2 g| < 1$, which implies $\int v \, d\mu > 0$.

By the definition of a regular Lorenz transformation the function $\log |T'|$ is bounded and has onesided limits. Hence there is a finite partition $\mathcal{Z}$ of $[0, 1]$ into open intervals, with respect to which $T$ is piecewise monotone, such that we have $\sup_{s, t /\in \mathcal{Z}} \log |T'(s)| - \log |T'(t)| < \varepsilon$ for all $Z /\in \mathcal{Z}$. If $\mathcal{Y} = \{Z \times [0, 1] : Z /\in \mathcal{Z}\}$, we have then $\sup_{y, z /\in Y} |u(y) - u(z)| < \varepsilon$ for all $Y /\in \mathcal{Y}$. □

Now we can show

**Theorem 2.** Suppose that the weight function $w$ is monotone, which means that $A \subset B$ implies $w(A) \leq w(B)$, and that $F$ is a regular Lorenz transformation. Let $a \in \mathbb{R}$ and let $\mu$ be an ergodic $F$-invariant probability measure with positive entropy $h_{\mu}(F)$. Suppose that for every $\varepsilon > 0$ there is a finite partition $\mathcal{Z}$ of $[0, 1]$ into open intervals, with respect to which $T$ is piecewise monotone, such that for any partition $\mathcal{Y} = \{U \times [0, 1] : U /\in \mathcal{U}\}$ with $\mathcal{U}$ a finite partition of $[0, 1]$ into open intervals refining $\mathcal{Z}$ we have for $\mu$-almost all $x$

$$\liminf_{k, l \to \infty} \frac{-\log w(Y_{k,l}(x))}{k + l} \geq a - \varepsilon \quad \text{and} \quad \limsup_{k, l \to \infty} \frac{-\log w(Y_{k,l}(x))}{k + l} \leq a + \varepsilon.$$ 

Then $\int u \, d\mu$ and $\int v \, d\mu > 0$ and $\lim_{r \to 0} \frac{\log w(B_r(x))}{\log r} = a(\frac{1}{\int u \, d\mu} + \frac{1}{\int v \, d\mu})$ holds for $\mu$-almost all $x$. 
Proof: We have \( \int u \, d\mu > 0 \) and \( \int v \, d\mu > 0 \) by Lemma 6. Choose \( \varepsilon \in (0, \int u \, d\mu) \) and let \( Z \) be a finite partition of \([0, 1]\) having the properties assumed in the theorem. By Lemma 6 there is a finite partition \( \mathcal{U} \) of \([0, 1]\) into open intervals, which can be assumed to refine \( Z \), such that \( \sup_{y,z \in Y} |u(y) - u(z)| < \varepsilon \) holds for all \( Y \in \mathcal{Y} \), where \( \mathcal{Y} = \{ U \times [0, 1] : U \in \mathcal{U} \} \). We can apply Lemma 4 and Lemma 5 to the Lorenz transformation with this partition \( \mathcal{Y} \). Let \( K \) and \( L \) be the sets of \( \mu \)-measure one found in these lemmas. By assumption, there is then a subset \( M_{\varepsilon} \) of \( K \cap L \) with \( \mu(M_{\varepsilon}) = 1 \), such that \( \liminf_{k,l \to \infty} \frac{- \log w(Y_{k,l}(x))}{k+l} \geq a - \varepsilon \) and \( \limsup_{k,l \to \infty} \frac{- \log w(Y_{k,l}(x))}{k+l} \leq a + \varepsilon \) hold for all \( x \in M_{\varepsilon} \).

Fix \( x \in M_{\varepsilon} \) and let the constants \( c_1 \), \( c_2 \) and \( c_3 \) and the integer \( q \) be as in Lemma 5. The sequences \( (D^1_k(x))_{k \geq 0} \) and \( (D^2_l(x))_{l \geq 0} \) converge to zero by Lemma 4, since we have \( \int u \, d\mu - \varepsilon > 0 \) and \( \int v \, d\mu > 0 \). Hence for every small \( r > 0 \) there are \( k \) and \( l \) satisfying

\[
c_2 D^1_k(x) < r \leq c_2 D^1_{k-1}(x) \quad \text{and} \quad c_1 D^2_l(x) < r \leq c_1 D^2_{l-1}(x).
\]

If \( r \) tends to zero, then \( k \) and \( l \) tend to infinity. Hence by the choice of \( M_{\varepsilon} \) we get using Lemma 5 and Lemma 4, that there is \( r_0(x) \) such that

\[
\frac{\log w(B_r(x))}{\log r} \leq - \frac{\log w(Y_{k,l}(x))}{k+l} \left( - \frac{k}{\log r} - \frac{l}{\log r} \right) \\
\leq - \frac{\log w(Y_{k,l}(x))}{k+l} \left( - \frac{k}{\log(c_2 D^1_{k-1}(x))} - \frac{l}{\log(c_1 D^2_{l-1}(x))} \right) \\
\leq (a + 2\varepsilon) \left( \frac{1}{\int u \, d\mu - \varepsilon} + \frac{1}{\int v \, d\mu + \varepsilon} \right)
\]

holds for \( r < r_0(x) \). By Lemma 4 also the sequences \( (d^1_k(x))_{k \geq 0} \) and \( (d^2_l(x))_{l \geq 0} \) converge to zero. Hence for every small \( r > 0 \) there are \( k \) and \( l \) satisfying

\[
d^1_{k+1}(x) \leq r < d^1_k(x) \quad \text{and} \quad c_3 d^2_{l+1}(x) \leq r < c_3 d^2_l(x).
\]

If \( r \) tends to zero, then \( k \) and \( l \) tend to infinity. Hence by the choice of \( M_{\varepsilon} \) we get using Lemma 5 and Lemma 4, that there is \( r_1(x) \) such that

\[
\frac{\log w(B_r(x))}{\log r} \geq - \frac{\log w(Y_{k,l}(x))}{k+l} \left( - \frac{k}{\log r} - \frac{l}{\log r} \right) \\
\geq - \frac{\log w(Y_{k,l}(x))}{k+l} \left( - \frac{k}{\log(d^1_{k+1}(x))} - \frac{l}{\log(c_3 d^2_{l+1}(x))} \right) \\
\geq (a - 2\varepsilon) \left( \frac{1}{\int u \, d\mu + \varepsilon} + \frac{1}{\int v \, d\mu - \varepsilon} \right)
\]
holds for $r < r_1(x)$.

We choose $\varepsilon_n > 0$ with $\lim_{n \to \infty} \varepsilon_n = 0$ and set $M = \bigcap_{n=1}^{\infty} M_{\varepsilon_n}$. Then we have $\mu(M) = 1$ and $\lim_{r \to 0} \frac{\log \mu(B_r(x))}{\log r} = a(\frac{1}{\int u \, d\mu} + \frac{1}{\int v \, d\mu})$ holds for all $x \in M$.

We get the result which is proved in [25] as a corollary.

**Corollary.** Suppose that $F$ is a regular Lorenz transformation and let $\mu$ be an ergodic $F$-invariant probability measure with positive entropy $h_\mu(F)$. Then we have $\lim_{r \to 0} \frac{\log \mu(B_r(x))}{\log r} = h_\mu(F)(\frac{1}{\int u \, d\mu} + \frac{1}{\int v \, d\mu})$ for $\mu$-almost all $x$.

**Proof:** We have $\int u \, d\mu > 0$ by Theorem 2. Let $Z$ be the partition of $[0,1]$ found for $\varepsilon = \int u \, d\mu$ in Lemma 6. Let $U$ be a finite partition of $[0,1]$ into open intervals refining $Z$ and set $\mathcal{Y} = \{U \times [0,1] : U \in U\}$. Then $\sup_{y,z \in \mathcal{Y}} |u(y) - u(z)| < \varepsilon$ holds for all $Y \in \mathcal{Y}$. By Lemma 5 there is then an $F$-invariant subset $L$ of $X_Y$ with $\mu(L) = 1$ such that $\mathcal{Y}$ restricted to $L$ is a generating partition for the transformation $F|L$. By the Shannon-McMillan-Breiman Theorem applied to $F|L$ we get $\lim_{k,l \to \infty} \frac{-\log \mu(Y_{k,l}(x))}{k+l} = h_\mu(F)$ for $\mu$-almost all $x \in L$. Hence the assumptions of Theorem 2 are fulfilled with $w = \mu$ and $a = h_\mu(F)$ and the corollary follows.

4. **Recurrence dimension**

We consider the recurrence dimension, which is the extended Hausdorff dimension $\dim_w$ or the extended packing dimension $\dim_w$ with weight function $w$ defined by $w(A) = e^{-s\tau(A)}$, where $s \in \mathbb{R}$ and $\tau(A)$ is the recurrence time of the set $A$ defined by $\tau(A) = \inf\{n \geq 1 : F^n(A) \cap A \neq \emptyset\}$. We show

**Theorem 3.** Let the weight function $w$ be defined as above. Let $F$ be a regular Lorenz transformation and let $\mu$ be an ergodic $F$-invariant probability measure with $h_\mu(F) > 0$. Then $\dim_w(\mu) = \dim_w(\mu) = (h_\mu(F) - s)(\frac{1}{\int u \, d\mu} + \frac{1}{\int v \, d\mu})$.

It suffices to show $\lim_{k,l \to \infty} \frac{\tau(Y_{k,l}(x))}{k+l} = 1$ for $\mu$-almost all $x \in X_Y$, where $\mathcal{Y} = \{U \times [0,1] : U \in U\}$ and $U$ is a finite partition of $[0,1]$ into open intervals, which refines the partition found in Lemma 6 for $\varepsilon = \int u \, d\mu$. By Theorem 2 we get then $\lim_{r \to 0} \frac{\log e^{-\tau(B_r(x))}}{\log r} = \frac{1}{\int u \, d\mu} + \frac{1}{\int v \, d\mu}$ and hence $\ell_w(x) = s(\frac{1}{\int u \, d\mu} + \frac{1}{\int v \, d\mu})$ for $\mu$-almost all $x$. The desired formula follows from the corollary and Theorem 1.

In order to show $\lim_{k,l \to \infty} \frac{\tau(Y_{k,l}(x))}{k+l} = 1$ for $\mu$-almost all $x \in X_Y$, by Lemma 5 we can assume that there is an $F$-invariant subset $L$ of $X_Y$ with $\mu(L) = 1$ such that $\mathcal{Y}$ restricted to $L$ is a generating partition for $F|L$. It follows from Theorem 4.2 in [2] that $\lim \inf_{k,l \to \infty} \frac{\tau(Y_{k,l}(x))}{k+l} \geq 1$ holds for $\mu$-almost all $x \in X_Y$. Hence it suffices to show that $\lim \sup_{k,l \to \infty} \frac{\tau(Y_{k,l}(x))}{k+l} \leq 1$ holds for $\mu$-almost all $x \in X_Y$. To this end we introduce shift spaces.
Let $Z = \{(c_{i-1}, c_i) : 1 \leq i \leq N\}$ be a finite partition of $[0, 1]$ into open intervals, with respect to which $T$ is piecewise monotone. Define the map $\vartheta^+$ from $R_Z$ to the full shift space $\{1, 2, \ldots, N\}^\mathbb{N}$ equipped with the usual topology and the shift transformation $S$ by $\vartheta^+(t) = i_0 i_1 i_2 \ldots$ such that $T^j(t) \in (c_{i_j-1}, c_{i_j})$ holds for $j \geq 0$. Then we have $S \circ \vartheta = \vartheta^+ \circ T$ and $\vartheta^+(R_Z)$ is $S$-invariant, but not closed. Let $\mathcal{Y} = \{Z \times [0, 1] : Z \in Z\}$ and define the map $\vartheta$ from $X_\mathcal{Y}$ to the full shift space $\{1, 2, \ldots, N\}^\mathbb{Z}$ equipped with the usual topology and the shift transformation $S$ by $\vartheta(x) = \ldots i_{-2} i_{-1} i_0 i_1 i_2 \ldots$ such that $F^j(x) \in (c_{i_j-1}, c_{i_j}) \times [0, 1]$ holds for $j \in \mathbb{Z}$. Then $S \circ \vartheta = \vartheta \circ F$ and $\vartheta(X_\mathcal{Y})$ is $S$-invariant, but not closed.

Set $C = \{\lim_{\ell \uparrow c_i} \vartheta^+(t) : 1 \leq i \leq N\} \cup \{\lim_{i \downarrow c_{i-1}} \vartheta^+(t) : 1 \leq i \leq N\}$. Let $\Sigma_T^+$ be the closure of $\vartheta^+(R_Z)$ in $\{1, 2, \ldots, N\}^\mathbb{N}$ and $\Sigma_F$ be the closure of $\vartheta(X_\mathcal{Y})$ in $\{1, 2, \ldots, N\}^\mathbb{Z}$. If $i_0 i_1 i_2 \ldots \in \Sigma_T^+ \setminus \vartheta^+(R_Z)$ then $i_j i_{j+1} i_{j+2} \ldots \in C$ for some $j \in \mathbb{N}$. Then $i_{-1} i_0 i_1 i_2 \ldots \in \Sigma_F \setminus \vartheta(X_\mathcal{Y})$ hence both, $\Sigma_T^+ \setminus \vartheta^+(R_Z)$ and $\Sigma_F \setminus \vartheta(X_\mathcal{Y})$, are countable and contain at most finitely many periodic points.

Let $[i_0 i_1 \ldots i_j]^+$ be the set of all elements of $\Sigma_T^+$, which begin with the word $i_0 i_1 \ldots i_j$ and similarly, let $[i_0 i_1 \ldots i_j]$ be the set of all elements of $\Sigma_F$, which have the word $i_0 i_1 \ldots i_j$ in the places from 0 to $j$. For $\bar{x} = \ldots i_{-1} i_{0} i_{1} i_{2} \ldots \in \Sigma_F$ define $Y_{k,l}(\bar{x}) = S_l[i_{-l} i_{-l+1} \ldots i_k]$. If $x \in X_\mathcal{Y}$, then $\vartheta(Y_{k,l}(x)) = \tilde{Y}_{k,l}(\vartheta(x)) \subseteq \vartheta(X_\mathcal{Y})$. This follows easily from the definitions.

Now we can show the following result, which completes the proof of Theorem 3.

**Proposition 2.** Let $F$ be a Lorenz transformation and suppose that $\mu$ is an ergodic $F$-invariant probability measure with $h_\mu(F) > 0$. Let $Z$ be a finite partition of $[0, 1]$ into open intervals, with respect to which $T$ is piecewise monotone, and set $\mathcal{Y} = \{Z \times [0, 1] : Z \in Z\}$. Suppose that there is an $F$-invariant subset $L$ of $X_\mathcal{Y}$ with $\mu(L) = 1$ such that $\mathcal{Y}$ restricted to $L$ is a generating partition for $F|L$. Then $\limsup \frac{\tau(Y_{k,l}(x))}{k+l} \leq 1$ holds for $\mu$-almost all $x$.

**Proof:** We define the Markov diagram for the shift space $\Sigma_T^+$, which is a finite or countable oriented graph. Let $\mathcal{W}$ be the set of all words which occur in an element of $\Sigma_T^+$. Set $\mathcal{D} = \{S^n([i_0 i_1 \ldots i_n]^+) : n \geq 0, i_0 i_1 \ldots i_n \in \mathcal{W}\}$. Together with the arrows $S^n([i_0 i_1 \ldots i_n]^+)$ we get an oriented graph $(\mathcal{D}, \rightarrow)$, the so-called Markov diagram of $\Sigma_T^+$.

We have $\mathcal{W} = [i_0 i_1 \ldots i_n]^+ \subseteq [i_n]^+$. For each $D \in \mathcal{D}$ define $\xi(D) = i$, if $D \subseteq [i]^+$. Define further $\Sigma_D = \{\ldots D_{-1} D_0 D_1 D_2 \ldots : D_j \in \mathcal{D}, D_j \rightarrow D_{j+1}$ for $j \in \mathbb{Z}\}$ and $\xi : \Sigma_D \rightarrow \{1, 2, \ldots, N\}^\mathbb{Z}$ by $\xi(\ldots D_{-1} D_0 D_1 \ldots) = \ldots \xi(D_{-1}) \xi(D_0) \xi(D_1) \ldots$. For a piecewise increasing $T$ it is shown in [6] that $\xi$ is injective, that $\xi(\Sigma_D)$ is a subset of $\Sigma_F$ and that $\Sigma_F \setminus \xi(\Sigma_D)$ is a nullset for each ergodic invariant probability measure with positive entropy. The extension to the general case is done in [7].
Since \( \mu \) is concentrated on the set \( L \subset X_Y \), on which \( \vartheta \) is injective, there is an ergodic \( S \)-invariant probability measure \( \tilde{\mu} \) on \( \Sigma_F \) with positive entropy satisfying 
\[
\tilde{\mu} = \mu \circ \vartheta^{-1}.
\]
Since \( \Sigma_F \setminus \xi(\Sigma_D) \) has \( \tilde{\mu} \)-measure zero, there is an ergodic \( S \)-invariant probability measure \( \tilde{\mu} \) on \( \Sigma_D \) with positive entropy satisfying 
\[
\tilde{\mu} = \mu \circ \xi^{-1}.
\]

For \( \hat{x} = \ldots D_{-1}D_0D_1D_2 \ldots \) let \( \hat{Y},l,1(\hat{x}) \) be the set of all sequences in \( \Sigma_D \), having the word \( D_{-1}D_{-1}+1 \ldots D_k \) in the places from \( -l \) to \( k \). Since \( \xi \) is defined coordinatewise, we have then \( \xi(\hat{Y},l,1(\hat{x})) \subset \hat{Y},l,1(\xi(\hat{x})) \). Furthermore, for a subset \( A \) of a shift space define 
\[
\tau(A) = \inf \{ n \geq 1 : S^n(A) \cap A \text{ contains a periodic point} \}.
\]

We find \( E \in D \) such that \( \tilde{\mu}(\hat{U}) > 0 \), where \( \hat{U} \) is the set of all sequences in \( \Sigma_D \) which have the symbol \( E \) in place zero. By the ergodic theorem there is then a set \( \hat{M} \subset \Sigma_D \) with \( \tilde{\mu}(\hat{M}) = 1 \) such that 
\[
\lim_{n \to \infty} \frac{1}{n} \sum_{j=1}^{n} 1_{\hat{U}}(S^j(\hat{x})) = \tilde{\mu}(\hat{U}) \text{ hold for all } \hat{x} \in \hat{M}.
\]

Suppose \( \hat{x} = \ldots D_{-2}D_1D_0D_1D_2 \ldots \) is in \( \hat{M} \). Let \( n_0 = 0 < n_1 < n_2 < \ldots \) and \( m_0 = 0 < m_1 < m_2 < \ldots \) be such that \( D_{n_j} = E \) and \( D_{-m_j} = E \) hold for \( j \geq 1 \). Then we have 
\[
\lim_{j \to \infty} \frac{1}{m_j} = \hat{\mu}(\hat{U}) \text{ and } \lim_{j \to \infty} \frac{1}{m_j+1} = \hat{\mu}(\hat{U}),
\]
which implies 
\[
\lim_{j \to \infty} \frac{n_j+1}{m_j+1} = 1 \text{ and } \lim_{j \to \infty} \frac{n_j+1}{m_j} = 1.
\]

For \( k, l > 0 \) let \( i \) and \( j \) be such that 
\[
n_j-1 \leq k < n_j \text{ and } -m_i < -l \leq -m_i-1.
\]

Set \( \hat{V} = \hat{Y},n_j,m_i(\hat{x}) \). Let \( \hat{p} \) be the periodic point with period \( D_{-m_i}D_{-m_i+1} \ldots D_{n_j-1} \), which exists, since we have \( D_{n_j-1} \to D_{n_j} = E = D_{-m_i} \). Then \( \hat{p} \in \hat{V} \cap S^{m_i+n_j}(\hat{V}) \) and hence 
\[
\tau(\hat{V}) \leq m_i + n_j.
\]

Because of \( \hat{V} \subset \hat{Y},l,1(\hat{x}) \) we have also 
\[
\tau(\hat{Y},l,1(\hat{x})) \leq m_i + n_j
\]
and hence 
\[
\limsup_{k,l} \frac{\tau(\hat{Y},l,1(\hat{x}))}{k+l} \leq \limsup_{i,j} \frac{m_i+n_j}{m_i-1+n_j-1} = 1.
\]

Now set \( \hat{M} = \xi(\hat{M}) \subset \Sigma_F \). Then \( \tilde{\mu}(\hat{M}) = \hat{\mu}(\xi^{-1}(\hat{M})) \geq \hat{\mu}(\hat{M}) = 1 \). Choose \( \hat{x} \in \hat{M} \). There is \( \hat{x} \in \hat{M} \) with \( \xi(\hat{x}) = \hat{x} \). Because of \( \xi(\hat{Y},l,1(\hat{x})) \subset \hat{Y},l,1(\xi(\hat{x})) \) and since \( \xi \) maps periodic points to periodic points and commutes with \( S \), we get 
\[
\tau(\hat{Y},l,1(\hat{x})) \leq \tau(\hat{Y},l,1(\hat{x})).
\]

This implies 
\[
\limsup_{k,l} \frac{\tau(\hat{Y},l,1(\hat{x}))}{k+l} \leq 1.
\]

Finally set \( M = \vartheta^{-1}(\hat{M}) \). Then \( \mu(M) = \tilde{\mu}(\hat{M}) = 1 \). Choose \( x \in X \) and set \( \hat{x} = \vartheta(x) \in \hat{M} \). Set \( n = \tau(\hat{Y},l,1(\hat{x})) \). Then \( \hat{Y},l,1(\hat{x}) \cap S^n(\hat{Y},l,1(\hat{x})) \) contains a periodic point \( \hat{p} \). Since \( \Sigma_F \setminus \vartheta(X_Y) \) contains at most finitely many periodic points and since \( \hat{x} \in \vartheta(X_Y) \), this periodic point \( \hat{p} \) cannot be in \( \Sigma_F \setminus \vartheta(X_Y) \), if \( l \) and \( k \) are large enough. In this case there is a periodic point \( p \in X_Y \) with \( \vartheta(p) = \hat{p} \), which is contained in \( Y,k,l(x) \cap S^n(Y,k,l(x)) \). In particular, this intersection is nonempty. Therefore, we have shown 
\[
\tau(Y,k,l(x)) \leq \tau(Y,k,l(x)) \text{ for all } l \text{ and } k \text{ which are large enough.}
\]

This implies 
\[
\limsup_{k,l} \frac{\tau(Y,k,l(x))}{k+l} \leq 1.
\]

We have shown this for all \( x \in \hat{M} \), which means for \( \mu \)-almost all \( x \). \( \square \)

5. Equilibrium states

Another possibility for the weight function \( w \) is to choose \( w(A) = \varrho(A)^s \) for all Borel sets \( A \), where \( \varrho \) is a probability measure and \( s \in \mathbb{R} \). In order to get a formula
for the extended dimensions we have to show the condition in Theorem 2. This can be done for equilibrium states of certain functions $\varphi : [0, 1]^2 \rightarrow \mathbb{R}$. An equilibrium state of a function $\varphi$ is an $F$-invariant probability measure $\mu$ maximizing $h_\varphi(F) + \int \varphi \, d\mu$. This maximum is called the pressure $p(F, \varphi)$ of $\varphi$. If we add a constant to $\varphi$ then the pressure changes also by this constant, but equilibrium states do not change. Hence we can assume that $p(F, \varphi) = 0$. We say that $\varphi$ is piecewise Hölder continuous, if there are $0 = c_0 < c_1 < \ldots < c_N = 1$ such that $\varphi|([c_{j-1}, c_j] \times [0, 1])$ is Hölder continuous for $1 \leq j \leq N$. Then we have

**Theorem 4.** Let $F$ be a regular Lorenz transformation and let $\mu$ be an ergodic $F$-invariant probability measure with positive entropy $h_\mu(F)$. Suppose further that $T$ is topologically transitive. Then every piecewise Hölder continuous function $\varphi : [0, 1]^2 \rightarrow \mathbb{R}$ with $p(F, \varphi) = 0$ and sup $\varphi - \inf \varphi < h_{\text{top}}(F)$ has an equilibrium state $\mu$ such that $\dim_w(\mu) = \dim_w(\mu) = (h_\mu(F) - s) \int \varphi \, d\mu)((\frac{1}{\mu_1} + \frac{1}{\mu_2})$ where $s \in \mathbb{R}$ and $w(A) = \varphi(A)^s$ for all Borel sets $A$.

Theorem 4 follows from Theorems 1 and 2, if we show, that for every $\varepsilon > 0$ there is a finite partition $Z$ of $[0, 1]$ into open intervals, with respect to which $T$ is piecewise monotone, such that for any partition $\mathcal{Y} = \{U \times [0, 1] : U \in \mathcal{U}\}$ with $\mathcal{U}$ a finite partition of $[0, 1]$ into open intervals refining $Z$, we have

$$\liminf_{k,l \to \infty} \frac{-\log \varphi(Y_k,l)}{k+l} \geq \int \varphi \, d\mu - \varepsilon \quad \text{and} \quad \limsup_{k,l \to \infty} \frac{-\log \varphi(Y_k,l)}{k+l} \leq \int \varphi \, d\mu + \varepsilon$$

for $\mu$-almost all $x$. In order to show this, we reduce everything to one dimension.

For a function $f : [0, 1] \rightarrow \mathbb{R}$ and $n \geq 1$ set $S_n f = \sum_{j=0}^{n-1} f \circ T^j$. The idea of the following proof is similar to that of Lemma 1.6 in [4].

**Lemma 7.** Let $F$ be a regular Lorenz transformation. Let $\varphi : [0, 1]^2 \rightarrow \mathbb{R}$ be bounded and piecewise Hölder continuous. Then there are a function $\psi : [0, 1] \rightarrow \mathbb{R}$, which has bounded $p$-variation for some $p \geq 1$, and a bounded measurable function $\chi : [0, 1]^2 \rightarrow \mathbb{R}$, such that $\psi(\pi(x)) = \varphi(x) - \chi(x) + \chi(F(x))$ holds for all $x$ in a set, which has measure one for every ergodic $F$-invariant probability measure with positive entropy. Moreover $\sup S_n \psi - \inf S_n \psi \leq n(\sup \varphi - \inf \varphi) + 4 \sup |\chi|$ holds for all $n \geq 1$.

**Proof:** Since $\varphi : [0, 1]^2 \rightarrow \mathbb{R}$ is piecewise Hölder continuous there are constants $a > 0$ and $\alpha \in (0, 1]$ and a partition $\{(c_{j-1}, c_j) : 1 \leq j \leq N\}$ of $[0, 1]$, with respect to which $T$ is piecewise monotone, such that $|\varphi(x) - \varphi(y)| \leq a|x - y|^{\alpha}$ holds, if $\pi(x)$ and $\pi(y)$ are in $(c_{j-1}, c_j)$ for some $j$. Since $\varphi$ is bounded, we can assume that $\sup |\varphi| \leq a$. If $\pi(x) = c_j$ for some $j$, we redefine $F(x)$ by $F(x) = (\pi(x), 0)$.

We define $\tilde{\pi} : [0, 1]^2 \rightarrow [0, 1]^2$ by $\tilde{\pi}(x) = (\pi(x), 0)$ and for $x \in [0, 1]^2$ we set $\chi(x) = \sum_{j=0}^{\infty} \varphi(F^j(x)) - \varphi(F^j(\tilde{\pi}(x)))$. Set $q = \sup |\partial_2 g|$. We have $q < 1$ by the definition of a Lorenz transformation and by the above redefinition of $F$. For all
For \( t \in [0, 1] \) set \( \psi(t) = \varphi(t, 0) + \sum_{j=1}^\infty \varphi(F^j(t, 0)) - \varphi(F^{j-1}(T(t), 0)) \). Because of \( \varphi(x) - \chi(x) + \chi(F(x)) = \varphi(\tilde{\pi}(x)) + \sum_{j=1}^\infty \varphi(F^j(\tilde{\pi}(x)) - \varphi(F^{j-1}(\tilde{\pi} \circ F(x))) \) we have \( \psi(\pi(x)) = \varphi(x) - \chi(x) + \chi(F(x)) \) for all \( x \in [0, 1]^2 \). For \( n \geq 1 \) we get then \( S_n \psi(\pi(x)) \leq n \sup \varphi + 2 \sup |\chi| \) and \( S_n \psi(\pi(x)) \geq n \inf \varphi - 2 \sup |\chi| \), which implies \( \sup S_n \psi - \inf S_n \psi \leq (n \sup \varphi - \inf \varphi) + 4 \sup |\chi| \). If we return to the original \( F \) then \( \psi(x) = \varphi(x) - \chi(x) + \chi(F(x)) \) holds for all \( x \in [0, 1]^2 \setminus \pi^{-1}\{c_0, c_1, \ldots, c_N\} \), which is a set of measure one for every ergodic \( F \)-invariant probability measure with positive entropy. It remains to show that \( \psi \) is of bounded \( p \)-variation for some \( p \geq 1 \).

Choose \( L \geq N \) such that \( |F(x) - F(y)| \leq L|x - y| \) holds, if \( \pi(x) \) and \( \pi(y) \) are in \((c_{j-1}, c_j)\) for some \( j \). This is possible, since the partial derivatives of \( F \) are bounded. Let \( \gamma \in (0, 1) \) be the unique solution of \( q = L^{1-\frac{1}{\gamma}} \) and fix \( \beta \) satisfying \( \frac{1}{N} > \beta > L^{-\frac{1}{\gamma}} \). Set \( K_0 = \{c_0, c_1, \ldots, c_N\} \) and \( K_j = T^{-j}(K_0) \) for \( j \geq 1 \). Because of \( \frac{1}{N} > \beta \) and \( \text{card} K_j \leq N^{j+1} + 1 \) for \( j \geq 0 \), we have \( \sum_{j=0}^\infty \beta^j \text{card} K_j < \infty \). For \( u \) and \( v \) in \([0, 1]\) set \( k(u, v) = \sum_{j=0}^\infty \beta^j \text{card}(K_j \cap I(u, v)) \), where \( I(u, v) \) is the closed interval with endpoints \( u \) and \( v \). We define a modified distance on the interval \([0, 1]\) by \( d(u, v) = |u - v| + k(u, v) \).

Fix \( u \) and \( v \) in \([0, 1]\). Let \( r \in \mathbb{Z} \) be such that \( r < \max(0, -\gamma \frac{\log d(u, v)}{\log L}) \leq r + 1 \). Then either \( r = -1 \) or we have \( r < \frac{\log d(u, v)}{\log \beta} \) and hence \( \beta^r > d(u, v) \geq k(u, v) \). This implies \( K_j \cap I(u, v) = \emptyset \) for \( 0 \leq j \leq r \). Therefore \( K_0 \cap T^j(I(u, v)) = \emptyset \) for \( 0 \leq j \leq r \), which gives \( |\varphi(F^j(u, 0)) - \varphi(F^j(v, 0))| \leq a(L^j |u - v|)^{\alpha} \) for \( 0 \leq j \leq r \) and \( |\varphi(F^{j-1}(T(u), 0)) - \varphi(F^{j-1}(T(v), 0))| \leq a(L^j |u - v| \gamma)^{\alpha} \) for \( 1 \leq j \leq r \). Since we have \( |u - v| \leq d(u, v) \) and \( L^r \leq d(u, v)^{-\gamma} \), if \( r \geq 0 \), and since the empty sum is zero, we get \( \sum_{j=0}^r \varphi(F^j(u, 0)) - \varphi(F^j(v, 0))| \leq \frac{a L^\alpha}{L^{r+1}} d(u, v)^{(1-\gamma)\alpha} \) and \( \sum_{j=1}^r |\varphi(F^{j-1}(T(u), 0)) - F^{j-1}(T(v), 0))| \leq \frac{a L^\alpha}{L^{r+1}} d(u, v)^{(1-\gamma)\alpha} \).

If \( z \in [0, 1]^2 \) then \( |\varphi(z)| \leq \frac{a}{q} \) and \( |\varphi(F^{j-1}(z)) - \varphi(F^{j-1}(\tilde{\pi}(z)))| \leq a q^{(j-1)\alpha} \) for \( j \geq 1 \). With \( z = F(u, 0) \) we get \( \sum_{j=r+1}^\infty |\varphi(F^j(u, 0)) - \varphi(F^{j-1}(T(u), 0))| \leq \frac{a}{1-q^{\alpha}} q^r \), where in the case of \( r = -1 \) the summand for \( j = 0 \) is only \( |\varphi(u, 0)| \). The same holds for \( v \) instead of \( u \). Because of \( q = L^{1-\frac{1}{\gamma}} \) and \( r + 1 \geq -\gamma \frac{\log d(u, v)}{\log L} \) we get \( q^r = \frac{1}{q} L^{(r+1)(1-\frac{1}{\gamma})} \leq \frac{1}{q} L^{(1-\gamma) \log d(u, v) / \log L} = \frac{1}{q} d(u, v)^{1-\gamma} \).

Putting these inequalities together, we get \( |\psi(u) - \psi(v)| \leq bd(u, v)^{(1-\gamma)\alpha} \) with \( b = \frac{a L^\alpha}{L^\gamma 1} + \frac{2}{q^{\gamma}} \frac{a}{1-q^{\alpha}} \). This holds for any \( u \) and \( v \) in \([0, 1]\). Set \( p = \frac{1}{(1-\gamma)\alpha} \), which
is $\geq 1$. If we choose now arbitrary points $t_0 < t_1 < \ldots < t_n$ in $[0, 1]$ we have

$$
\sum_{i=1}^{n} |\psi(t_{i-1}) - \psi(t_i)|^p \leq b^p \sum_{i=1}^{n} d(t_{i-1}, t_i)
$$

$$
= b^p \sum_{i=1}^{n} |t_{i-1} - t_i| + b^p \sum_{i=1}^{n} k(t_{i-1}, t_i)
$$

$$
\leq b^p (1 + 2 \sum_{j=1}^{\infty} \beta^j \text{card } K_j)
$$

which shows that the $p$-variation of $\psi$ is bounded by $b^p (1 + 2 \sum_{j=1}^{\infty} \beta^j \text{card } K_j)$. 

Now we can use one-dimensional techniques for equilibrium states. For a piecewise monotone transformation $T : [0, 1] \to [0, 1]$ and a measurable function $\psi : [0, 1] \to \mathbb{R}$ we introduce the transfer operator $P_\psi$. It is defined on the vector space of all measurable functions $f : [0, 1] \to \mathbb{R}$ by $P_\psi f(t) = \sum_{v \in T^{-1}(t)} e^{\psi(v)} f(v)$.

For a measure $m$ let $P^*_\psi m$ be the measure defined by $P^*_\psi m(A) = \int P_\psi 1_A \, dm$.

Now we consider equilibrium states for the transformation $T$ and a function $\psi : [0, 1] \to \mathbb{R}$. The corresponding pressure is denoted by $p(T, \psi)$.

**Proposition 3.** Suppose that $\psi : [0, 1] \to \mathbb{R}$ is of bounded $p$-variation for some $p \geq 1$ and satisfies $\sup S_n \psi - \inf S_n \psi < nh_{\text{top}}(T)$ for some $n \geq 1$. Then there are $\lambda > 0$ and a probability measure $m$ on $[0, 1]$, which has no atoms and satisfies $P^*_\psi m = \lambda m$. Furthermore we have $p(T, \psi) = \log \lambda$ and there is a bounded $m$-almost everywhere continuous function $h : [0, 1] \to \mathbb{R}^+$ for which $P_\psi h = \lambda h$ holds $m$-almost everywhere. The measure $\rho^+ = hm$ has positive entropy and is an ergodic equilibrium state for the function $\psi$.

**Proof:** Using a method of [26] it is shown in [13] that a probability measure $m$ on $[0, 1]$ and $\lambda > 0$ exist satisfying $P^*_\psi m = \lambda m$. In this paper bounded variation is assumed for $\psi$, but the proof uses only that $\psi$ has onesided limits, which holds also for functions of bounded $p$-variation. It is also shown there that $\lambda^{-n} \|e^{S_n \psi}\|_\infty < 1$ for some $n \geq 1$. This is done on an extended interval $[0, 1]$, one gets by doubling countably many points. For all points $x$ in this extended interval we have $P_\psi 1_{\{x\}} = e^{\psi(x)} 1_{\{Tx\}}$ and hence also $m(\{x\}) = \lambda^{-1} e^{\psi(x)} m(\{Tx\})$, which implies $m(\{x\}) = \lambda^{-k} e^{S_k \psi(x)} m(\{T^k x\}) \leq \lambda^{-k} e^{S_k \psi(x)}$ for all $k \geq 1$. Since $e^{S_n \psi(x)}$ is bounded by $1$ for some $n \geq 1$, we get $\lim_{k \to \infty} \lambda^{-k} e^{S_k \psi(x)} = 0$ and $m(\{x\}) = 0$ follows. In particular, the countably many doubled points have measure zero and $m$ can be considered as a measure on the original interval $[0, 1]$, which has no atoms.
The existence of a function $h : [0, 1] \to \mathbb{R}^+$ satisfying $P_\psi h = \lambda h$ almost everywhere, such that $g^+ = hm$ is an ergodic measure, is then shown in [17] using results from [12]. This function $h$ is contained in a certain Banach space, whose definition implies that it is bounded and $m$-almost everywhere continuous. It is shown in [12], that $g^+$ is an equilibrium state of $\psi$ using Theorem 1 of [18], from which applied to $\frac{1}{n}e^{\psi} \frac{h_\psi}{h_\psi(T)}$ we also get $h_{g^+}(T) = \log \lambda - \int \psi \, dg^+ = \log \lambda - \frac{1}{n} S_n \psi \, dg^+$ and hence $h_{g^+}(T) > 0$. This also shows $p(T, \psi) = \log \lambda$. □

Let $g^+$ be an ergodic $T$-invariant probability measure on $[0, 1]$ with positive entropy. We find an $F$-invariant measure $\varphi$ on $[0, 1]^2$, such that its image $\varphi_\pi$ under $\pi$ equals $g^+$, as follows. Let $Z$ be a partition of $[0, 1]$, with respect to which $T$ is piecewise monotone. Then $g^+(R_Z) = 1$ and $Z$ is a generating partition since, by the assumption that $T$ is topologically transitive, there cannot be a nondegenerate interval $I$ such that $T^n I$ is monotone for all $n \geq 1$. Set $\mathcal{Y} = \{Z \times [0, 1] : Z \in \mathcal{Y}\}$. For $k, l \geq 0$ and $x \in X_\mathcal{Y}$ we have $F^{-l}(Y_{k,l}(x)) = \pi^{-1}(Z_{k+l}(\pi \circ F^{-l}(x)))$. We set $g(Y_{k,l}(x)) = g^+(Z_{k+l}(\pi \circ F^{-l}(x)))$. This defines a probability measure $g$ on $[0, 1]^2$, which is $F$-invariant, since $g^+$ is $T$-invariant, and satisfies $g_\pi = g^+$. By Lemma 1 we have $h_\varphi(F) = h_{g^+}(T)$. For the shift spaces introduced in the last section this construction just means to extend an invariant measure from the onesided shift space $\Sigma_T^+$ to its natural extension $\Sigma_F$.

Let $\varphi : [0, 1] \to \mathbb{R}$ be as in Theorem 4. Let $\psi : [0, 1] \to \mathbb{R}$ be the function found in Lemma 7. Since we assume $\sup \varphi - \inf \varphi < h_{\text{top}}(F)$, there is $n \geq 1$ with $\sup S_n \psi - \inf S_n \psi < nh_{\text{top}}(F) = nh_{\text{top}}(T)$ by Lemma 7. Let $g^+$ be the equilibrium state of $\psi$ found in Proposition 3 and let $g$ be the measure constructed above. We have $\sup \varphi < h_{g}(F) + \inf \varphi$ and hence there is an $F$-invariant probability measure $\nu$ satisfying $\sup \varphi < h_{\nu}(F) + \inf \varphi \leq h_{\nu}(F) + \int \varphi \, d\nu$. Therefore an $F$-invariant probability measure with zero entropy cannot be an equilibrium state of $\varphi$. For every ergodic $F$-invariant probability measure $\gamma$ of positive entropy we have $\int \psi \, d\gamma = \int \psi \circ \pi \, d\gamma = \int \varphi \, d\gamma$ by Lemma 7 and $h_\gamma(F) = h_{\gamma}(T)$ by Lemma 1. Since $g^+$ is an equilibrium state of $\varphi$, this implies that $g$ is an equilibrium state of $\varphi$ and that we have $p(F, \varphi) = p(T, \psi)$. The following lemma completes then the proof of Theorem 4. Notice that we assume $p(F, \varphi) = 0$ in Theorem 4, and hence $\lambda$ in Proposition 3 equals one.

**Lemma 8.** Suppose that $\mu$ is an ergodic $F$-invariant probability measure with positive entropy and that $T$ is topologically transitive. Let $g$ be an $F$-invariant probability measure with $g_\pi = hm$, where $m$ is a probability measure, which has no atoms and satisfies $P_\psi^* m = m$ for a function $\psi : [0, 1] \to \mathbb{R}$ of bounded $p$-variation, and where $h : [0, 1] \to \mathbb{R}^+$ is a bounded $m$-almost everywhere continuous function, such that $P_\psi^* h = h$ holds $m$-almost everywhere. Then for every $\varepsilon > 0$ there is a finite partition $\mathcal{Z}$ of $[0, 1]$ into open intervals, with respect to which $T$ is piecewise monotone, such that for any partition $\mathcal{Y} = \{U \times [0, 1] :
\[ U \in \mathcal{U} \} \text{ with } \mathcal{U} \text{ a finite partition of } [0, 1] \text{ into open intervals refining } \mathcal{Z}, \text{ we have } \liminf_{k,l \to \infty} \frac{-\log (k+l)}{k+l} \geq \int \psi \circ \pi \, d\mu - \varepsilon \text{ and } \limsup_{k,l \to \infty} \frac{-\log (k+l)}{k+l} \leq \int \psi \circ \pi \, d\mu + \varepsilon \text{ for } \mu\text{-almost all } x. \]

**Proof:** Fix \( \varepsilon > 0. \) Let \( \mathcal{Z} \) be a finite partition of \([0, 1] \) into open intervals, with respect to which \( T \) is piecewise monotone, such that \( \sup_{\mathcal{Z}} \psi - \inf_{\mathcal{Z}} \psi < \varepsilon \) holds for all \( Z \in \mathcal{Z}. \) This is possible, since \( \psi : [0, 1] \to \mathbb{R} \) is of bounded \( p \)-variation and has therefore onesided limits. Let \( \mathcal{U} \) be a finite partition of \([0, 1]\) into open intervals refining \( \mathcal{Z} \) and set \( \mathcal{Y} = \{ U \times [0, 1] : U \in \mathcal{U} \}. \) For \( n \geq 1 \) and \( t \in [0, 1] \) let \( U_n(t) \) be the unique element of \( \mathcal{U}_n = \bigvee_{j=0}^{n} T^{-j} \mathcal{U} \) which contains \( t. \) It exists for \( \mu_{\pi} \text{-almost all } t. \) For \( k, l \geq 0 \) and \( x \in [0, 1]^2 \) let \( Y_{k,l}(x) \) be the unique element of \( \mathcal{Y}_{k,l} = \bigvee_{j=-l}^{k} F^{-j} \mathcal{Y} \) which contains \( x. \) It exists for \( \mu \text{-almost all } x. \)

If \( M \) is a subset of \( U_1(t) \) then \( P_\psi 1_M \leq e^{\psi(t)+\varepsilon} 1_{T(M)}, \) since \( |\psi(v) - \psi(t)| < \varepsilon \) for all \( v \in U_1(t) \) by the choice of \( \mathcal{Z}. \) This implies \( m(M) \leq e^{\psi(t)+\varepsilon} m(T(M)). \) Iterating this estimate, we get \( m(U_n(t)) \leq e^{\sum_{j=0}^{n} \psi(t)+\varepsilon} m(T^n U_n(t)) \) for all \( n \geq 1. \) Similarly we get \( m(U_n(t)) \geq e^{\sum_{j=0}^{n} \psi(t)-\varepsilon} m(T^n U_n(t)) \) for all \( n \geq 1. \)

By assumption there is a constant \( d \) with \( h \leq d. \) Therefore we get

\[
\begin{align*}
\varrho(Y_{k,l}(x)) &= \varrho(F^{-l}(Y_{k,l}(x))) = \varrho(F^{-l}(x)) \\
&= \varrho(\pi^{-1} U_{k+l} (\pi \circ F^{-l}(x))) = \varrho(\pi(U_{k+l} (\pi \circ F^{-l}(x)))) \\
&\leq dm(U_{k+l} (\pi \circ F^{-l}(x))) \leq d e^{S_{k+l}(\pi \circ F^{-l}(x))+(k+l)\varepsilon}
\end{align*}
\]

since \( m(T^{k+l} U_{k+l} (\pi \circ F^{-l}(x))) \leq 1. \) Furthermore, we have

\[
S_{k+l}(\pi \circ F^{-l}(x)) = \sum_{j=0}^{k+l-1} \psi(T^j \circ \pi \circ F^{-l}(x))
\]

\[
= \sum_{j=0}^{k+l-1} \psi(\pi \circ F^{-l+j}(x)) = \sum_{j=-l}^{k-1} \psi(\pi \circ F^j(x)).
\]

For \( \mu \text{-almost all } x \in [0, 1]^2 \) we get \( \lim_{k \to \infty} \frac{1}{k} \sum_{j=0}^{k-1} \psi \circ \pi(F^j(x)) = \int \psi \circ \pi \, d\mu \) and \( \lim_{l \to \infty} \frac{1}{l} \sum_{j=-l}^{-1} \psi \circ \pi(F^j(x)) = \int \psi \circ \pi \, d\mu \) by the ergodic theorem applied to \( F \) and \( F^{-1} \) and hence also \( \lim_{k,l \to \infty} \frac{1}{k+l} \sum_{j=-l}^{k-1} \psi \circ \pi(F^j(x)) = \int \psi \circ \pi \, d\mu. \) Together with the above estimate this gives \( \limsup_{k,l \to \infty} \frac{-\log (k+l)}{k+l} \leq \int \psi \circ \pi \, d\mu + \varepsilon \) for \( \mu \text{-almost all } x. \)

We get \( \liminf_{k,l \to \infty} \frac{-\log (k+l)}{k+l} \geq \int \psi \circ \pi \, d\mu - \varepsilon \) in the same way, if we show that \( \lim_{k,l \to \infty} \frac{1}{k+l} \log m(T^{k+l} U_{k+l} (\pi \circ F^{-l}(x))) = 0 \) holds for \( \mu \text{-almost all } x \) and that there is a constant \( c > 0 \) such that \( h(t) \geq c \) holds for \( m \text{-almost all } t. \)
By assumption, there is \( t \in [0, 1] \) such that \( h \) is continuous in \( t \) and \( h(t) > 0 \). Hence there is an open interval \( I \subset [0, 1] \) with \( \inf_I h > 0 \). By Lemma 1 in \([10]\) there is \( k \) such that \( \bigcup_{j=0}^{k} T^j(I) \) covers \([0, 1]\) up to finitely many points. Observe that Lemma 1 in \([10]\) applies to an extended interval with countably many points doubled. For the original interval \([0, 1]\) this union covers \([0, 1]\) only up to finitely many points. Using that \( P_\psi h = h \) holds \( m\)-almost everywhere, for a subset \( J \) of \([0, 1]\) we get that \( \text{essinf}_J h > 0 \) implies \( \text{essinf}_{T(J)} h > 0 \), since \( P_\psi 1_J \geq 1_{T(J)} \inf e^\psi \). Choosing \( c = \inf \{ \text{essinf}_{T^j(I)} h : 0 \leq j \leq k \} \) this implies that \( h \geq c \) holds \( m\)-almost everywhere.

For a subset \( J \) of \([0, 1]\) we get that \( m(J) = 0 \) implies \( m(T(J)) = 0 \), because we have \( P_\psi 1_J \geq 1_{T(J)} \inf e^\psi \) and hence also \( m(J) \geq m(T(J)) \inf e^\psi \). Again by this result from Lemma 1 in \([10]\) quoted above we would get \( m([0, 1]) = 0 \), if \( m(I) \) would be 0 for some open interval \( I \). This shows that \( m \) has support \([0, 1]\). Furthermore, if \( Z \) is an interval, on which \( T \) is monotone, hence \( \lim_{\Sigma} \) exists everywhere. Hence there is an open interval \( \bigcup_{j=0}^{k} T^j(I) \) covers \([0, 1]\) up to finitely many points. Using that \( P_\psi m = m \) implies that on \( Z \) the Radon-Nikodym-derivative \( \frac{dm}{d\mu(T)} \) equals \( e^\psi \). This implies that \( \frac{dm}{d\mu(T)} \) equals \( e^{-\psi} \), which means that \( m(T(J)) = \int_J e^{-\psi} \, dm \) for all intervals \( J \), on which \( T \) is monotone. Hence \( m \) is a so-called \( e^{-\psi} \)-conformal measure. It follows from (4) of Lemma 5 in \([15]\) that \( \lim_{k \to \infty} \frac{1}{k} \log m(T^k U_k(t)) = 0 \) for \( \mu \)-almost all \( t \in [0, 1] \), since \( d_m \) defined as in \([15]\) we have \( d_m(T(t), T^k U_k(t)) \leq m(T^k U_k(t)) \leq 1 \). This implies \( \lim_{k \to \infty} \frac{1}{k} \log m(T^k U_k(\pi(x))) = 0 \) for \( \mu \)-almost all \( x \in [0, 1]^2 \).

In order to show \( \lim_{k \to \infty} \frac{1}{k} \log m(T^{k+l} U_{k+l}(\pi \circ F^{-l}(x))) = 0 \) for \( \mu \)-almost all \( x \), we use the shift spaces \( \Sigma_T^+ \) and \( \Sigma_F \) introduced in Section 4. The subset of \( \Sigma_T^+ \) corresponding to \( T^{k+l} U_{k+l}(\pi \circ F^{-l}(x)) \) is \( S^{k+l}([i^-_0i^-_1...i^+_k]+) \) with \( ...i^-_1i^-_0i^-_1... = \vartheta(x) \). Let \( C \) be as in Section 4. For \( a = a_0a_1... \in C \) define \( N_a \subset \Sigma_F \) by \( N_a = \bigcap_{j=1}^{\infty} \bigcup_{j=1}^{\infty} S^{-j}([a_0a_1...a_{j-1}]) \), if \( a \) is not periodic, and \( N_a = \emptyset \), if \( a \) is periodic. Set \( K_a = \{ ...i^-_1i^-_0i^-_1... \in \Sigma_F : i_n i_{n+1}... = a \} \) for some \( n \in \mathbb{Z} \). Let \( \check{\mu} \) be defined as in the proof of Proposition 2. Since \( \check{\mu} \) is ergodic and has positive entropy, we get \( \check{\mu}(K_a) = 0 \). It is shown in \([6]\) that \( \check{\mu}(N_a) = 0 \). In \([6]\) this is shown only for piecewise increasing transformations, the extension to the general case can be done by the method used in \([7]\).

If \( a \in C \) is not periodic and \( ...i^-_1i^-_0i^-_1... \notin N_a \cup K_a \), by the definition of \( N_a \) there is \( l_a \) such that \( i^-_0i^-_1...i^-_l = a \) for all \( l \geq l_a \). By the definition of \( K_a \) we find then an \( k_a \geq 0 \) such that \( i^-_0i^-_1...i^-_{k_a} = a \) is not an initial segment of \( a \) for all \( l \geq 0 \). If \( a \in C \) is periodic and \( ...i^-_1i^-_0i^-_1... \notin K_a \), then again there is \( k_a \geq 0 \) such that \( i^-_0i^-_1...i^-_{k_a} = a \) is not an initial segment of \( a \) for all \( l \geq 0 \).

Set \( L = \bigcup_{a \in C}(N_a \cup K_a) \). Then \( \check{\mu}(L) = 0 \) and for every \( ...i^-_1i^-_0i^-_1... \in \Sigma_F \setminus L \) there is \( k_0 \) such that \( i^-_0i^-_1...i^-_{k_0} = a \) is not an initial segment of any \( a \in C \) for all \( l \geq 0 \). It follows then from (2.2) and (1.8) in \([6]\) that \( S^{k+l}([i^-_0i^-_1...i^-_{k_a}]+) = S^k([i^-_0i^-_1...i^-_{k_a}]+) \) for all \( l \geq 0 \) and all \( k \geq k_0 \) (in \([6]\) it is shown only for piecewise
increasing transformations, but can be extended to the general case by the method used in [7]). Set \( M = \vartheta^{-1}(L) \). Then \( \mu(M) = 0 \) and for \( x \notin M \) there is \( k_0 \) with \( T^{k+l}U_{k+l}(\pi \circ F^{-l}(x)) = T^kU_k(\pi(x)) \) for all \( l \geq 0 \) and all \( k \geq k_0 \). Since we have already shown that \( \lim_{k \to \infty} \frac{1}{k} \log m(T^kU_k(\pi(x))) = 0 \) holds for \( \mu \)-almost all \( x \in [0,1]^2 \), this implies \( \lim_{k,l \to \infty} \frac{1}{k+l} \log m(T^{k+l}U_{k+l}(\pi \circ F^{-l}(x))) = 0 \) for \( \mu \)-almost all \( x \in [0,1]^2 \). □

REFERENCES


Institut für Mathematik, Universität Wien, Nordbergstrasse 15, A 1090 Wien, Austria

E-mail: franz.hofbauer@univie.ac.at

(Received October 2, 2007, revised January 5, 2009)