On the Poisson Approximation to the Negative Hypergeometric Distribution
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Abstract. In this paper, the Stein-Chen method and the $w$-function associated with the negative hypergeometric random variable are used to give a result of the Poisson approximation to the negative hypergeometric distribution in terms of the total variation distance. Some numerical examples are presented to illustrate the result obtained.
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1. Introduction

Suppose a set or a population of items of size $S + R$ consists of $S$ items of special type and $R$ items of non-special type, respectively. Items are drawn at random, one at a time, without replacement from this population until the number of non-special items reaches a fixed number $r$. Let $X$ be the number of special items in the sample. Then $X$ has a negative hypergeometric distribution, sometimes called inverse hypergeometric distribution, with parameters $R, S$ and $r$, denoted by $\mathcal{NH}(R, S, r)$. Its probability function can be expressed as

\begin{equation}
 p_X(k) = \binom{r+k-1}{k} \binom{R-r+S-k}{S-k} \binom{R+S}{S}, \quad k = 0, 1, ..., S,
\end{equation}

where $R, S \in \mathbb{N}$ and $r \in \{1, ..., R\}$. The mean and variance of $X$ are $\mu = \mathbb{E}(X) = \frac{rS}{R+1}$ and $\sigma^2 = \text{Var}(X) = \frac{rS(R+S+1)(R-r+1)}{(R+1)^2(R+2)}$, respectively. This distribution was used by Kaigh and Lachenbruch [7] in resampling for nonparametric quantile estimation. Its other applications can be found in [5, 6, 9, 13, 14], etc.

Note that this distribution is a finite sample analogy to the negative binomial distribution, which arises in a scheme of sampling with replacement. Moreover, if
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\( R, S \to \infty \) in such a way \( \frac{S}{R+1} \) tends to a constant \( \theta \), then the negative hypergeometric distribution converges to the negative binomial with parameters \( r \) and \( \frac{\theta}{1+\theta} \). Similarly, this distribution may converge to the binomial or Poisson or normal distribution if the conditions on their parameters are appropriate. Let us consider the probability function in (1.1), it can be seen that, for \( k \in \{0,1,...,S\} \),

\[
p_X(k) = \binom{S}{k} \frac{(r+k-1)!}{(r-1)!} \frac{(R-r+S-k)!}{(R-r)!} \frac{R!}{(R+S)!} \\
= \binom{S}{k} \frac{(r+k-1)(r+k-2)\cdots r}{(R+S)(R+S-1)\cdots(R+1)} \\
= \binom{S}{k} \frac{r+k-1}{R+1} \frac{R+1}{R+1} \cdots \frac{1}{R+1} \\
\times \frac{R-r+S-k}{R+1} \frac{R-r+S-k-1}{R+1} \cdots \frac{1}{R+1} \\
= \binom{S}{k} \left( \frac{R+1}{R+1} \right)^k \left( \frac{R-r+1}{R+1} \right)^{S-k} \left( \frac{1}{r} \right) \left( \frac{1+k-1}{r} \right) \cdots 1 \\
\times \left( \frac{1+S-k^{-1}}{R-r+1} \right) \left( \frac{1+S-k^{-2}}{R-r+1} \right) \cdots 1 \\
(1.2)
\]

and if \( R, r \to \infty \) in such a way \( \frac{r}{R+1} \to p = 1-q \), then \( p_X(k) \to \binom{S}{k} p^k q^{S-k} \), \( k = 0,1,\ldots,S \), which is the binomial distribution with parameters \( S \) and \( p \), denoted by \( B(S,p) \). It is well known that if \( p \) is small and \( Sp \to \lambda \) as \( S \to \infty \), then \( B(S,p) \) can be approximated by \( \mathcal{P}\o(\lambda) \), where \( \mathcal{P}\o(\lambda) \) is the Poisson distribution with mean \( \lambda \). Therefore, in view of (1.2), \( NH(R,S,r) \) can also be approximated by \( \mathcal{P}\o(\lambda) \), under appropriate conditions on their parameters. It should be noted that if \( \frac{R}{R+1} \) is not small and \( S \) is sufficiently large, then \( NH(R,S,r) \) can also be approximated by the normal distribution with mean \( \frac{Sr}{R+1} \) and variance \( \frac{Sr(R-r+1)}{(R+1)^2} \). In this case, a bound on the normal approximation can be derived by using the same method in Boonta and Neammanee [2].

In this paper, the negative hypergeometric distribution has been approximated by Poisson distribution, and the accuracy of the approximation is measured in terms of an upper bound for the total variation distance. The total variation distance between \( NH(R,S,r) \) and \( \mathcal{P}\o(\lambda) \) is defined by

\[
d_{TV}(NH(R,S,r), \mathcal{P}\o(\lambda)) = \sup_A |NH(R,S,r)\{A\} - \mathcal{P}\o(\lambda)\{A\}| \\
(1.3)
\]

where \( A \) is a subset of \( \mathbb{N} \cup \{0\} \) and \( p_X(k) \) is defined in (1.1).

The tools for giving an upper bound for the total variation distance are the Stein-Chen method and the \( w \)-function associated with the negative hypergeometric
random variable, which are introduced and applied in Section 2. In Section 3, some numerical examples are presented to illustrate the obtained result.

2. Main result

We will prove our main result using the Stein-Chen method together with the \( w \)-function associated with the negative hypergeometric random variable.

2.1. The \( w \)-function

The \( w \)-functions were studied and used by many authors, among others by Cacoullos and Papathanasiou [3], Papathanasiou and Utev [10], and Majserowska [8]. In the note by the latter, the following recurrence relation can be found:

\[
w(k) = \frac{p_X(k-1)}{p_X(k)}w(k-1) + \frac{\mu - k}{\sigma^2} \geq 0, \quad k \in S(x) \setminus \{0\},
\]

where \( w(0) = \frac{\mu}{\sigma^2} \), \( S(x) \) is support of \( X \), \( p_X(k) > 0 \) for all \( k \in S(x) \) and \( \mu \) and \( \sigma^2 \in (0, \infty) \) are mean and variance of \( X \), respectively. Using the relation (2.1), we give the form of the \( w \)-function associated with the negative hypergeometric random variable in the following lemma.

Lemma 2.1. Let \( w(X) \) be the \( w \)-function associated with the negative hypergeometric random variable \( X \), then

\[
w(k) = \frac{(r+k)(S-k)}{(R+1)\sigma^2}, \quad k = 0, 1, \ldots, S,
\]

where \( \sigma^2 = \frac{rS(R+S+1)(R-r+1)}{(R+1)^2(R+2)} \).

Proof. Following (2.1), the recurrence relation of \( w \)-function associated with the random variable \( X \) can be written as

\[
w(k) = \frac{rS}{(R+1)\sigma^2} + w(k-1)\frac{k(R-r+S-k+1)}{(r+k-1)(S-k+1)} - \frac{k}{\sigma^2}, \quad k = 1, \ldots, S,
\]

where \( w(0) = \frac{rS}{(R+1)\sigma^2} \). In the next step, we shall show that (2.2) holds for every \( k \in \{1, \ldots, S\} \). From (2.3),

\[
w(1) = \frac{rS}{(R+1)\sigma^2} + w(0)\frac{R-r+S}{rS} - \frac{1}{\sigma^2} = \frac{(r+1)(S-1)}{(R+1)\sigma^2}.
\]

Assuming that \( w(i-1) = \frac{(r+i-1)(S-i+1)}{(R+1)\sigma^2} \), for \( 1 < i-1 < S \), we have

\[
w(i) = \frac{rS}{(R+1)\sigma^2} + w(i-1)\frac{i(R-r+S-i+1)}{(r+i-1)(S-i+1)} - \frac{i}{\sigma^2} = \frac{(r+i)(S-i)}{(R+1)\sigma^2}.
\]

Therefore, by mathematical induction, (2.2) holds for every \( k \in \{1, \ldots, S\} \).

The next relation stated by Cacoullos and Papathanasiou [3] is crucial for obtaining our main result.

If a non-negative integer-valued random variable \( X \) has \( p_X(k) > 0 \) for every \( k \in S(x) \) and \( 0 < \sigma^2 = \text{Var}(X) < \infty \), then

\[
\text{Cov}(X, g(X)) = \sigma^2 \mathbb{E}[w(X)\Delta g(X)],
\]
for any function $g : \mathbb{N} \cup \{0\} \to \mathbb{R}$ for which $E|w(X)\Delta g(X)| < \infty$, where $\Delta g(x) = g(x + 1) - g(x)$.

### 2.2. The Stein-Chen method

The classical Stein’s method was first introduced by Stein [11] in 1972. It is a starting tool for approximating the distribution of random elements. His original work was applied to central limit theorem for sums of random variables. The version appropriate for the Poisson case was first developed by Chen [4] in 1975. It is referred to as the Stein-Chen method. The Stein-Chen equation for the Poisson distribution with parameter $\lambda > 0$ is, for given $h$, of the form

$$h(x) - \mathcal{P}_\lambda(h) = \lambda g(x + 1) - xg(x), \quad (2.5)$$

where $\mathcal{P}_\lambda(h) = \sum_{i=0}^{\infty} h(l)\frac{e^{-\lambda}\lambda^l}{l!}$ and $g$ and $h$ are bounded real-valued functions defined on $\mathbb{N} \cup \{0\}$.

For $A \subseteq \mathbb{N} \cup \{0\}$, let $h_A : \mathbb{N} \cup \{0\} \to \mathbb{R}$ be defined by

$$h_A(x) = \begin{cases} 1 & \text{if } x \in A, \\ 0 & \text{if } x \notin A. \end{cases} \quad (2.6)$$

Barbour et al. showed in [1] that the solution $g = g_A$ of (2.5) can be expressed in the form

$$g(x) = \begin{cases} (x - 1)!\lambda^{-x}e^{\lambda}\left[\mathcal{P}_\lambda(h_{A \cap C_{x-1}}) - \mathcal{P}_\lambda(h_A)\mathcal{P}_\lambda(h_{C_{x-1}})\right] & \text{if } x \geq 1, \\ 0 & \text{if } x = 0, \end{cases} \quad (2.7)$$

where $C_x = \{0, \ldots, x\}$, and that for any subset $A$ of $\mathbb{N} \cup \{0\}$ and $k \in \mathbb{N}$, the following bound is valid.

$$\sup_{A,k} |\Delta g(k)| = \sup_{A,k} |g(k + 1) - g(k)| \leq \lambda^{-1}(1 - e^{-\lambda}). \quad (2.8)$$

Putting $h = h_A$ and taking expectation in (2.5), we get

$$\mathcal{N}\mathcal{H}(R, S, r)\{A\} - \mathcal{P}_\lambda(A) = E[\lambda g(X + 1) - Xg(X)], \quad (2.9)$$

where $g$ is defined in (2.7).

In the following theorem using the Stein-Chen method, we present an upper bound for the total variation distance between the negative hypergeometric and Poisson distributions.

**Theorem 2.1.** Let $X$ be the negative hypergeometric random variable, $\lambda = \frac{rs}{R + 1}$ and $r \geq (S - 1)$. Then, for $A \subseteq \mathbb{N} \cup \{0\}$,

$$d_{TV}(\mathcal{N}\mathcal{H}(R, S, r), \mathcal{P}_\lambda) \leq (1 - e^{-\lambda}) \frac{(R + 1)(r + 1) - S(R - r + 1)}{(R + 1)(R + 2)}. \quad (2.10)$$

**Proof.** From (2.9) and (2.4), it follows that

$$\mathcal{N}\mathcal{H}(R, S, r)\{A\} - \mathcal{P}_\lambda(A) = |E[\lambda g(X + 1) - Xg(X)] - E[\lambda g(X + 1)]|$$

$$= |E[\lambda g(X + 1)] - \frac{Cov(X, g(X))}{E[g(X)]} - \mu E[g(X)]|$$

$$= |E[\lambda g(X)] - \frac{Cov(X, g(X))}{E[g(X)]}|$$

$$= |E[\Delta g(X)] - \frac{Cov(X, g(X))}{E[g(X)]}|$$

$$= |E[\Delta g(X)] - \sigma^2 E[w(X)\Delta g(X)]|$$

$$\leq (1 - e^{-\lambda}) \frac{(R + 1)(r + 1) - S(R - r + 1)}{(R + 1)(R + 2)}. \quad (2.10)$$
\[
\leq \mathbb{E}[\lambda - \sigma^2 w(X)]\Delta g(X) \\
\leq \sup_{x \geq 1} |\Delta g(x)| \mathbb{E}[\lambda - \sigma^2 w(X)].
\]

Thus, by (2.8),

(2.11) \[ d_{\text{TV}}(\mathcal{NH}(R, S, r), \mathcal{P}_\lambda(\lambda)) \leq \lambda^{-1}(1 - e^{-\lambda}) \mathbb{E}[\lambda - \sigma^2 w(X)]. \]

In view of Lemma 2.1, we have, for \( k \in \{0, 1, \ldots, S\} \),

\[
\lambda - \sigma^2 w(k) = \frac{rS}{R + 1} - \frac{(r + k)(S - k)}{R + 1}
\]

\[
= \frac{(r - S + k)k}{R + 1} \geq 0,
\]

which implies that

\[
\mathbb{E}[\lambda - \sigma^2 w(X)] = \lambda - \sigma^2 \mathbb{E}[w(X)]
\]

\[
= \lambda - \sigma^2
\]

\[
= \lambda \frac{(R + 1)(r + 1) - S(R - r + 1)}{(R + 1)(R + 2)}.
\]

Substituting this result into (2.11), finishes the proof of the theorem. \( \square \)

**Corollary 2.1.** For \( r = S - 1 \), we have

\[
d_{\text{TV}}(\mathcal{NH}(R, S, r), \mathcal{P}_\lambda(\lambda)) \leq \frac{(1 - e^{-\lambda}) S(S - 1)}{(R + 1)(R + 2)}.\]

**Remark 2.1.** It is observed from Theorem 2.1 that

\[
d_{\text{TV}}(\mathcal{NH}(R, S, r), \mathcal{P}_\lambda(\lambda)) \leq (1 - e^{-\lambda}) \frac{(R + 1)(r + 1) - S(R - r + 1)}{(R + 1)(R + 2)}
\]

\[
< \frac{r}{R},
\]

that is, if \( \frac{r}{R} \) is small, then (2.10) yields a good Poisson approximation, as mentioned previously.

**3. Numerical examples**

The following numerical examples are given to illustrate how well the Poisson distribution approximates the negative hypergeometric distribution and to see how tight is the upper bound for the total variation distance between two distributions given in Theorem 2.1.

Table 1 provides numerical examples of the total variation distance between negative hypergeometric and Poisson distributions and its upper bound for given \( R = 100, 300, 600 \), \( S = 5, 10, 15, 20, 25, 30, 35, 40, 45 \) and \( r = 15, 30, 45 \). The numerical examples in the table suggest that the Poisson approximation to the negative hypergeometric distribution is quite efficient provided that \( \frac{r}{R} \) is small, that is, the estimate of the total variation distance between two distributions is close to the true value of the distance provided that \( r \) is small and close to \( S \) and \( R \) is large.
Table 1. Numerical examples of the total variation distance between negative hypergeometric and Poisson distributions and its upper bound.

<table>
<thead>
<tr>
<th>$R$</th>
<th>$S$</th>
<th>$r$</th>
<th>$\lambda$</th>
<th>$d_{TV}(\mathcal{NH}, \mathcal{P})$</th>
<th>upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>5</td>
<td>15</td>
<td>0.74257</td>
<td>0.03107</td>
<td>0.06034</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>15</td>
<td>1.48515</td>
<td>0.01809</td>
<td>0.05676</td>
</tr>
<tr>
<td>100</td>
<td>15</td>
<td>15</td>
<td>2.22772</td>
<td>0.00727</td>
<td>0.02823</td>
</tr>
<tr>
<td>300</td>
<td>20</td>
<td>30</td>
<td>1.99336</td>
<td>0.00993</td>
<td>0.03716</td>
</tr>
<tr>
<td>300</td>
<td>25</td>
<td>30</td>
<td>2.49169</td>
<td>0.00674</td>
<td>0.02579</td>
</tr>
<tr>
<td>300</td>
<td>30</td>
<td>30</td>
<td>2.99003</td>
<td>0.00298</td>
<td>0.01255</td>
</tr>
<tr>
<td>600</td>
<td>35</td>
<td>45</td>
<td>2.62063</td>
<td>0.00547</td>
<td>0.02098</td>
</tr>
<tr>
<td>600</td>
<td>40</td>
<td>45</td>
<td>2.99501</td>
<td>0.00347</td>
<td>0.01419</td>
</tr>
<tr>
<td>600</td>
<td>45</td>
<td>45</td>
<td>3.36938</td>
<td>0.00170</td>
<td>0.00701</td>
</tr>
</tbody>
</table>
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