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Abstract

In this paper, we prove some coupled fixed point theorems for $O$-compatible mappings in partially ordered generalized metric spaces under certain conditions to extend and complement the recent fixed point theorems due to Bhaskar and Lakshmikantham [Nonlinear Anal. TMA 65 (2006) 1379 - 1393] and Berinde [Nonlinear Anal. TMA 74 (2011) 7347-7355]. We give some examples to illustrate our results. An application to integro-differential equations is also given.

1 Introduction and preliminaries

Let $(X, d)$ be a metric space. A mapping $T : X \to X$ is called a contraction mapping if there exists a $k \in [0, 1)$ such that

$$d(Tx, Ty) \leq kd(x, y), \quad \text{for all } x, y \in X.$$  

The well-known Banach contraction principle states that a contraction mapping of a complete metric space into itself has a unique fixed point. This celebrated principle is one of the pivotal results of analysis and has applications in a number of branches of mathematics. The above principle has been
extended and generalized in various directions for recent years by putting conditions on the mappings or on the spaces.

In [28], Perov extended the Banach contraction principle for contraction mappings on spaces endowed with vector-valued metrics, namely generalized metric spaces. The notion of a generalized metric space is stated as follows

**Definition 1.1.** ([28]) Let $X$ be non-empty set and $N \geq 1$. A mapping $d : X \times X \to \mathbb{R}^N$ is said to be a generalized metric on $X$ if the following conditions are satisfied:

(i) $d(x, y) \geq \theta$, for all $x, y \in X$ and $d(x, y) = \theta$ if and only if $x = y$,

(ii) $d(x, y) = d(y, x)$, for all $x, y \in X$,

(iii) $d(x, y) \leq d(x, z) + d(z, y)$, for all $x, y, z \in X$.

A set $X$ equipped with a generalized metric $d$ is called a generalized metric space. We will denote such a space by $(X, d)$. Here, the order relation on $\mathbb{R}^N$ is defined by, for $x = (x_1, x_2, ..., x_N), y = (y_1, y_2, ..., y_N) \in \mathbb{R}^N$,

$$x \leq y \iff x_i \leq y_i \text{ in } \mathbb{R}, \text{ for all } i = 1, 2, ..., N.$$ Notice that a generalized metric space is a usual metric space when $N = 1$.

For generalized metric spaces, the notions of convergent sequences, Cauchy sequences, completeness, open subsets, closed subsets and continuous mappings are similar to those for usual metric spaces.

Throughout this paper we denote by $M_N(\mathbb{R}^+)$ the set of all $N \times N$ matrices with positive elements, by $\Theta$ the zero matrix, by $I$ the identity matrix and by $\theta$ the zero element of $\mathbb{R}^N$. Notice also that, for the sake of simplicity, we will make an identification between row and column vectors in $\mathbb{R}^N$.

Recall that a matrix $A$ is said to be convergent to zero if and only if $A^n \to \Theta$ as $n \to \infty$ (see [37]). For the proof of the main result we need the following Lemma (see [37], [32], [30])

**Lemma 1.2.** Let $A \in M_N(\mathbb{R}^+)$. The following statements are equivalent:

(i) $A$ converges to zero.

(ii) $A^n \to \Theta$ as $n \to \infty$.

(iii) The eigenvalues of $A$ are in the open unique disk i.e.

$$\rho(A) = \max\{|\lambda| : \lambda \in \mathbb{C} \text{ with } \det(A - \lambda I) = 0\} < 1.$$ 

(iv) The matrix $I - A$ is non-singular and

$$(I - A)^{-1} = I + A + A^2 + ... + A^n + ...$$
(v) The matrix \(I - A\) is non-singular and \((I - A)^{-1}\) has non-negative elements.

(vi) \(A^n q \to \theta\) and \(qA^n \to \theta\) as \(n \to \infty\) for all \(q \in \mathbb{R}^N\).

For examples and considerations on matrices which converge to zero, see Bica and Muresan [8], Rus [32], Turinici [31] and so on.

The main result for contraction mappings on generalized metric spaces is the Perov’s fixed point theorem.

**Theorem 1.3.** ([28]) Let \((X, d)\) be a complete generalized metric space such that \(d(x, y) \in \mathbb{R}^N, N \geq 1\), for all \(x, y \in X\). Let \(T : X \to X\) and suppose there exists a matrix \(A \in M_N(\mathbb{R}_+)\) such that

\[
d(Tx, Ty) \leq Ad(x, y), \quad \forall x, y \in X.
\]

If \(A\) converges to zero, then

(i) \(T\) has a unique fixed point,

(ii) the sequence of successive approximations \(\{x_n\}, x_n = Tx_{n-1}\) is convergent and it has the limit \(x^*\), for all \(x_0 \in X\),

(iii) one has the following estimate

\[
d(x_n, x^*) \leq A^n(I - A)^{-1}d(x_0, x_1).
\]

For some extensions and applications of the Perov’s fixed point theorem, one can see in [7]-[9], [13], [24], [29], [30], [26], [31], [38] and references therein.

Recently, existence of fixed points for contraction type mappings in partially ordered metric spaces has been considered in [1] - [6], [10] - [12], [14] - [24], [33] - [36] and references therein, where some applications to matrix equations, ordinary differential equations, and integral equations were presented. Bhaskar and Lakshmikantham [6] introduced notions of mixed monotone mappings and coupled fixed points and proved some coupled fixed point theorems for the mixed monotone mappings and discussed the existence and uniqueness of solutions for periodic boundary value problems.

**Definition 1.4.** ([6]) Let \((X, \preceq)\) be a partially ordered set and \(F : X \times X \to X\). The mapping \(F\) is said to have the mixed monotone property if \(F(x, y)\) is monotone non-decreasing in \(x\) and is monotone non-increasing in \(y\), that is, for any \(x, y \in X\),

\[
x_1, x_2 \in X, \quad x_1 \preceq x_2 \Rightarrow F(x_1, y) \preceq F(x_2, y),
\]

and

\[
y_1, y_2 \in X, \quad y_1 \preceq y_2 \Rightarrow F(x, y_1) \succeq F(x, y_2).
\]
Definition 1.5. ([6]) An element \((x, y) \in X \times X\) is called a coupled fixed point of the mapping \(F : X \times X \to X\) if
\[F(x, y) = x, \quad \text{and} \quad F(y, x) = y.\]

Theorem 1.6. ([6]) Let \((X, \preceq)\) be a partially ordered set and suppose there exists a metric \(d\) on \(X\) such that \((X, d)\) is a complete metric space. Let \(F : X \times X \to X\) be a continuous mapping having the mixed monotone property on \(X\). Assume that there exists a \(k \in [0, 1)\) with
\[d(F(x, y), F(u, v)) \leq \frac{k}{2}[d(x, u) + d(y, v)], \quad \text{for each} \ x \succeq u \ \text{and} \ y \preceq v.\]
If there exist \(x_0, y_0 \in X\) such that
\[x_0 \preceq F(x_0, y_0) \ \text{and} \ y_0 \succeq F(y_0, x_0),\]
then there exist \(x, y \in X\) such that
\[x = F(x, y) \ \text{and} \ y = F(y, x).\]

Theorem 1.7. ([6]) Let \((X, \preceq)\) be a partially ordered set and suppose there exists a metric \(d\) on \(X\) such that \((X, d)\) is a complete metric space. Assume that \(X\) has the following property:

(i) if a non-decreasing sequence \(\{x_n\} \to x\), then \(x_n \preceq x\) for all \(n\),

(ii) if a non-increasing sequence \(\{y_n\} \to y\), then \(y \preceq y_n\) for all \(n\).
Let \(F : X \times X \to X\) be a continuous mapping having the mixed monotone property on \(X\). Assume that there exists a \(k \in [0, 1)\) with
\[d(F(x, y), F(u, v)) \leq \frac{k}{2}[d(x, u) + d(y, v)], \quad \text{for each} \ x \succeq u \ \text{and} \ y \preceq v.\]
If there exist \(x_0, y_0 \in X\) such that
\[x_0 \preceq F(x_0, y_0) \ \text{and} \ y_0 \succeq F(y_0, x_0),\]
then there exist \(x, y \in X\) such that
\[x = F(x, y) \ \text{and} \ y = F(y, x).\]

Afterward, coupled fixed points for mappings having mixed monotone property were established in various partially ordered spaces such as metric spaces, cone metric spaces, \(G\)-metric spaces, partial metric spaces (see
In particular, Lakshmikantham and Ciric [18] established coupled coincidence and coupled fixed point theorems for two mappings \( F : X \times X \to X \) and \( g : X \to X \), where \( F \) has the mixed \( g \)-monotone property and the functions \( F \) and \( g \) commute, as an extension of the coupled fixed point results in [6].

Later, Choudhury and Kundu in [10] introduced the concept of compatibility and proved the result established in [18] under a different set of conditions. Precisely, they established their result by assuming that \( F \) and \( g \) are compatible mappings and the function \( g \) is monotone increasing.

**Definition 1.8.** ([18]) Let \((X, \preceq)\) be a partially ordered set and let \( F : X \times X \to X \) and \( g : X \to X \) are two mappings. We say \( F \) has the mixed \( g \)-monotone property if \( F(x, y) \) is \( g \)-non-decreasing in its first argument and is \( g \)-non-increasing in its second argument, that is, for any \( x, y \in X \),

\[
x_1, x_2 \in X, \quad gx_1 \preceq gx_2 \Rightarrow F(x_1, y) \preceq F(x_2, y),
\]

and

\[
y_1, y_2 \in X, \quad gy_1 \preceq gy_2 \Rightarrow F(x, y_1) \succeq F(x, y_2).
\]

**Definition 1.9.** ([18]) An element \((x, y) \in X \times X\) is called a coupled coincident point of the mapping \( F : X \times X \to X \) and \( g : X \to X \) if

\[ gx = F(x, y) \text{ and } gy = F(y, x). \]

**Definition 1.10.** ([10]) Let \((X, d)\) be a metric space. The mappings \( F \) and \( g \), where \( F : X \times X \to X \), \( g : X \to X \), are said to be compatible if

\[
\lim_{n \to \infty} d(gF(x_n, y_n), F(gx_n, gy_n)) = 0,
\]

and

\[
\lim_{n \to \infty} d(gF(y_n, x_n), F(gy_n, gx_n)) = 0,
\]

where \( \{x_n\} \) and \( \{y_n\} \) are sequences in \( X \) such that \( \lim_{n \to \infty} F(x_n, y_n) = gx = x \) and \( \lim_{n \to \infty} F(y_n, x_n) = \lim_{n \to \infty} gy_n = y \) for all \( x, y \in X \) are satisfied.

Very recently, Berinde [5], in his interesting paper, extended the coupled fixed point theorems for mixed monotone mappings obtained by Bhaskar and Lakshmikantham [6] by significantly weakening the contractive condition involved and gave an application to periodic boundary value problems. His main result is the following theorem.
Theorem 1.11. ([5]) Let $(X, \preceq)$ be a partial generalized ordered set and suppose there is a metric $d$ on $X$ such that $(X, d)$ is a complete metric space. Let $F : X \times X \to X$ be a mixed monotone mapping for which there exists a constant $k \in [0, 1)$ such that for each $x \succeq u, y \preceq v$,
\[
d(F(x, y), F(u, v)) + d(F(y, x), F(v, u)) \leq k[d(x, u) + d(y, v)].
\]
If there exist $x_0, y_0 \in X$ such that
\[
x_0 \preceq F(x_0, y_0) \text{ and } y_0 \succeq F(y_0, x_0),
\]
or
\[
x_0 \succeq F(x_0, y_0) \text{ and } y_0 \preceq F(y_0, x_0),
\]
then there exist $x, y \in X$ such that $x = F(x, y)$ and $y = F(y, x)$.

Inspired by the above results, in this paper, we first introduce a concept of $O$-compatible mappings in partially ordered generalized metric spaces. This concept is slightly more general than the concept of compatible mappings. Then we prove some coupled coincidence point and coupled fixed point theorems for mapping $F : X \times X \to X$ having the mixed $g$-monotone property in partially ordered generalized metric spaces. The results extend and improve the results of Bhaskar and Lakshmikantham [6] and Berinde [5]. We also give some examples to illustrate our results. Moreover, an application to integro-differential equations is given.

Definition 1.12. Let $(X, d, \preceq)$ be a partially ordered generalized metric space. The mappings $F : X \times X \to X$ and $g : X \to X$ are said to be $O$-compatible if
\[
\lim_{n \to \infty} d(gF(x_n, y_n), F(gx_n, gy_n)) = 0,
\]
and
\[
\lim_{n \to \infty} d(gF(y_n, x_n), F(gy_n, gx_n)) = 0,
\]
where $\{x_n\}$ and $\{y_n\}$ are sequences in $X$ such that $\{gx_n\}, \{gy_n\}$ are monotone and
\[
\lim_{n \to \infty} F(x_n, y_n) = \lim_{n \to \infty} gx_n = x,
\]
and
\[
\lim_{n \to \infty} F(y_n, x_n) = \lim_{n \to \infty} gy_n = y,
\]
for all $x, y \in X$ are satisfied.

Remark 1.13. Let $(X, d, \preceq)$ be a partially generalized metric space. If $F : X \times X \to X$ and $g : X \to X$ are compatible then they are $O$-compatible. However, the converse is not true. The following example shows that there exist mappings which are $O$-compatible but not compatible.
Example 1.14. Let $X = \{0\} \cup [1/2, 2]$ with the usual metric $d(x, y) = |x - y|$, for all $x, y \in X$. We consider the following order relation on $X$

$$x, y \in X \quad x \preceq y \iff x = y \text{ or } (x, y) = (0, 1).$$

Let $F : X \times X \to X$ be given by

$$F(x, y) = \begin{cases} 
0 & \text{if } x, y \in \{0\} \cup [1/2, 1] \\
1 & \text{otherwise}
\end{cases}$$

and $g : X \to X$ be defined by

$$gx = \begin{cases} 
0 & \text{if } x = 0 \\
1 & \text{if } 1/2 \leq x \leq 1 \\
2 - x & \text{if } 1 < x \leq 3/2 \\
1/2 & \text{if } 3/2 < x \leq 2
\end{cases}$$

Then $F$ and $g$ are O-compatible. Indeed, let $\{x_n\}, \{y_n\}$ in $X$ such that $\{gx_n\}, \{gy_n\}$ are monotone and

$$\lim_{n \to \infty} F(x_n, y_n) = \lim_{n \to \infty} gx_n = x,$$

and

$$\lim_{n \to \infty} F(y_n, x_n) = \lim_{n \to \infty} gy_n = y,$$

for some $x, y \in X$. Since $F(x_n, y_n) = F(y_n, x_n) \in \{0, 1\}$ for all $n$, $x = y \in \{0, 1\}$. The case $x = y = 1$ is impossible. In fact, if $x = y = 1$, then since $\{gx_n\}, \{gy_n\}$ are monotone, $gx_n = gy_n = 1$ for all $n \geq n_1$, for some $n_1$. That is $x_n, y_n \in [1/2, 1]$ for all $n \geq n_1$. This implies $F(x_n, y_n) = F(y_n, x_n) = 0$, for all $n \geq n_1$, which is a contradiction. Thus $x = y = 0$. That implies $gx_n = gy_n = 0$ for all $n \geq n_2$, for some $n_2$. That is $x_n = y_n = 0$ for all $n \geq n_2$. Thus, for all $n \geq n_2$,

$$d(gF(x_n, y_n), F(gx_n, gy_n)) = d(gF(y_n, x_n), F(gy_n, gx_n)) = 0.$$ 

Hence

$$\lim_{n \to \infty} d(gF(x_n, y_n), F(gx_n, gy_n)) = 0,$$

and

$$\lim_{n \to \infty} d(gF(y_n, x_n), F(gy_n, gx_n)) = 0,$$

hold. Therefore $F$ and $g$ are O-compatible.

However, $F$ and $g$ are not compatible. Indeed, let $\{x_n\}, \{y_n\}$ in $X$ be defined by

$$x_n = y_n = 1 + \frac{1}{n + 1}, \quad n = 1, 2, 3,..$$
We have
\[ F(x_n, y_n) = F(y_n, x_n) = F \left( 1 + \frac{1}{n+1}, 1 + \frac{1}{n+1} \right) = 1, \]
and
\[ gx_n = gy_n = g \left( 1 + \frac{1}{n+1} \right) = 1 - \frac{1}{n+1} \to 1 \text{ as } n \to \infty, \]
but
\[ d(gF(x_n, y_n), F(gx_n, gy_n)) = d \left( F \left( 1 - \frac{1}{n+1}, 1 - \frac{1}{n+1} \right), g1 \right) = d(0,1) = 1 \not\to 0 \text{ as } n \to \infty. \]
Thus, \( F \) and \( g \) are not compatible.

We are now going to prove our main results.

2 Coupled point theorems

**Theorem 2.1.** Let \((X, d, \preceq)\) be a partially ordered complete generalized metric space. Suppose \( F : X \times X \to X \) and \( g : X \to X \) are mappings such that \( F \) has the mixed \( g \)-monotone property. Assume that there exist \( A, B \in M_N(\mathbb{R}_+) \) with \( \rho \left( \frac{1}{2}(A + B) \right) < 1 \) such that
\[
d(F(x, y), F(u, v)) + d(F(y, x), F(v, u)) \leq Ad(gx, gu) + Bd(gy, gv), \tag{1}
\]
for all \( x, y, u, v \in X \) with \( gx \succeq gu \) and \( gy \preceq gv \). Suppose \( F(X \times X) \subseteq g(X) \), \( g \) is continuous and \( g \) is \( O \)-compatible with \( F \). Suppose either

(a) \( F \) is continuous or

(b) \( X \) has the following property

(i) if a non-decreasing sequence \( \{x_n\} \to x \), then \( gx_n \preceq gx \) for all \( n \),

(ii) if a non-increasing sequence \( \{y_n\} \to y \), then \( gy \preceq gy_n \) for all \( n \).

If there exist two elements \( x_0, y_0 \in X \) with
\[
=gx_0 \preceq F(x_0, y_0) \text{ and } gy_0 \succeq F(y_0, x_0),
\]
then \( F \) and \( g \) have a coupled coincidence point in \( X \).
Proof. Let $x_0, y_0 \in X$ be such that $gx_0 \preceq F(x_0, y_0)$ and $gy_0 \succeq F(y_0, x_0)$. Since $F(X \times X) \subseteq g(X)$, we construct two sequences $\{x_n\}$ and $\{y_n\}$ in $X$ as follows
\begin{equation}
 gx_{n+1} = F(x_n, y_n) \quad \text{and} \quad gy_{n+1} = F(y_n, x_n), \quad \text{for all } n \geq 0.
\end{equation}
By the mixed $g$-monotone property of $F$, using the mathematical induction, one can easily show that
\begin{equation}
 gx_n \preceq gx_{n+1},
\end{equation}
and
\begin{equation}
 gy_n \succeq gy_{n+1},
\end{equation}
for all $n \geq 0$.
Since $gx_n \preceq gx_{n-1}$ and $gy_n \succeq gy_{n-1}$, from (1) and (2), we have
\begin{equation}
 d(gx_{n+1}, gx_n) + d(gy_{n+1}, gy_n) = d(F(x_n, y_n), F(x_{n-1}, y_{n-1})) + d(F(y_n, x_n), F(y_{n-1}, x_{n-1})) \\
 \leq Ad(gx_n, gx_{n-1}) + Bd(gy_n, gy_{n-1}).
\end{equation}
Similarly, since $gy_{n-1} \preceq gy_n$ and $gx_{n-1} \preceq gx_n$,
\begin{equation}
 d(gy_n, gy_{n+1}) + d(gx_n, gx_{n+1}) = d(F(y_{n-1}, x_{n-1}), F(y_n, x_n)) + d(F(x_{n-1}, y_{n-1}), F(x_n, y_n)) \\
 \leq Ad(gy_{n-1}, y_n) + Bd(gx_{n-1}, gx_n).
\end{equation}
From (5) and (6), we have
\begin{equation}
 d(gx_{n+1}, gx_n) + d(gy_{n+1}, gy_n) \leq \frac{1}{2}(A + B)[d(gx_n, gx_{n-1}) + d(gy_n, gy_{n-1})].
\end{equation}
Set $d_n = d(gx_{n+1}, gx_n) + d(gy_{n+1}, gy_n)$, $M = \frac{1}{2}(A + B)$, then $M \in MN(\mathbb{R}_+)$ and $\rho(M) < 1$. From (7), we have
\begin{equation}
 d_n \leq Md_{n-1} \leq M^2d_{n-2} \leq \ldots \leq M^nd_0.
\end{equation}
Since $\rho(M) < 1$, $M_n \to \Theta$ as $n \to \infty$. Taking the limits as $n \to \infty$ in (8), we get
\begin{equation}
 \lim_{n \to \infty} d_n = \lim_{n \to \infty} [d(gx_{n+1}, gx_n) + d(gy_{n+1}, gy_n)] = 0.
\end{equation}
For $m > n$, we have
\[d(gx_m, gx_n) + d(gy_m, gy_n)\]
\[\leq d(gx_m, gx_{m-1}) + d(gx_{m-1}, gx_{m-2}) + \ldots + d(gx_{n+1}, gx_n)\]
\[+ d(gy_m, gy_{m-1}) + d(gy_{m-1}, gy_{m-2}) + \ldots + d(gy_{n+1}, gy_n)\]
\[\leq [d(gx_{n+1}, gx_n) + d(gy_{n+1}, gy_n)] + \ldots + [d(gx_{m-1}, gx_{m-2})\]
\[+ d(gy_{m-1}, gy_{m-2})] + [d(gx_m, gx_{m-1}) + d(gy_m, gy_{m-1})] + \ldots\]
\[= d_n + \ldots + d_{m-2} + d_{m-1} + \ldots\]
\[\leq (M^n + \ldots + M^{m-2} + M^{m-1} + \ldots)d_0\]
\[= M^n(I + M + \ldots + M^n + \ldots)d_0 = M^n(I - M)^{-1}d_0.\]

(notice that \(I - M\) is non-singular due to \(\rho(M) < 1\)). That implies
\[d(gx_m, gx_n) \leq M^n(I - M)^{-1}d_0\]
and \(d(gy_m, gy_n) \leq M^n(I - M)^{-1}d_0\), for all \(m > n\).
Since \(\rho(M) < 1\), \(M^n(I - M)^{-1}d_0 \to \theta\) as \(n \to \infty\). Therefore, \(\{gx_n\}\) and \(\{gy_n\}\) are Cauchy sequences. Since \(X\) is a complete generalized metric space, there exist \(x, y \in X\) such that
\[\lim_{n \to \infty} gx_n = x \quad \text{and} \quad \lim_{n \to \infty} gy_n = y.\]  \hspace{1cm} (9)

Thus
\[\lim_{n \to \infty} F(x_n, y_n) = \lim_{n \to \infty} gx_n = x \quad \text{and} \quad \lim_{n \to \infty} F(y_n, x_n) = \lim_{n \to \infty} gy_n = y. \]  \hspace{1cm} (10)

Since \(\{gx_n\}\) and \(\{gy_n\}\) are monotone, by the O-compatibility of \(F\) and \(g\), we have
\[\lim_{n \to \infty} d(gF(x_n, y_n), F(gx_n, gy_n)) = 0,\]  \hspace{1cm} (11)
and
\[\lim_{n \to \infty} d(gF(y_n, x_n), F(gy_n, gx_n)) = 0.\]  \hspace{1cm} (12)

Suppose (a) holds. Taking the limits as \(n \to \infty\) in the following inequality
\[d(gx, F(gx_n, gy_n)) \leq d(gx, gF(x_n, y_n)) + d(gF(x_n, y_n), F(gx_n, gy_n))\]
and using (9), (11) and the continuity of \(F, g\), we get \(d(gx, F(x, y)) \leq \theta\). This implies \(gx = F(x, y)\).
Similarly, one has \(gy = F(y, x)\).
Finally, suppose (b) holds. Since \(\{gx_n\}\) is non-decreasing sequence and \(gx_n \rightarrow\)
x and \( \{ g y_n \} \) is non-increasing sequence and \( g y_n \to y \), by the assumption, we have \( g g x_n \preceq g x \) and \( g g y_n \succeq g y \) for all \( n \). From (10), (11) and (12), we have

\[
\lim_{n \to \infty} F(g x_n, g y_n) = \lim_{n \to \infty} g F(x_n, y_n) = \lim_{n \to \infty} g g x_n = g x ,
\]

(13) and

\[
\lim_{n \to \infty} F(g y_n, g x_n) = \lim_{n \to \infty} g F(y_n, x_n) = \lim_{n \to \infty} g g y_n = g y .
\]

(14)

Since \( g g y_n \preceq g y \) and \( g g x_n \succeq g x \), we have

\[
d(F(x, y), g x) + d(F(y, x), g y) \leq d(F(x, y), F(g x_n, g y_n)) + d(F(g x_n, g y_n), g x) + d(F(y, x), F(g y_n, g x_n)) + d(F(g y_n, g x_n), g y) + Ad(g x, g g x_n) + Bd(g y, g g y_n) .
\]

Taking \( n \to \infty \) in the previous inequality and using (13),(14), we get

\[
d(F(x, y), g x) + d(F(y, x), g y) \leq \theta .
\]

It implies \( F(x, y) = g x \) and \( F(y, x) = g y \). This completes the proof.

In Theorem 2.1, taking \( g x = x \), for all \( x \in X \), we obtain the following Corollary

**Corollary 2.2.** Let \( (X, d, \preceq) \) be a partially ordered complete generalized metric space. Let \( F : X \times X \to X \) be a mapping having the mixed monotone property on \( X \) such that there exist two elements \( x_0, y_0 \in X \) with

\[
x_0 \preceq F(x_0, y_0) \quad \text{and} \quad y_0 \succeq F(y_0, x_0) .
\]

Assume that there exist \( A, B \in M_\infty(\mathbb{R}_+) \) with \( \rho(\frac{1}{2}(A + B)) < 1 \) such that

\[
d(F(x, y), F(u, v)) + d(F(y, x), F(v, u)) \leq A d(u, v) + B d(v, u) ,
\]

(15) for all \( x, y, u, v \in X \) with \( x \succeq u \) and \( y \preceq v \). Suppose either

(a) \( F \) is continuous or

(b) \( X \) has the following property

(i) if a non-decreasing sequence \( \{ x_n \} \to x \), then \( g x_n \preceq g x \) for all \( n \),

(ii) if a non-increasing sequence \( \{ y_n \} \to y \), then \( g y \preceq g y_n \) for all \( n \).

then \( F \) has a coupled fixed point in \( X \).
In Theorem 2.1, taking \( n = 1 \), we get the following Corollary

**Corollary 2.3.** Let \((X, d, \leq)\) be a partially ordered complete metric space. Suppose \( F : X \times X \rightarrow X \) and \( g : X \rightarrow X \) are mappings such that \( F \) has the mixed \( g \)-monotone property. Assume that there exist \( a, b \in \mathbb{R}_+ \) with \( a + b < 2 \) such that

\[
d (F(x, y), F(u, v)) + d (F(y, x), F(v, u)) \leq ad (gx, gu) + bd (gy, gv),
\]

(16)

for all \( x, y, u, v \in X \) with \( gx \geq gu \) and \( gy \leq gv \). Suppose \( F(X \times X) \subseteq g(X) \), \( g \) is continuous and \( g \) is \( O \)-compatible with \( F \). Suppose either

(a) \( F \) is continuous or

(b) \( X \) has the following property

(i) if a non-decreasing sequence \( \{x_n\} \rightarrow x \), then \( gx_n \leq gx \) for all \( n \),

(ii) if a non-increasing sequence \( \{y_n\} \rightarrow y \), then \( gy \leq gy_n \) for all \( n \).

If there exists two elements \( x_0, y_0 \in X \) with

\[
 gx_0 \preceq F(x_0, y_0) \quad \text{and} \quad gy_0 \succeq F(y_0, x_0),
\]

then \( F \) and \( g \) have a coupled coincidence point in \( X \).

Also, taking \( n = 1 \) in Corollary 2.2, we get

**Corollary 2.4.** Let \((X, d, \leq)\) be a partially ordered complete metric space. Let \( F : X \times X \rightarrow X \) be a mapping having the mixed monotone property on \( X \) such that there exist two elements \( x_0, y_0 \in X \) with

\[
x_0 \preceq F(x_0, y_0) \quad \text{and} \quad y_0 \succeq F(y_0, x_0).
\]

Assume that there exist \( a, b \in \mathbb{R}_+ \) with \( a + b < 2 \) such that

\[
d (F(x, y), F(u, v)) + d (F(y, x), F(v, u)) \leq ad (x, u) + bd (y, v),
\]

(17)

for all \( x, y, u, v \in X \) with \( x \geq u \) and \( y \leq v \). Suppose either

(a) \( F \) is continuous or

(b) \( X \) has the following property

(i) if a non-decreasing sequence \( \{x_n\} \rightarrow x \), then \( gx_n \leq gx \) for all \( n \),

(ii) if a non-increasing sequence \( \{y_n\} \rightarrow y \), then \( gy \leq gy_n \) for all \( n \).
then \( F \) has a coupled fixed point in \( X \).

**Remark 2.5.** In Corollary 2.4, letting \( a = b \), we get the result of Berinde (Theorem 1.11)

Now we shall prove the uniqueness of the coupled fixed point. Note that if \((X, \preceq)\) is a partially ordered set, then we endow the product \(X \times X\) with the following partial order relation:

\[
(x, y), (u, v) \in X \times X, \quad (x, y) \preceq (u, v) \iff x \preceq u, y \succeq v.
\]

**Theorem 2.6.** In addition to the hypotheses of Corollary 2.2, suppose that for every \((x, y), (z, t) \in X \times X\), there exists a \((u, v) \in X \times X\) that is comparable to \((x, y)\) and \((z, t)\), then \( F \) has a unique coupled fixed point.

**Proof.** From Corollary 2.2 the set of coupled fixed points of \( F \) is non-empty. Suppose \((x, y)\) and \((z, t)\) are coupled points of \( F \), that is \( x = F(x, y), y = F(y, x), z = F(z, t) \) and \( t = F(t, z) \), we shall show that \( x = z \) and \( y = t \).

By the assumption, there exists \((u, v) \in X \times X\) that is comparable with \((x, y)\) and \((z, t)\).

We define two following sequences \( \{u_n\} \) and \( \{v_n\} \) as follows

\[
u_0 = u, \quad v_0 = v, \quad u_{n+1} = F(u_n, v_n) \quad \text{and} \quad v_{n+1} = F(v_n, u_n), \quad \text{for all} \quad n
\]

Since \((u, v)\) is comparable with \((x, y)\), we may assume that \((x, y) \succeq (u, v) = (u_0, v_0)\). By using the mathematical induction and the mixed monotone property of \( F \), it is easy to show that

\[
(x, y) \succeq (u_n, v_n), \quad \text{for all} \quad n. \tag{18}
\]

Since \( x \succeq u_n \) and \( y \preceq v_n \) for all \( n \), from (15), we have

\[
d(x, u_n) + d(y, v_n) = d(F(x, y), F(u_{n-1}, v_{n-1})) + d(F(y, x), F(v_{n-1}, u_{n-1})) 
\leq A d(x, u_{n-1}) + B d(y, v_{n-1}).
\]

Similarly,

\[
d(v_n, y) + d(u_n, x) = d(F(v_{n-1}, u_{n-1}), F(y, x)) + d(F(u_{n-1}, v_{n-1}), F(x, y)) 
\leq A d(v_{n-1}, y) + B d(u_{n-1}, x).
\]

Therefore,

\[
d(x, u_n) + d(y, v_n) \leq \frac{1}{2} (A + B) (d(x, u_{n-1}) + d(y, v_{n-1})) 
= M d(x, u_{n-1}) + d(y, v_{n-1}) 
\leq M^2 (d(x, u_{n-2}) + d(y, v_{n-2})) 
\leq \ldots 
\leq M^n (d(x, u_0) + d(y, v_0)). \tag{19}
\]
Since $M^n \to \Theta$ as $n \to \infty$, taking the limits in (19), we get

$$\lim_{n \to \infty} [d(x,u_n) + d(y,v_n)] = \theta.$$ 

That is

$$\lim_{n \to \infty} d(x,u_n) = \lim_{n \to \infty} d(y,v_n) = \theta. \quad (20)$$

Similarly,

$$\lim_{n \to \infty} d(z,u_n) = \lim_{n \to \infty} d(t,v_n) = \theta. \quad (21)$$

From (20) and (21), we have $x = z$ and $y = t$. The proof is complete. \hfill \Box

**Theorem 2.7.** In addition to the hypotheses of Corollary 2.2, suppose $x_0, y_0$ are comparable then $F$ has a fixed point, that is there exists $x \in X$ such that $F(x,x) = x$.

**Proof.** By Corollary 2.2, $F$ has a coupled fixed point $(x,y)$. We will show that $x = y$. Let us assume that $y_0 \preceq x_0$. By the mathematical induction and the mixed monotone property of $F$, one can show that

$$y_n \preceq x_n, \quad \text{for all } n. \quad (22)$$

where $x_n = F(x_{n-1},y_{n-1})$, $y_n = F(y_{n-1},x_{n-1})$, $n = 1, 2, 3, \ldots$

Since $x_n \succeq y_n$,

$$d(F(x_n,y_n),F(y_n,x_n)) + d(F(y_n,x_n),F(x_n,y_n)) \leq Ad(x_n,y_n) + Bd(y_n,x_n)$$

or

$$d(F(x_n,y_n),F(y_n,x_n)) \leq \frac{1}{2}(A + B)d(x_n,y_n) = Md(x_n,y_n).$$

By the triangle inequality,

$$d(x,y) \leq d(x,x_{n+1}) + d(x_{n+1},y_{n+1}) + d(y_{n+1},y)$$

$$= d(x,x_{n+1}) + d(y_{n+1},y) + d(F(x_n,y_n),F(y_n,x_n))$$

$$\leq d(x,x_{n+1}) + d(y_{n+1},y) + Md(x_n,y_n). \quad (23)$$

Taking $n \to \infty$ in the above inequality, we get $d(x,y) = \theta$. This implies $x = y$. The proof is concluded. \hfill \Box

We next give two examples to illustrate our results.

**Example 2.8.** Let $X = \mathbb{R}$ with the generalized metric $d : X \times X \to \mathbb{R}^2$ be defined by

$$d(x,y) = \left( \frac{|x-y|}{2|x-y|} \right), \quad \text{for all } x, y \in X,$$
and the usual ordering $\leq$.

Let $F : X \times X \to X$ be defined by

$$F(x, y) = \frac{1}{2}x - y, \text{ for all } x, y \in X,$$

and $g : X \to X$ be defined by

$$gx = 3x, \text{ for all } x \in X.$$

Let $A, B \in M_2(\mathbb{R}_+)$ with

$$A = \begin{pmatrix} \frac{1}{3} & \frac{1}{3} \\ 0 & \frac{1}{3} \end{pmatrix}, \quad B = \begin{pmatrix} \frac{1}{6} & \frac{1}{6} \\ 1 & \frac{1}{6} \end{pmatrix}.$$

Then $X$ is complete, $F, g$ are continuous and $O$-compatible. $F(X \times X) \subseteq g(X)$ and $F$ has the mixed $g$-monotone property. $M = (A + B)/2$ converges to zero and there exist $x_0 = y_0 = 0$ such that $gx_0 \leq F(x_0, y_0)$ and $gy_0 \geq F(y_0, x_0)$. Moreover, for $x, y, u, v \in X$ with $gx \geq gu, gy \leq gv, i.e., x \geq u, y \leq v$, we have

$$d(F(x, y), F(u, v)) = \left( \frac{1}{2} |x - y - \frac{1}{2}u + v| \right) \leq \left( \frac{1}{2} |x - u| + |y - v| \right),$$

$$d(F(y, x), F(v, u)) = \left( \frac{1}{2} |y - x - \frac{1}{2}v + u| \right) \leq \left( \frac{1}{2} |y - v| + |x - u| \right)$$

Thus,

$$d(F(x, y), F(u, v)) + d(F(y, x), F(v, u)) \leq \frac{3}{2} \left( \frac{|x - u| + |y - v|}{2|x - u| + 2|y - v|} \right).$$

Also,

$$Ad(gx, gu) + Bd(gy, gv) = \begin{pmatrix} \frac{1}{3} & \frac{1}{3} \\ 0 & \frac{1}{3} \end{pmatrix} \begin{pmatrix} 3|x - u| \\ 6|x - u| \end{pmatrix}$$

$$+ \begin{pmatrix} \frac{1}{6} & \frac{1}{6} \\ 1 & \frac{1}{6} \end{pmatrix} \begin{pmatrix} 3|y - v| \\ 6|y - v| \end{pmatrix}$$

$$= \begin{pmatrix} 3|x - u| + \frac{3}{2}|y - v| \\ 2|x - u| + 4|y - v| \end{pmatrix} \geq d(F(x, y), F(u, v)) + d(F(y, x), F(v, u)).$$

Therefore, all the conditions of Theorem 2.1 are satisfied. Applying Theorem 2.1, we obtain that $F$ and $g$ have a coupled coincidence point. In fact, $(0, 0)$ is the unique coupled coincidence point of $F$ and $g$. 
Example 2.9. Let \((X, d, \preceq)\), \(F\) and \(g\) be defined as in Example 1.14.

Then:
(i) \(X\) is complete and \(X\) has the property
- if a non-decreasing sequence \(\{x_n\} \to x\), then \(gx_n \preceq gx\) for all \(n\),
- if a non-increasing sequence \(\{y_n\} \to y\), then \(gy \preceq gy_n\) for all \(n\).
(ii) \(F(X \times X) = \{0, 1\} \subset \{0\} \cup [1/2, 1] = g(X)\).
(iii) \(g\) is continuous and \(g\) and \(F\) are \(O\)-compatible.
(iv) There exist \(x_0 = 0, y_0 = 1\) such that \(gx_0 \preceq F(x_0, y_0)\) and \(gy_0 \succeq F(y_0, x_0)\).
(v) \(F\) has the mixed \(g\)-monotone property. Indeed, for every \(y \in X\), let \(x_1, x_2 \in X\) such that \(gx_1 \preceq gx_2\)
- if \(gx_1 = gx_2\) then \(x_1, x_2 = 0\) or \(x_1, x_2 \in [1/2, 1]\) or \(x_1, x_2 \in (1, 3/2]\) or \(x_1, x_2 \in (3/2, 2]\). Thus, \(F(x_1, y) = 0 = F(x_2, y)\) if \(y \in \{0\} \cup [1/2, 1]\), and \(x_1, x_2 = 0\) or \(x_1, x_2 \in [1/2, 1]\), otherwise \(F(x_1, y) = 1 = F(x_2, y)\).
- if \(gx_1 \prec gx_2\), then \(gx_1 = 0\) and \(gx_2 = 1\), i.e., \(x_1 = 0\) and \(x_2 \in [1/2, 1]\). Thus \(F(x_1, y) = 0 = F(x_2, y)\) if \(y \in \{0\} \cup [1/2, 1]\), and \(F(x_1, y) = 1 = F(x_2, y)\) if \(y \in (1/2, 1]\).

Therefore, \(F\) is the \(g\)-non-decreasing in its first argument. Similarly, \(F\) is the \(g\)-non-increasing in its second argument. (vi) For \(x, y, u, v \in X\), if \(gx \geq gu\) and \(gy \preceq gv\) then \(d(F(x, y), F(u, v)) = 0\). Indeed,
- if \(gx \succ gu\) and \(gy \prec gv\) then \(y = u = 0\) and \(x, v \in [1/2, 1]\). Thus \(d(F(x, y), F(u, v)) = d(0, 0) = 0\).
- if \(gx = gu\) and \(gy \prec gv\) then \(y = 0\) and \(v \in [1/2, 1]\). Thus if \(x = u = 0\) or \(x, u \in [1/2, 1]\) then \(d(F(x, y), F(u, v)) = d(0, 0) = 0\), otherwise \(d(F(x, y), F(u, v)) = d(1, 1) = 0\). Similarly, if \(gx \succ gu\) and \(gy = gv\) then \(d(F(x, y), F(u, v)) = 0\).
- if \(gx = gu\) and \(gy = gv\) then both \(x, u\) are in one of the sets \(\{0\}, [1/2, 1], (1, 3/2]\) or \(3/2, 2]\) and both \(y, v\) are also in one of the sets \(\{0\}, [1/2, 1], (1, 3/2]\) or \(3/2, 2]\). Thus \(d(F(x, y), F(u, v)) = d(0, 0) = 0\) if \(x = u = 0\) or \(x, u \in [1/2, 1]\) and \(y = v = 0\) or \(y, v \in [1/2, 1]\), otherwise \(d(F(x, y), F(u, v)) = d(1, 1) = 0\).

Therefore, all the conditions of Corollary 2.3 are satisfied with \(a, b \geq 0\) and \(a + b < 2\). Applying Corollary 2.3, we conclude that \(F\) and \(g\) have a coupled coincidence point.

Note that, we cannot apply the result of Choudhury and Kundu [10] as well as the result of Lakshmikantham and Ćirić [18] to this example.
3 Application to integro-differential equations

In this section, we use the results that are established in Section 2 to derive some results on the existence and uniqueness of solutions of integro-differential equations.

Consider the integro-differential equation

\[ x(t) = \int_0^t \left( f(s, x(s), x'(s)) + g(s, x(s), x'(s)) \right) ds \quad \text{for all } t \in [0, T], \tag{24} \]

for some \( T > 0 \).

We consider the following conditions

(H1) \( f, g \in C([0, T] \times \mathbb{R} \times \mathbb{R}, \mathbb{R}) \).

(H2) There exist \( \alpha, \beta, \lambda, \mu > 0 \) such that

\[
0 \leq f(t, x, y) - f(t, u, v) \leq \alpha (x - u) + \beta (y - v),
\]

and

\[
-\lambda (x - u) - \mu (y - v) \leq g(t, x, y) - g(t, u, v) \leq 0,
\]

for all \( t \in [0, T] \), \( x, y, u, v \in \mathbb{R} \) with \( x \geq u, y \geq v \).

Definition 3.1. An element \((\omega, \vartheta) \in C([0, T], \mathbb{R}) \times C([0, T], \mathbb{R})\) is called a coupled lower and upper solution of the integro-differential equation (24) if \( \omega(0) = \vartheta(0) = 0 \) and

\[
\omega'(t) \leq f(t, \omega(t), \omega'(t)) + g(t, \vartheta(t), \vartheta'(t)) \leq f(t, \vartheta(t), \vartheta'(t)) + g(t, \omega(t), \omega'(t)) \leq \vartheta'(t),
\]

for all \( t \in [0, T] \).

Theorem 3.2. With the assumptions (H1)-(H2). If the integro-differential equation (24) has a coupled lower and upper solution and \( T(\alpha + \lambda) + \beta + \mu < 1 \) then it has a unique solution in \( C([0, T], \mathbb{R}) \).

Proof. Set \( y(t) = x'(t) \), from equation (24), we have the following system equations

\[
\begin{align*}
x(t) &= \int_0^t \left( f(s, x(s), y(s)) + g(s, x(s), y(s)) \right) ds, \\
y(t) &= f(t, x(t), y(t)) + g(t, x(t), y(t))
\end{align*}
\]

for all \( t \in [0, T] \).
for all \( t \in [0, T] \).
Set \( X = C([0, T], R) \times C([0, T], R) \). Then \( X \) is a partially ordered set if we define the following order relation on \( X \):
\[
(x, y), (u, v) \in X, (x, y) \preceq (u, v) \iff x(t) \leq u(t), y(t) \leq v(t), \text{ for all } t \in [0, T].
\]
Also, \((x, y), (u, v)\) for all \((x, y), (u, v)\) converges to \(x, y\) in \(X\) for all \((x, y), (u, v)\) which is comparable to \((x, y), (u, v)\).
We claim that \(F\) and \((x, y), (u, v)\) are in \(X\) as follows:
\[
F((x, y), (u, v)) = (F_1((x, y), (u, v)), F_2((x, y), (u, v)))
\]
where \(F_1, F_2 : X \times X \rightarrow C([0, T], R)\) are defined by
\[
F_1((x, y), (u, v))(t) = \int_0^t (f(s, x(s), y(s)) + g(s, u(s), v(s))) \, ds,
\]
and
\[
F_2((x, y), (u, v))(t) = f(t, x(t), y(t)) + g(t, u(t), v(t)),
\]
for all \(x, y, u, v \in C([0, T], R)\), and for all \(t \in [0, T]\).
We claim that \(F\) has the mixed monotone property. In fact, for any \((x, y)\) and \((u, v)\) in \(X\), if \((x_1, y_1) \preceq (x_2, y_2)\), we have
\[
F_1 ((x_1, y_1), (u, v)) (t) - F_1 ((x_2, y_2), (u, v)) (t)
\]
\[
= \int_0^t (f(s, x_1(s), y_1(s)) + g(s, u(s), v(s))) \, ds
\]
\[
- \int_0^t (f(s, x_2(s), y_2(s)) + g(s, u(s), v(s))) \, ds
\]
(by the assumption (H2))
\[
= \int_0^t (f(s, x_1(s), y_1(s)) - f(s, x_2(s), y_2(s))) \, ds \leq 0,
\]
and
\[
F_2 ((x_1, y_1), (u, v)) (t) - F_2 ((x_2, y_2), (u, v)) (t)
\]
\[
= f(t, x_1(t), y_1(t)) + g(t, u(t), v(t)) - (f(t, x_2(t), y_2(t)) + g(t, u(t), v(t)))
\]
(by the assumption (H2))
\[
= f(t, x_1(t), y_1(t)) - f(t, x_2(t), y_2(t)) \leq 0.
\]
Therefore, \( F ((x_1, y_1), (u, v)) \leq F ((x_2, y_2), (u, v)) \) that is, \( F \) is non-decreasing in the first argument.

Similarly, if \( (u_1, v_1) \leq (u_2, v_2) \) then we have
\[
F_1 ((x, y), (u_1, v_1)) (t) - F_1 ((x, y), (u_2, v_2)) (t)
\]
\[
= \int_0^t (f(s, x(s), y(s)) + g(s, u_1(s), v_1(s))) \, ds
\]
\[
- \int_0^t (f(s, x(s), y(s)) + g(s, u_2(s), v_2(s))) \, ds
\]
(by the assumption (H2))
\[
= \int_0^t (g(s, u_1(s), v_1(s)) - g(s, u_2(s), v_2(s))) \, ds \geq 0,
\]
and
\[ F_2 ((x, y), (u_1, v_1)) (t) - F_2 ((x, y), (u_2, v_2)) (t) \]
\[ = f(s, x(s), y(s)) + g(s, u_1(s), v_1(s)) - f(s, x(s), y(s)) - g(s, u_2(s), v_2(s)) \]
(by the assumption (H2))
\[ = g(s, u_1(s), v_1(s)) - f(s, u_2(s), v_2(s)) \geq 0. \]

Therefore, \( F ((x, y), (u_1, v_1)) \geq F ((x, y), (u_2, v_2)), \) that is, \( F \) is non-increasing in the second argument.

The claim is proved.

Now for any \((x_1, y_1), (x_2, y_2), (u_1, v_1), (u_2, v_2) \in X\) with \((x_1, y_1) \succeq (x_2, y_2)\) and \((u_1, v_1) \preceq (u_2, v_2),\) we have,

\[
|F_1 ((x_1, y_1), (u_1, v_1)) (t) - F_1 ((x_2, y_2), (u_2, v_2)) (t)| \\
= \left| \int_0^t (f(s, x_1(s), y_1(s)) + g(s, u_1(s), v_1(s))) ds \right. \\
- \left. \int_0^t (f(s, x_2(s), y_2(s)) + g(s, u_2(s), v_2(s))) ds \right| \\
= \left| \int_0^t (f(s, x_1(s), y_1(s)) - f(s, x_2(s), y_2(s))) ds \right. \\
- \left. \int_0^t (g(s, u_1(s), v_1(s)) - g(s, u_2(s), v_2(s))) ds \right| \\
\leq \int_0^t (\alpha (x_1(s) - x_2(s)) + \beta (y_1(s) - y_2(s))) ds \\
+ \int_0^t (\lambda (u_2(s) - u_1(s)) + \mu (v_2(s) - v_1(s))) ds \\
\leq \alpha T \|x_1 - x_2\| + \beta T \|y_1 - y_2\| + \lambda T \|u_2 - u_1\| + \mu T \|v_2 - v_1\| \\
\]

Therefore,
\[
d (F_1 ((x_1, y_1), (u_1, v_1)), F_1 ((x_2, y_2), (u_2, v_2))) \leq \alpha T \|x_1 - x_2\| + \beta T \|y_1 - y_2\| \\
+ \lambda T \|u_1 - u_2\| + \mu T \|v_1 - v_2\|. \\
\]

Similarly, we have
\[
d (F_1 ((u_2, v_2), (x_2, y_2)), F_1 ((u_1, v_1), (x_1, y_1))) \leq \alpha T \|u_2 - u_1\| + \beta T \|v_2 - v_1\| \\
+ \lambda T \|x_1 - x_2\| + \mu T \|y_1 - y_2\|. \]
On the other hand, for \((x_1, y_1), (x_2, y_2), (u_1, v_1), (u_2, v_2) \in X\) with \((x_1, y_1) \succeq (x_2, y_2), (u_1, v_1) \preceq (u_2, v_2)\), we also have

\[
|F_2((x_1, y_1), (u_1, v_1))(t) - F_2((x_2, y_2), (u_2, v_2))(t)|
\]

Thus,

\[
\frac{|(f(t, x_1(t), y_1(t)) + g(t, u_1(t), v_1(t)) - (f(t, x_2(t), y_2(t)) + g(t, u_2(t), v_2(t)))|}{d(t, x_1(t), y_1(t)) - d(t, x_2(t), y_2(t)) + g(t, u_1(t), v_1(t)) - g(t, u_2(t), v_2(t))|} \leq \alpha(x_1(t) - x_2(t)) + \beta(y_1(t) - y_2(t)) + \lambda(u_2(t) - u_1(t)) + \mu(v_2(t) - v_1(t)).
\]

Similarly,

\[
d(F_2((u_2, v_2), (x_2, y_2)), F_2((u_1, v_1), (x_1, y_1))) \leq \alpha\|u_2 - u_1\| + \beta\|v_2 - v_1\| + \lambda\|x_1 - x_2\| + \mu\|y_1 - y_2\|.
\]

Therefore, for any \((x_1, y_1), (x_2, y_2), (u_1, v_1), (u_2, v_2) \in X\) with \((x_1, y_1) \succeq (x_2, y_2), (u_1, v_1) \preceq (u_2, v_2)\), we have

\[
d(F((x_1, y_1), (u_1, v_1)), F((x_2, y_2), (u_2, v_2)))
\]

\[
= d(F((u_1, v_1), (x_1, y_1)), F((u_1, v_1), (x_1, y_1)))
\]

\[
= d(F((u_2, v_2), (x_2, y_2)), F((u_1, v_1), (x_1, y_1)))
\]

\[
\leq \left( \frac{d(F_1((x_1, y_1), (u_1, v_1)), F_1((x_2, y_2), (u_2, v_2)))}{T \alpha + T \lambda} \right) \left( \frac{d(F_2((u_2, v_2), (x_2, y_2)), F_2((u_1, v_1), (x_1, y_1)))}{T \beta + T \mu} \right)
\]

where

\[
A = \left( \begin{array}{cc} T \alpha + T \lambda & T \beta + T \mu \\ \alpha + \lambda & \beta + \mu \end{array} \right).
\]
It is easy to see that the matrix \( A \) has two eigenvalues \( \delta_1 = 0 \) and \( \delta_2 = T(\alpha + \lambda) + \beta + \mu < 1 \). Hence \( A \) converges to zero.

Thus \( F \) verifies the contraction condition (15) in Corollary (2.2) with \( A = B \).

Now let \( (\omega_1, \vartheta_1) \) be a coupled lower and upper solution of the equation (24), then we have

\[
\omega_1'(t) \leq f \left( t, \omega_1(t), \omega_1'(t) \right) + g \left( t, \vartheta_1(t), \vartheta_1'(t) \right) \\
\leq f \left( t, \vartheta_1(t), \vartheta_1'(t) \right) + g \left( t, \omega_1(t), \omega_1'(t) \right) \leq \vartheta_1'(t),
\]

(26)

for all \( t \in [0, T] \) and \( \omega_1(0) = \vartheta_1(0) = 0 \).

Set \( \omega_2(t) = \omega_1'(t) \) and \( \vartheta_2(t) = \vartheta_1'(t) \) for all \( t \in [0, T] \). From (26), for all \( t \in [0, T] \), we have

\[
\omega_2(t) \leq f \left( t, \omega_1(t), \omega_2(t) \right) + g \left( t, \vartheta_1(t), \vartheta_2(t) \right) \\
\leq f \left( t, \vartheta_1(t), \vartheta_2(t) \right) + g \left( t, \omega_1(t), \omega_2(t) \right) \leq \vartheta_2(t),
\]

that is, for all \( t \in [0, T] \),

\[
\omega_2(t) \leq F_2 \left( (\omega_1, \omega_2), (\vartheta_1, \vartheta_2) \right) (t) \leq F_2 \left( (\vartheta_1, \vartheta_2), (\omega_1, \omega_2) \right) (t) \leq \vartheta_2(t). \quad (27)
\]

Also, by (26), for all \( t \in [0, T] \), we have

\[
\int_0^t \omega_1'(s)ds \leq \int_0^t \left( f(s, \omega_1(s), \omega_1'(s)) + g(t, \vartheta_1(s), \vartheta_1'(t)) \right) ds \\
\leq \int_0^t \left( f(s, \vartheta_1(s), \vartheta_1'(s)) + g(s, \omega_1(s), \omega_1'(s)) \right) ds \leq \int_0^t \vartheta_1'(s)ds
\]

or

\[
\omega_1(t) - \omega_1(0) \leq \int_0^t \left( f(s, \omega_1(s), \omega_2(s)) + g(t, \vartheta_1(s), \vartheta_2(s)) \right) ds \quad (28)
\]

\[
\leq \int_0^t \left( f(s, \vartheta_1(s), \vartheta_2(s)) + g(s, \omega_1(s), \omega_2(s)) \right) ds \leq \vartheta_1(t) - \vartheta_1(0).
\]

From (28) and the fact that \( \omega_1(0) = \vartheta(0) = 0 \), we get

\[
\omega_1(t) \leq F_1 \left( (\omega_1, \omega_2), (\vartheta_1, \vartheta_2) \right) (t) \leq F_1 \left( (\vartheta_1, \vartheta_2), (\omega_1, \omega_2) \right) (t) \leq \vartheta_1(t). \quad (29)
\]

From (27) and (29), we have

\[
(\omega_1, \omega_2) \leq (F_1 \left( (\omega_1, \omega_2), (\vartheta_1, \vartheta_2) \right), F_2 \left( (\omega_1, \omega_2), (\vartheta_1, \vartheta_2) \right)) \\
\leq (F_1 \left( (\vartheta_1, \vartheta_2), (\omega_1, \omega_2) \right), F_2 \left( (\vartheta_1, \vartheta_2), (\omega_1, \omega_2) \right)) \leq (\vartheta_1, \vartheta_2)
\]
This means that there exist \((ω_1, ω_2), (θ_1, θ_2)\) such that
\[(ω_1, ω_2) \preceq F((ω_1, ω_2), (θ_1, θ_2)) \quad \text{and} \quad (θ_1, θ_2) \succeq F((θ_1, θ_2), (ω_1, ω_2)).\]

Thus all the conditions of Theorem 2.6 are satisfied. Applying this theorem, \(F\) has a unique coupled fixed point \((x^*, y^*), (u^*, v^*)\) in \(X \times X\). Since \((ω_1, ω_2) \preceq (θ_1, θ_2)\), applying Theorem 2.7, we conclude that \((x^*, y^*) = (u^*, v^*)\) is the unique fixed point of \(F\). It means the system of equations (25) has the unique solution \((x^*(t), y^*(t))\). That means
\[
\begin{align*}
  x^*(t) &= \int_0^t (f(s, x^*(s), y^*(s)) + g(s, x^*(s), y^*(s))) \, ds, \quad \text{for all } t \in [0, T]. \\
  y^*(t) &= f(t, x^*(t), y^*(t)) + g(t, x^*(t), y^*(t))
\end{align*}
\]

The first equality shows that \(x^* \in C([0, T], \mathbb{R})\) and after taking the derivative that equation, we have
\[
(x^*)'(t) = f(t, x^*(t), y^*(t)) + g(t, x^*(t), y^*(t)) = y^*(t).
\]

Therefore \(x^* \in C([0, T], \mathbb{R})\) is the unique solution of the equation (24). The proof is complete.
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