Almost c-spinorial geometry arises as an interesting example of the metrisability problem for parabolic geometries. It is a complex analogue of real spinorial geometry. In this paper, we first define the type of parabolic geometry in question, then we discuss its underlying geometry and its homogeneous model. We compute irreducible components of the harmonic curvature and discuss the conditions for regularity. In the second part of the paper, we describe the linearisation of the metrisability problem for Hermitian and skew-Hermitian metrics, state the corresponding first BGG equations and present explicit formulae for their solutions on the homogeneous model.

1. Introduction

Let $G$ be a real simple Lie group and $P$ a parabolic subgroup with Lie algebras $\mathfrak{g}$ and $\mathfrak{p}$, respectively. Let $\mathfrak{g} = \bigoplus_{j=-k}^{k} \mathfrak{g}_j$ be a $|k|$-gradation of $\mathfrak{g}$ such that $\mathfrak{p} = \mathfrak{g}_0 \oplus \cdots \oplus \mathfrak{g}_k$ and let $(\mathcal{G} \to M, \omega)$ be a parabolic geometry of type $(G, P)$ (see [6]). Now, consider the natural bundle $H := \mathcal{G} \times_{\mathcal{P}} \mathfrak{g}_{-1}$. A parabolic geometry is called metrisable if there exists a (pseudo-) Riemannian metric $g$ on the distribution $H$ with the property that there exists a Weyl structure on $M$ such that $g$ is covariantly constant in the directions of $H$ with respect to the corresponding Weyl covariant derivative. According to a recent classification of metrisable parabolic geometries with irreducible $\mathfrak{g}_{-1}$-part (see [4], [12]), there are three interesting geometries in the following sense. By definition, a $\mathfrak{g}_0$-representation $V$ is called absolutely irreducible, if $V \otimes \mathbb{C}$ is $\mathfrak{g}_0$-irreducible. If $\mathfrak{g}$ is a complex Lie algebra which is considered as the real Lie algebra, and a $\mathfrak{g}_0$-module $B \subset \mathcal{O}^2 \mathfrak{g}_{-1}$ is absolutely irreducible, then there are only three types of parabolic geometries which are metrisable by a procedure describe below. A version of one of these geometries was recently studied in [3], which is called c-projective geometry. It is a natural analogue of real projective geometry.

In this paper we discuss the equivalence problem between regular normal parabolic geometries of type $(G, P)$ and infinitesimal flag structures, where the pair $(G, P)$ defines a c-spinorial geometry. To solve this problem we study the first and
second cohomology groups $H^i(\mathfrak{g}, \mathfrak{g})$ with coefficients in $\mathfrak{g}$, where $i = 1, 2$. We restrict our attention to the case $\text{rank}(\mathfrak{g}) \geq 3$.

Since we want to study the above-mentioned metrisability problem, we briefly explain how the metrisability procedure works (for further details see [4], [12]). In order to find a metric on a distribution $\mathcal{G} \times \mathbb{P} \mathfrak{g}_{-1} = H \subset TM$, we need to consider nondegenerate sections of $\otimes^2 H^*$. For this it turns out to be useful to employ a dual picture by looking for nondegenerate inverse metrics in $\Gamma(\otimes^2 H)$. For the almost c-spinorial geometry the space $\otimes^2 H$ decomposes into two $\mathfrak{g}_0$-irreducible bundles $\mathcal{G} \times \mathbb{P} \mathcal{V} \oplus \mathcal{G} \times \mathbb{P} \mathcal{W}$. To ensure that elements of $\Gamma(\otimes^2 H)$ are covariantly constant in the directions of $H$ (with respect to a suitable Weyl covariant derivative), we use a suitable invariant differential operator of first order (see [14]). Such an operator arises as a composition of a covariant derivative and a projection onto an irreducible subspace. A typical example of this operator is the first BGG operator $D : \Gamma(\otimes^2 H) \rightarrow \Gamma(\otimes^2 H \otimes (\mathcal{G} \times \mathbb{P} \mathfrak{g}_1))$, where $\otimes$ is the Cartan product (for BGG operators see [7], [1]). It may happen that this BGG operator is not of the first order, but if we tensor the bundles by a suitable line bundle $L$, then the resulting operator $D' : \Gamma(\otimes^2 H \otimes L) \rightarrow \Gamma(\otimes^2 H \otimes L \otimes (\mathcal{G} \times \mathbb{P} \mathfrak{g}_1))$ is of first order. Therefore $\pi \circ \nabla|_H \sigma = 0$ holds for every Weyl covariant derivative $\nabla|_H$ acting in the directions of $H$, where $\pi : \Gamma(\otimes^2 H \otimes L \otimes (\mathcal{G} \times \mathbb{P} \mathfrak{g}_1)) \rightarrow \Gamma(\otimes^2 H \otimes L \otimes (\mathcal{G} \times \mathbb{P} \mathfrak{g}_1))$ is the natural projection and $\sigma$ is an element of the kernel of $D'$. If the algebraic linearisation condition (see [4], [12]) is satisfied, one can choose a Weyl covariant derivative $\hat{\nabla}$ in such a way that $\hat{\nabla}|_H \sigma = 0$. The only complication is that we are no longer dealing with inverse metrics (sections of $\otimes^2 H$), but with sections of $\otimes^2 H \otimes L$.

Let us briefly recall a version of the algebraic linearisation condition. Suppose that $\mathfrak{g}_1$ is an irreducible $\mathfrak{g}_0$-module and let $B$ be a $\mathfrak{g}_0$-irreducible subspace of $\otimes^2 \mathfrak{g}_1$ such that it contains nondegenerate elements. We say that $B$ satisfies the algebraic linearisation condition if $B \otimes \mathfrak{g}_1 \simeq B \otimes \mathfrak{g}_1 \oplus \mathfrak{g}_{-1}$, where $\otimes$ is the Cartan product. For detailed description, see [4], [12].

It turns out that in the case of almost c-spinorial geometry there exist Hermitian metrics as well as skew-Hermitian metrics on $H$. We describe explicitly solutions of metrisability equations in the homogeneous case.

The structure of the paper is as follows. In Section 2 we describe almost c-spinorial geometry and its equivalence problem. We turn to metrisability in Section 3, where we consider Hermitian metrics in subsection 3.1 and skew-Hermitian metrics in subsection 3.2. In each subsection we first solve the metrisability problem, then we describe the solutions for the flat model.
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## 2. Almost c-spinorial geometry

### 2.1. Definition.

Let $\mathfrak{g} := \mathfrak{so}(2n + 1, \mathbb{C})$. We equip the algebra $\mathfrak{g}$ with a gradation $\mathfrak{g} = \mathfrak{g}_{-2} \oplus \mathfrak{g}_{-1} \oplus \mathfrak{g}_0 \oplus \mathfrak{g}_1 \oplus \mathfrak{g}_2$ which corresponds to the last node crossed in the Dynkin diagram, or equivalently to block matrices of the form (see [15]).
\[
\begin{pmatrix}
A & a & B \\
b & 0 & -a' \\
C & -b' & -A'
\end{pmatrix} : A, B, C \in \mathfrak{gl}(n, \mathbb{C}), a \in \mathbb{C}^n, b \in (\mathbb{C}^n)^*, B = -B', C = -C',
\]

where \( \mathfrak{g}_0 \) is the block diagonal subalgebra, \( \mathfrak{g}_1 \) is generated by \( a \), \( \mathfrak{g}_{-1} \) by \( b \), \( \mathfrak{g}_2 \) by \( B \), \( \mathfrak{g}_{-2} \) by \( C \), and the prime operation means transposition with respect to the anti-diagonal. Let us denote by \( p := \mathfrak{g}_0 \oplus \mathfrak{g}_1 \oplus \mathfrak{g}_2 \) its parabolic subalgebra and let \( \mathfrak{g}_- \) be the sum \( \mathfrak{g}_{-2} \oplus \mathfrak{g}_{-1} \). Moreover, we define the filtration \( \mathfrak{g}_i = \bigoplus_{j \geq i} \mathfrak{g}_j \).

Let \( G \) be the special orthogonal group \( \text{SO}(2n + 1, \mathbb{C}) \), and let \( P \subset G \) be the subgroup with the Lie algebra \( p \), and let \( G_0 \) be the subgroup of \( P \) with the Lie algebra \( \mathfrak{g}_0 \).

From now on we shall view \( G_0 \subset P \subset G \) as real Lie groups embedded in the standard way to \( GL(4n + 2, \mathbb{R}) \).

**Definition 1.** Let \( G \) and \( P \) be as above. A parabolic geometry \( (G \to M, \omega) \) of type \((G, P)\) is called almost c-spinorial geometry.

We fix the following notation. A complex Lie algebra will be denoted by \( \mathfrak{g}^\mathbb{C} \) and its underlying real Lie algebra will be denoted by \( \mathfrak{g} \). Let us mention the relation \( \mathfrak{g} \otimes \mathbb{C} \cong \mathfrak{g}^\mathbb{C} \oplus \mathfrak{g}^\mathbb{C} \).

**2.2. The equivalence problem.** In this section we discuss the equivalence problem between infinitesimal flag structure and normal Cartan connection for the case of almost c-spinorial geometry. We shall consider only \( \text{rank}(\mathfrak{g}) \geq 3 \). The case \( \text{rank}(\mathfrak{g}) = 2 \) is quite special and will be discussed elsewhere.

**Theorem 1.** Let \( \text{rank}(\mathfrak{g}) \geq 3 \). Then normal regular parabolic geometries \( (G \to M, \omega) \) of type \((G, P)\) are in bijective correspondence up to isomorphism with triples \( (M, H, J) \), where \( M \) is a manifold of (real) dimension \( n(n+1) \) with a filtration on \( TM \) given by a generic distribution \( H \) of (real) dimension \( 2n \), and \( J \) is an almost complex structure on \( H \). The homogeneous model \( (G \to G/P) \) corresponds to isotropic complex Grassmannian \( \text{IGr}(n, 2n + 1) \) equipped with the tautological bundle.

**Proof.** According to Observation 3.1.7 in [6], regular infinitesimal flag structure is equivalent to:

(i) a filtration \( \{T^iM\} \) such that \( M \) is a filtered manifold with locally trivial bundle of symbol algebras with the fiber \( \mathfrak{g}_- \)

(ii) the reduction \( \text{Ad}: G_0 \to \text{Aut}_{\text{gr}}(\mathfrak{g}_-) \) of structure group of the natural frame bundle of \( \text{gr}(TM) \)

As \( H \) is a generic distribution, (i) holds. By an easy computation one gets that the homomorphism \( \text{Ad} \) is injective. Since \( \mathfrak{g}_{-2} \) is bracket-generated by \( \mathfrak{g}_{-1} \), \( \text{Aut}(\mathfrak{g}_{-2}) \) is fully determined by \( \text{Aut}(\mathfrak{g}_{-1}) \). As \( \text{Aut}(\mathfrak{g}_{-1}) \) are real automorphisms of the real \( 2n \)-dimensional vector space, the reduction is equivalent to a choice of an almost complex structure on \( H \). Therefore, the claim of the theorem follows by the general theorem (Theorem 3.1.14 in [6]) on the equivalence of categories between normal regular parabolic geometries of type \((G, P)\) and underlying regular infinitesimal flag structure on \( M \).
Let $Q$ be the quadratic form given by $z_{n+1}^2 + \sum_{i=1}^{n} z_i z_{2n+2-i}$. It is easy to see that the set of vectors $\{e_i\}_{i=1}^{n}$ form an isotropic subspace, where $\{e_i\}_{i=1}^{2n+1}$ is a standard basis of $\mathbb{C}^{2n+1}$. Under the action of $G$, the orbit of the subspace is the Grassmannian and isotropy subgroup is $P$. \hfill \Box

In order to compute the regularity condition of a parabolic geometry we shall consider the second cohomology group $H^2(\mathfrak{g}, \mathfrak{g})$. Corollary 3.1.8 from [6] gives us an equivalent characterization of a regular parabolic geometry in terms of the filtration of $\mathfrak{g}$. Therefore, if $\kappa$ is the curvature function then the regularity is equivalent to

\begin{equation}
(1) \quad \kappa(\mathfrak{g}_i, \mathfrak{g}_j) \subset \mathfrak{g}^{i+j+1} \quad \text{for all } i, j < 0,
\end{equation}

where $\mathfrak{g}^i = \oplus_{i \geq 0} \mathfrak{g}_i$. The only nontrivial condition $[1]$ for $2$-graded algebra is $\kappa(\mathfrak{g}_1, \mathfrak{g}_1) \subset \mathfrak{g}^{-1} = \mathfrak{g}_1 \oplus \mathfrak{g}_0 \oplus \mathfrak{g}_1 \oplus \mathfrak{g}_2$. In other words the $\wedge^2(\mathfrak{g}_1)^* \otimes \mathfrak{g}_{-2}$ component of the curvature function is zero. To proceed further we compute the second cohomology group $H^2(\mathfrak{g}_-, \mathfrak{g})$, where the harmonic curvature $\kappa_H$ takes values.

To describe the result, we need a suitable notation. A real irreducible representation $V$ of $\mathfrak{g}$ can be described as a real part of an irreducible module for $\mathfrak{g} \otimes \mathbb{C}$. Because $\mathfrak{g} \otimes \mathbb{C} \cong \mathfrak{g}^\mathbb{C} \oplus \mathfrak{g}^{\mathbb{C}}$, they can have the following two forms:

(i) either the module $V \otimes \mathbb{C}$ is the (outer) product $V_\lambda \boxtimes V_\lambda$, which will be denoted by $V = [V_\lambda \boxtimes V_\lambda]_\mathbb{R}$, where $\lambda$ is an integral dominant weight for $\mathfrak{g}^\mathbb{C}$,

(ii) or the module $V \otimes \mathbb{C}$ is $V_\lambda \boxtimes V_{\lambda'} + V_{\lambda'} \boxtimes V_\lambda$, which will be denoted by $V = [V_\lambda \boxtimes V_{\lambda'} \oplus V_{\lambda'} \boxtimes V_\lambda]_\mathbb{R}$, where $(\lambda, \lambda')$ is a pair of dominant integral weights for $\mathfrak{g}^\mathbb{C}$.

The highest (fundamental) weights of fundamental representations of $\mathfrak{g}^\mathbb{C}$ will be denoted by $\omega_i, i = 1, \ldots, \text{rank}(\mathfrak{g}^\mathbb{C})$. Recall that a $\mathfrak{g}^\mathbb{C}$-dominant algebraically integral weight is a linear combination of the fundamental weights with nonnegative integral coefficients.

Since $\mathfrak{g}_0$ is a reductive subalgebra of $\mathfrak{g}$, we can decompose it into its semisimple part and its centre, $\mathfrak{g}_0 = \mathfrak{g}_0^{ss} \oplus \mathfrak{z}(\mathfrak{g}_0)$. In our case, $\mathfrak{g}_0^{ss}$ is $\mathfrak{sl}(n, \mathbb{C})$ considered as the underlying real Lie algebra and hence the semisimple part is simple. Recall that the compatible Cartan subalgebra $\mathfrak{h}$ of $\mathfrak{g}$ is a subspace of $\mathfrak{g}_0$ which splits into $\mathfrak{h}' \oplus \mathfrak{z}(\mathfrak{g}_0)$, where $\mathfrak{h}'$ is a Cartan subalgebra of $\mathfrak{g}_0^{ss}$. Hence, complex irreducible representations of $\mathfrak{g}_0$ are in bijective correspondence with a subset of $\mathfrak{h}_*^\mathbb{C}$, but the dominance and integrality conditions refer only to the restrictions to $\mathfrak{h}'$. In the case of $\mathfrak{g}^\mathbb{C} = \mathfrak{so}(2n + 1, \mathbb{C})$, complex irreducible representations of $\mathfrak{g}_0^\mathbb{C}$ are in bijective correspondence with $\{\sum_{i=1}^{n} \lambda_i \omega_i : \lambda_i \in \mathbb{N} \cup \{0\} \text{ for } 1 \leq i \leq n-1, \lambda_n \in \mathbb{R}\}$. For detailed description see sections 3.2.12 and 3.2.13 in [6]. It will always be clear from the context whether we are considering an irreducible module for the Lie algebra $\mathfrak{g}$ or $\mathfrak{g}_0$.

Let us clarify the notation on a few distinguished examples. Suppose that $(\mathcal{G} \to M, \omega)$ is $\epsilon$-spinorial geometry. The generic distribution $H$ is generated by the $\mathfrak{g}_0$-representation $\mathfrak{g}_{-1} = [V_{\omega_{n-1} - 2\omega_n} \boxtimes V_0 \oplus V_0 \boxtimes V_{\omega_{n-1} - 2\omega_n}]_\mathbb{R}$, where $V_0$ is the trivial representation $\mathbb{C}$. The tangent bundle $TM$ is isomorphic with the natural bundle generated by the representations $\mathfrak{g}_{-2} \oplus \mathfrak{g}_{-1}$, where $\mathfrak{g}_{-2} = [V_{\omega_{n-2} - 2\omega_n} \boxtimes$
We get the corresponding homogenities from relations (iii) in the trivial, resp. adjoint representations up to the order two using the Kostant Lemma 2.

Lemma 2. The second cohomology group $H^2(g_-, g)$ has three irreducible components with respect to the action of $g_0$.

(i) Their highest weight description for rank $g \geq 5$ is:

1. $V_1 = [V_{\omega_1 - 2\omega_2} \otimes V_{\omega_1 + \omega_2} \oplus V_{\omega_1 + \omega_2} \otimes V_{\omega_1 - 2\omega_2}]_R$
2. $V_2 = [V_{\omega_1 + \omega_2 - 2\omega_n} \otimes V_{\omega_1 + \omega_2} \otimes V_{\omega_1 - 2\omega_2}]_R$
3. $V_3 = [V_{\omega_1 + \omega_2 + \omega_1 - 2\omega_n} \otimes V_0 \oplus V_0 \otimes V_{\omega_1 + \omega_2 + \omega_1 - 2\omega_n}]_R$

Moreover, $V_1$ has homogeneity 1, $V_2$ has homogeneity 0, $V_3$ has homogeneity 1.

(ii) Their highest weight description for rank $g$ equal to 4 is:

1. $V_1 = [V_{\omega_2 - 2\omega_4} \otimes V_{\omega_1 + \omega_2} \oplus V_{\omega_1 + \omega_2} \otimes V_{\omega_2 - 2\omega_4}]_R$
2. $V_2 = [V_{\omega_1 + \omega_2 - 2\omega_n} \otimes V_{\omega_1 + \omega_2} \otimes V_{\omega_1 + \omega_2 - 2\omega_n}]_R$
3. $V_3 = [V_{\omega_1 + \omega_2 - 2\omega_4} \otimes V_0 \oplus V_0 \otimes V_{\omega_1 + \omega_2 - 2\omega_4}]_R$

Moreover, $V_1$ has homogeneity 1, $V_2$ has homogeneity 0, $V_3$ has homogeneity 3.

(iii) Their highest weight description for rank $g$ equal to 3 is:

1. $V_1 = [V_{\omega_1 - 2\omega_3} \otimes V_{\omega_1 + \omega_2} \oplus V_{\omega_1 + \omega_2} \otimes V_{\omega_1 - 2\omega_3}]_R$
2. $V_2 = [V_{\omega_1 - 2\omega_3} \otimes V_{\omega_1} \oplus V_{\omega_1} \otimes V_{\omega_1 - 2\omega_3}]_R$
3. $V_3 = [V_{\omega_1 + \omega_2 - 2\omega_3} \otimes V_0 \oplus V_0 \otimes V_{\omega_1 + \omega_2 - 2\omega_3}]_R$

Moreover, $V_1$ has homogeneity 1, $V_2$ has homogeneity 0, $V_3$ has homogeneity 3.

Proof. We give the proof for the general case $n \geq 5$, the other two cases are similar. For the low rank cases, it is also possible to use the online service provided by J. Šilhan [13]. Recall the decompositions $g \otimes C \cong g^C \oplus g^C$, $g_- \otimes C \cong g^C \oplus g^C$ and similarly for $g_0$. The adjoint representation of $g \otimes C$ on itself acts as $g^C \boxtimes C \oplus g^C \otimes g^C$. Due to this we have

\[ H^2(g_-, g) \otimes C \cong \bigoplus_{i+j=2} (H^i(g^C_-, g^C) \boxtimes H^j(g^C_-, C) \oplus H^i(g^C_-, C) \otimes H^j(g^C_-, g^C)). \]

Hence it is sufficient to compute the (complex) cohomology groups with values in the trivial, resp. adjoint representations up to the order two using the Kostant theorem. We get

\[ H^0(g^C_-, C) \cong V_0 \cong C, \quad H^1(g^C_-, C) \cong V_{\omega_1} \cong g_1^C, \quad H^2(g^C_-, C) \cong V_{\omega_1 + \omega_2} \cong g_1^C \oplus g_2^C, \]
and (symbol $\otimes$ denotes the Cartan product)

\[ H^0(g^C_-, g^C) \cong V_{\omega_1 - 2\omega_n} \cong g_2^C, \quad H^1(g^C_-, g^C) \cong V_{\omega_1 + \omega_n - 2\omega_n} \cong g_1^C \oplus g_2^C, \]

\[ H^2(g^C_-, g^C) \cong V_{\omega_1 + \omega_2 + \omega_n - 2\omega_n} \cong g_1^C \oplus g_2^C \oplus g_3^C. \]

We get the corresponding homogenities from relations

\[ V_1 \cong [(g_1^C \otimes g_2^C) \otimes g_2^C] \otimes (g_1^C \otimes g_2^C)]_R, \]
\[ V_2 \cong [g_1^C \otimes (g_1^C \otimes g_2^C) \oplus (g_1^C \otimes g_2^C) \otimes g_1^C]_R, \]
\[ V_3 \cong [C \otimes (g_1^C \otimes g_2^C \otimes g_3^C) \oplus (g_1^C \otimes g_2^C \otimes g_3^C) \otimes C]_R. \]
As a corollary, we get from Cor. 3.1.8 [6].

**Corollary.** The c-spinorial geometry \( (p : \mathcal{G} \to M, \omega) \) of type \((G, P)\) is regular if and only if the second piece \(V_2\) in \(H^2(g_-, g)\) is trivial.

### 3. Metrisability

In this section we shall discuss the metrisability problem for an almost c-spinorial geometry \((M, H, J)\) given by the distribution \(H \subset TM\) and the complex structure \(J\) on \(H\). We shall construct certain invariant subspaces \(B \subset \odot^2 H\) and we shall apply the linearisation method translating metrisability problem to the problem of finding all nondegenerate solutions of certain invariant overdetermined first order system of linear PDE’s.

Let \(V\) be the \(g\)-irreducible representation given by \([V_\omega_1 \boxtimes V_\omega_1]_\mathbb{R}\). The representation \(V\) give rise to the first BGG operator \(D^V : \Gamma(H_0(g_+, V)) \to \Gamma(H_1(g_+, V))\) of first order, where \(g_+ = g_1 \oplus g_2\) and \(H_i(g_+, V)\) is the natural bundle given by the homology \(H_i(g_+, V)\). Similarly, for the representation \(W = [W_2 \omega_1 \boxplus W_0 \omega_1 \boxplus W_2 \omega_1]_\mathbb{R}\), there is the first BGG operator \(D^W\) of first order.

#### 3.1. Hermitian metrics

We shall use abstract indices as in [3]. Sections of the bundle \(H\) or elements of \(g_{-1}\) will be denoted by \(h^\alpha\), sections of the dual \(H^*\) or elements of \(g_1\) by \(h_\alpha\). The almost complex structure \(J\) on \(H\) is denoted by \(J^\beta_\alpha\) and the same notation is used in the case of the almost complex structure on \(g_{-1}\). An analogue of the Einstein summation convention is used as, e.g., in the action of \(J\) on a section \(h\) of \(H^*\) in \(-J^\beta_\alpha h_\beta\). A Hermitian metric on \((H, J)\) is a \(J\)-invariant (pseudo-)Riemannian metric \(g_{\alpha\beta} \in \Gamma(\odot^2 H^*)\), i.e. it satisfies the relation

\[
J^\gamma_\alpha J^\delta_\beta g_{\gamma\delta} = g_{\alpha\beta}.
\]

The complexification \(H \otimes \mathbb{C}\) decomposes as \(H^C \oplus \overline{H}^C\). We use Greek indices to denote real sections of \(H\) resp. \(H \otimes \mathbb{C}\), and we use Latin indices (with or without the bar) for sections of \(H^C\) or \(\overline{H}^C\).

In local coordinates, indices for sections \(h^\alpha\) of \(H\) are in \(\{1, \ldots, 2n\}\) and indices for sections \(h^a\), resp. \(\overline{h}^\bar{a}\), are in \(\{1, \ldots, n\}\).

Let us note that the representation \(V\) corresponds to a Hermitian metrics.

**Theorem 3.** Let \((\mathcal{G} \to M, \omega)\) be an almost c-spinorial geometry. There exists a bijection between nondegenerate Hermitian metrics on \(H \subset TM\), which are covariantly constant in the directions of \(H\) with respect to a suitable Weyl connection of the geometry, and nondegenerate sections in the kernel of \(D^V\).

**Proof.** The general scheme of proof described in the introduction can be used (for details see [12]) in this particular case. A simplification is that the first BGG operator corresponding to the choice of \(V\) is a first order operator, so that it is not necessary to twist the corresponding associated bundle by a line bundle. Let us show how the BGG operator arises. Consider the \(g\)-representation \(V = [V_\omega_1 \boxtimes V_\omega_1]_\mathbb{R}\) which defines the BGG sequence. The first BGG operator \(D^V\) acts on sections of the natural bundle given by the zeroth homology group \(H_0(g_+, V)\) and it has values in sections
of the natural bundle given by the first homology group \( H_1(\mathfrak{g}_+, V) \). By an easy computation one gets \( H_0(\mathfrak{g}_+, V) = [V_{\omega_{n-1} - 2\omega_n} \boxtimes V_{\omega_{n-1} - 2\omega_n}][\mathbb{R}] \) and \( H_1(\mathfrak{g}_+, V) = [V_{\omega_1 + \omega_{n-1} - 2\omega_n} \boxtimes V_{\omega_{n-1} - 2\omega_n} \oplus V_{\omega_{n-1} - 2\omega_n} \boxtimes V_{\omega_1 + \omega_{n-1} - 2\omega_n}][\mathbb{R}] \) as \( \mathfrak{g}_0 \)-representations. This shows that the first BGG operator acts on the correct bundle (inverse Hermitian metrics). Since \( H_1(\mathfrak{g}_+, V) \) is the Cartan product of \( H_0(\mathfrak{g}_+, V) \) and \( \mathfrak{g}_1 \), the operator is of first order. □

Let \((p: G \to G/P, \omega)\) be the homogeneous model of a parabolic geometry and let \(\pi: G \times_P \mathbb{V} \to G/P\) be an associated bundle. The map \(\varphi\) given by \(X \mapsto \exp(X)P\) is a diffeomorphism from \(\mathfrak{g}_-\) onto dense open subset \(U \subset G/P\). Recall that, in particular, smooth sections \(\Gamma(U, G \times_P \mathbb{V})\) are in bijective correspondence with \(P\)-equivariant smooth functions \(C^\infty(p^{-1}(U), \mathbb{V})\). For any \(\sigma \in \Gamma(U, G \times_P \mathbb{V})\) one can construct the local trivialisation induced by \(\sigma\). Indeed, there is a map \(U \times \mathbb{V} \to \pi^{-1}(U)\) which maps \((x,v)\) to the \(P\)-orbit \(P \cdot (\sigma(x), v)\). On the other hand, the inverse map is given by \([u,v] \mapsto (x,b \cdot v)\), where \(u = \sigma(x) \cdot b\) and \([u,v]\) stands for the equivalence class of the element \((u,v)\). In such a trivialisation every \(s \in \Gamma(U, G \times_P \mathbb{V})\) has the form \(x \mapsto (x,f(\sigma(x)))\), where \(f\) is the \(P\)-equivariant function which corresponds to \(s\). Therefore, after a choice of a section \(\sigma\), any section \(s \in \Gamma(U, G \times_P \mathbb{V})\) can be viewed as the unique function \(f: U \to \mathbb{V}\), and vice versa. Moreover, by precomposition with the diffeomorphism \(\varphi\) one gets functions defined on \(\mathfrak{g}_-\). In particular, a solution to a BGG equation can be characterized by such a function. In the sequel the section \(\sigma\) is assumed to be a normal section. For closer discussion see [5] and Example 5.1.12 in [6], which concern the very flat Weyl structure.

Now we describe \(\text{Ker}(D^V)\). This operator is called metricisability operator. The tractor bundle which defines the metricisability operator is called the metric tractor bundle. The standard tractor bundle is the natural bundle which arises from the defining representation of \(\mathfrak{g}\) and it is denoted by \(\mathcal{T}\). Clearly, \(\mathfrak{g}\)-defining representation induces filtration \(\mathcal{T} = \mathcal{T}^0 \supset \mathcal{T}^1 \supset \mathcal{T}^2\) such that \(\mathcal{T}^0/\mathcal{T}^1 \simeq H^* = G \times_P \mathfrak{g}_1\), \(\mathcal{T}^1/\mathcal{T}^2 \simeq \mathbb{R}\) the trivial representation, and \(\mathcal{T}^2 \simeq H = G \times_P \mathfrak{g}_{-1}\).

The metric tractor bundle of \(D^V\) is the tractor bundle \(G \times_P V \subset \mathfrak{g}^2 \mathcal{T}\), where \(V\) is the module \(V = [V_{\omega_1} \boxtimes V_{\omega_1}][\mathbb{R}]\). Its elements can be decomposed as

\[
\begin{pmatrix}
\tau_{\beta\gamma} \\
\xi_{\beta} \\
\rho \\
\psi_{\beta} \\
\sigma_{\beta} \\
\nu_{\beta\gamma}
\end{pmatrix}
\]

\[
\begin{pmatrix}
\psi_{\rho} \\
\varphi_{\beta} \\
\hat{\psi}_{\beta}
\end{pmatrix}
\]

where \(\tau_{\beta\gamma} \in \mathfrak{g}_{11}, \nu_{\beta\gamma} \in \mathfrak{g}_{1-1}\) and the following equations hold: \(J_\alpha^\sigma J_\delta^\gamma \tau_{\alpha\delta} = \tau_{\beta\gamma}, J_\alpha^\delta J_\beta^\gamma \nu_{\alpha\delta} = \nu_{\beta\gamma}, J_\alpha^\sigma J_\delta^\gamma \psi_{\alpha} = \psi_{\beta}, J_\alpha^\delta J_\beta^\gamma \hat{\psi}_{\alpha} = \hat{\psi}_{\beta}\).

**Theorem 4.** In the situation as above, the metricisability operator can be equivalently characterized as:

\[
\nabla_\alpha \eta^{\beta\gamma} - \delta_\alpha^{(\beta} \mu^{\gamma)} = 0 \quad \iff \quad \nabla_\alpha \eta^{\beta\gamma} - \delta_\alpha^{b} \mu^{c} = 0, \nabla_\alpha \eta^{\beta\gamma} - \delta_\alpha^{\bar{c}} \mu^{b} = 0
\]
for some $\mu$, and $\eta \in \Gamma(\odot^2 H)$ such that $J^\beta_\alpha J^\gamma_\delta \eta^{\alpha\delta} = \eta^{\beta\gamma}$, where $\nabla$ is a Weyl covariant derivative. Moreover, in the homogeneous case, solutions have the form

$$
\eta^{\alpha\beta}(x, y) = \nu^{\alpha\beta} + y^{\alpha\gamma} \psi_\gamma^{\beta} + \hat{\psi}_\gamma^{\alpha} y^{\gamma\beta} - 2x^{(\alpha} \sigma^{\beta)} - \frac{1}{2}(x^{\alpha} x^{\gamma} \psi_\gamma^{\beta} + \hat{\psi}_\gamma^{\alpha} x^{\gamma} x^{\beta})
+ y^{\alpha\gamma} y^{\beta\delta} \tau_{\gamma\delta} + \rho x^{\alpha} x^{\beta} - y^{\alpha\gamma} \xi_\gamma x^{\beta} - x^{\alpha} y^{\beta\gamma} \xi_\gamma
+ \frac{1}{2}(x^{\alpha} y^{\beta\gamma} x^{\delta} \tau_{\gamma\delta} + y^{\alpha\gamma} x^{\delta} \tau_{\gamma\delta} x^{\beta})
- \frac{1}{2} x^{\alpha} x^{\beta} x^{\gamma} \xi_\gamma + \frac{1}{4} x^{\alpha} x^{\beta} x^{\gamma} x^{\delta} \tau_{\gamma\delta},
$$

where $x \in \mathfrak{g}_{-1}$, $y \in \mathfrak{g}_{-2}$ and $\nu$, $\psi$, $\hat{\psi}$, $\sigma$, $\tau$, $\rho$, $\xi \in V$ as stated above the theorem.

**Remark.** In particular we can take $\nabla$ to be the flat Weyl connection induced by the normal coordinates and then $\nabla$ is ordinary partial differentiation.

**Proof.** The metrisability operator is characterized by the action of the tractor covariant derivative and the projection on the homology part. Solutions can be computed algorithmically using [5]. For $X \in \mathfrak{g}_-$ and for $v \in V$ a normal solution has the form $\Pi(\exp(-X) \cdot v)$ which is a finite sum by the nilpotence of the operator $X$, where $\Pi : \Gamma(G \times_p V) \rightarrow \Gamma(G \times_p H_0)$. Let us recall that in the case of a homogeneous model all solutions to a first BGG equation are normal.

**Remark.** The second part of the Theorem 4 can be generalized. Following a choice of normal coordinates and a normal section as in [5] for a general parabolic geometry $(\mathcal{G} \rightarrow M, \omega)$ then the following holds. If a normal solution to a first BGG equation exists then it has the form as in Theorem 4.

3.2. **Skew-Hermitian metrics.** There are also covariantly constant metrics (in the above sense) which are not Hermitian metrics. As in the previous subsection we first consider the kernel and then the homogeneous case.

The representation $W = [W_{2 \omega_1} \boxtimes W_0 \oplus W_0 \boxtimes W_{2 \omega_1}]_R$ corresponds to skew-Hermitian metrics which can be characterized by the equation:

$$
J^\gamma_\alpha J^\delta_\beta g^{\gamma\delta} = -g_{\alpha\beta}.
$$

**Theorem 5.** Let $(\mathcal{G} \rightarrow M, \omega)$ be an almost c-spinorial geometry. There exists a bijection between nondegenerate skew-Hermitian metrics on $H \subset TM$, which are covariantly constant in the directions of $H$ with respect to a suitable Weyl connection of the geometry, and nondegenerate sections in kernel of $D^W$.

The proof of this theorem is analogous as in Theorem 3.

Now we proceed similarly as in the case of Hermitian metrics. If we consider the representation $W$, its tractor bundle can be realized in $\odot^2 \mathcal{T}$. An element of $W$ can be decomposed as

$$
\begin{pmatrix}
\tau_{\beta\gamma} \\
\xi_\beta \\
\psi_\beta^{\gamma} \\
\sigma^{\beta} \\
\nu^{\beta\gamma}
\end{pmatrix}
$$

where $\tau_{\beta\gamma} \in \odot^2 \mathfrak{g}_1$, $\nu^{\beta\gamma} \in \odot^2 \mathfrak{g}_{-1}$ and the
following equations hold: \( J^\alpha_\beta J^\gamma_\delta \tau_{\alpha\delta} = -\tau_{\beta\gamma} \), \( J^\alpha_\beta J^\gamma_\delta \nu_{\alpha\delta} = -\nu_{\beta\gamma} \), \( J^\alpha_\beta J^\gamma_\delta \psi_{\alpha\delta} = -\psi_{\beta\gamma} \), \( J^\alpha_\beta J^\gamma_\delta \hat{\psi}_{\alpha\delta} = -\hat{\psi}_{\beta\gamma} \).

**Theorem 6.** In the situation as above, the metrisability operator can equivalently be characterized as:

\[
\nabla_\alpha \eta^{\beta\gamma} - \mu^{(\beta\delta\gamma)} = 0 \iff \\
\nabla_a \eta^{bc} - \mu^{(b\delta c)} = 0, \\
\nabla_a \eta^{bc} - \mu^{(b\delta c)} = 0
\]

for some \( \mu \), and \( \eta \in \Gamma(\mathcal{S}^2 \mathcal{H}) \) such that \( J^\alpha_\beta J^\gamma_\delta \eta_{\alpha\delta} = -\eta_{\beta\gamma} \). Moreover, in the homogeneous case, solutions have the form

\[
\eta^{\alpha\beta}(x, y) = \nu^{\alpha\beta} - y^{\alpha\gamma} \psi_{\gamma\beta} - \hat{\psi}_{\gamma\beta} y^{\beta\gamma} + x^{(\alpha\sigma\beta)} - \frac{1}{2} (x^{(\alpha\gamma\beta} \psi_{\gamma\beta) + \hat{\psi}_{\gamma\beta} x^{\gamma\beta}) \\
+ \rho x^{\alpha\beta} + y^{\alpha\gamma} \gamma^{\beta\delta} - \frac{1}{2} (y^{\alpha\gamma} \gamma^{\beta\delta} + x^{\alpha\beta} \gamma^{\beta\gamma}) \\
+ \frac{1}{2} (x^{(\alpha\gamma\beta} \gamma^{\beta\delta} y^{\delta) + \gamma^{\beta\gamma} \gamma^{\delta) x^{\delta}) \\
- \frac{1}{12} x^{(\alpha\gamma\beta) x^{\gamma\beta} \gamma^{\beta\delta} x^{\delta) + 4} x^{(\alpha\beta) x^{\beta\delta} \gamma^{\delta) x^{\gamma\beta} \gamma^{\beta\gamma})}
\]

where \( x \in \mathfrak{g}_{-1} \), \( y \in \mathfrak{g}_{-2} \) and \( \nu, \psi, \hat{\psi}, \sigma, \tau, \rho, \xi \in W \) similarly as in Theorem 4.

The proof is a straightforward computation.

**Remark.** Similarly to the remark below Theorem 4 we can choose \( \nabla \) in Theorem 6 to be the flat Weyl connection and then \( \nabla \) is ordinary partial differentiation.

**References**


Charles University, Faculty of Mathematics and Physics,
Sokolovská 83, Praha, Czech Republic
*E-mail*: pucek.roland@gmail.com

University of Bath,
Department of Mathematical Sciences,
Bath BA2 7AY, UK